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For Julien Stehlik Paul Mezey
In Loving Memory

Nature’s first green is gold,
Her hardest hue to hold.
Her early leaf’s a flower;
But only so an hour.
Then leaf subsides to leaf.
So Eden sank to grief,
So dawn goes down to day.
Nothing gold can stay.

Robert Frost, 1923
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• •P R E F A C E

Immunology is the quintessential medical science. In-
deed, no branch of the medical sciences has improved the
health of people more than the application of immuno-
logic principles to prevention of disease. Smallpox has
been eliminated from the planet as a natural infection, as
has poliomyelitis from the Western Hemisphere. Hepatitis
B vaccine has prevented more cancers than any interven-
tion other than smoking cessation. The newly introduced
human papilloma virus vaccine promises to cut strikingly
the toll of cervical cancer.

The continued need for progress in immunology is clear.
The HIV epidemic roars on. Disappointing results from
vaccine trials require a redoubled effort to understand how
to build the new generations of vaccines that can attack
the really hard problems, including HIV, tuberculosis, and
malaria, among infectious diseases. Highly effective ther-
apeutic vaccines for cancers still elude us, but progress in
understanding the innate immune system and regulatory
T cells places new tools in our hands to continue the attack
on this major problem.

Understanding the basis of inflammation and the cy-
tokine world has given us effective drugs to treat rheuma-
toid arthritis and other autoinflammatory/autoimmune
diseases. The value of the interventions based on this
knowledge, such as the use of tumor necrosis factor (TNF),
interleukin-6 (IL-6), and IL-1 blockers, is now established.
The application of anti-CD20 in the treatment of autoim-
mune disorders shows great promise.

Fundamental Immunology has the goal of aiding in the
education of a new generation of immunologists who can
both probe more deeply into the organizing principles of
the immune system and can translate this new informa-
tion into effective treatments and preventatives that can
extend and enlarge on the record of immunologic science
in bettering the lot of humankind.

Were I beginning the task of preparing a comprehensive
text of immunology today, I might have titled it Immunol-
ogy, Endless Fascination. Certainly that describes my own
view of this science over the more than 25 years that I have
been working on the six editions of Fundamental Immunol-
ogy. I had believed that scientific progress was marked by
periods of intense creativity, during which new concepts
were established, followed by longer periods of consoli-
dation, when work that made important but anticipated
advances would dominate. Perhaps that will prove to be
true of modern immunology as well when it is looked at

by a disinterested observer, but for one in the midst, the
pace of discovery seems to speed up with each passing year.
Endless fascination certainly describes my experience of
immunology.

During the interval since the previous edition, there
have been major advances in every field of immunology. In-
deed, in one of the most striking pieces of work, an entirely
new adaptive immune system has been discovered. Pancer,
Cooper, and their colleagues have shown that jawless ver-
tebrates, rather than using an adaptive immune system
based on the immunoglobulin superfamily T-cell and B-
cell receptors, evolved an entirely distinct adaptive system
based on the use of leucine-rich repeat molecules as the
recognition elements. The understanding of innate immu-
nity continues to grow with the deepening understanding
of the range of microbial sensors and of how they link to
the adaptive immune system. The 2007 Lasker Prize for
Basic Medical Sciences went to Ralph Steinman for his
discovery of dendritic cells, which interpret the messages
of the innate system to the adaptive system. The impor-
tance of regulatory T cells continues to grow, as does our
insight into the mechanisms of their action. The cytokine
biology field expands and broadens in its importance. The
number of interleukins is now into the mid-30s, and some
of the more recently discovered molecules have the most
important functions. The application of imaging technolo-
gies that allow the visualization of the in vivo behavior of
the cells and tissues of the immune system has provided
spectacular insights into the structure and dynamics of the
system and promises still more amazing results in the fu-
ture. The field of systems immunology, still in its infancy,
has given notice that it will be a major approach to our
science in the next decades.

I hope that this sixth edition will convey this dynamism
and provide the reader with both a solid grounding in
our field and with much of the very latest that has been
achieved. As with each of the previous editions, most
of the chapters are entirely new and not simple rework-
ings of the chapter in the previous edition. In order to
contain the sixth edition within one volume, a decision
was made to limit the number of references that will be
printed in the text. For those chapters in which there
are substantially in excess of 200 references cited in the
text, the authors have selected 200 to be included in
the print version of the book. All are included in the elec-
tronic version. The electronic version can be accessed at
www.fundamentalimmunology.com.
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xiv Preface

As before, this edition begins with an introductory chap-
ter, “The Immune System,” aimed at giving an overview of
modern immunology and providing those new to the field
with the basis to go on to the subsequent chapters. This
is followed by an “expanded introduction” provided by
the sections, “Organization and Evolution of the Immune
System,” “Immunoglobulins and B Lymphocytes,” and “T
lymphocytes.” I have introduced a new and extended sec-
tion, “The Intersection of Innate and Adaptive Immunity,”
which is followed by the section, “Regulation and Effec-
tor Functions of the Immune Response.” The book con-
cludes with sections devoted to the immune system’s role
in protection against pathogenic microorganisms, “Immu-

nity to Infectious Agents,” and on how the immune system
is involved in a variety of human disorders, “Immunologic
Mechanisms in Disease.”

I repeat a word of caution that has been in the Preface
to each edition. Immunology is moving very fast. Each of
the chapters is written by an expert in the field, but in
some areas there may be differences of opinion expressed
by equally accomplished authors. I ask the reader to take
note of the differences and to follow developments in the
field.

William E. Paul
Washington, DC
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the authors. Their contributions, prepared in the midst
of extremely busy schedules, are responsible for the value
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• •C h a p t e r 1
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Effector Mechanisms of Immunity

Effector Cells of the Immune Response
Monocytes and Macrophages
Natural Killer Cells
Mast Cells and Basophils

Granulocytes
Eosinophils
The Complement System

Conclusion

The immune system is a remarkable defense mechanism.
It makes rapid, specific, and protective responses against
the myriad potentially pathogenic microorganisms that
inhabit the world in which we live. The tragic exam-
ples of acquired immunodeficiency syndrome (AIDS) and
the inherited severe combined immunodeficiencies (SCID)
graphically illustrate the consequences of a nonfunctional
adaptive immune system. AIDS patients and children with
SCID often fall victim to infections that are of little or no
consequence to those with normally functioning immune
systems. The immune system also has a role in the rejection
of tumors and, when dysregulated, may give rise to a se-
ries of autoimmune diseases, including insulin-dependent
diabetes mellitus, multiple sclerosis, rheumatoid arthritis,
systemic lupus erythematosus, and inflammatory bowel
diseases, among others.

Fundamental Immunology has as its goal the authori-
tative presentation of the basic elements of the immune
system, of the means through which the mechanisms of
immunity act in a wide range of clinical conditions, includ-
ing recovery from infectious diseases, rejection of tumors,
transplantation of tissue and organs, autoimmunity and
other immunopathologic conditions, and allergy, and how
the mechanisms of immunity can be marshaled by vacci-
nation to provide protection against microbial pathogens.

The purpose of this opening chapter is to provide read-
ers with a general introduction to our current understand-
ing of the immune system. It should be of particular
importance for those with a limited background in im-
munology, providing them with the preparation needed for
subsequent chapters of the book. Rather than providing
extensive references in this chapter, each of the subject
headings will indicate the chapters that deal in detail with
the topic under discussion. Those chapters will not only
provide an extended treatment of the topic, but will also
furnish the reader with a comprehensive reference list.

KEY CHARACTERISTICS OF THE
IMMUNE SYSTEM

Innate Immunity (Chapters 14, 15, and 18)

Powerful nonspecific defenses prevent or limit infections
by most potentially pathogenic microorganisms. The ep-
ithelium provides both a physical barrier to the entry of

microbes and produces a variety of antimicrobial fac-
tors. Agents that penetrate the epithelium are met with
macrophages and related cells possessing “microbial sen-
sors” that recognize key molecules characteristic of many
microbial agents. These “pattern recognition receptors”
include several families of molecules, of which the most
intensively studied are the Toll-like receptors (TLRs).
Each TLR recognizes a distinct substance (or set of sub-
stances) associated with microbial agents: TLR4 recog-
nizes lipopolysaccharides; TLR3, double-stranded RNA;
and TLR9, unmethylated CpG-containing DNA. Since the
recognized substances are generally indispensable to the
infectious agent, microbial sensors provide a highly effi-
cient means to recognize potential pathogens.

The interaction of a TLR with its ligand induces a se-
ries of intracellular signaling events of which activation of
the NF-κB system is particularly important. Macrophage
activation with enhancement of the cell’s phagocytic activ-
ity and the induction of antimicrobial systems aid in the
destruction of the pathogen. The induction of an inflam-
matory response as a result of the activation of the innate
immune system recruits other cell types, including neu-
trophils, to the site.

The innate immune system also acts to recruit antigen-
specific immune responses, not only by attracting cells of
the immune system to the site of the infection, but also
through the uptake of antigen by dendritic cells (DC) and
its transport by these cells to lymphoid tissues where pri-
mary immune responses are initiated. Activated DCs ex-
press cell surface costimulatory molecules and produce
cytokines that can regulate the quality of the immune re-
sponse so that it is most appropriate to combating the in-
fectious agent.

Primary Responses (Chapters 9 and 13)

Primary immune responses are initiated when a foreign
antigenic substance interacts with antigen-specific lym-
phocytes under appropriate circumstances. The response
generally consists of the production of antibody molecules
specific for the antigenic determinants of the immuno-
gen and of the expansion and differentiation of antigen-
specific helper and effector T lymphocytes. The latter in-
clude cytokine-producing cells and killer T cells, capable
of lysing infected cells. Generally, the combination of the



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-01 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 11:7
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innate immune response and the primary adaptive re-
sponse are sufficient to eradicate or to control the microbe.
Indeed, the most effective function of the immune system
is to mount a response that eliminates the infectious agent
from the body—so-called sterilizing immunity.

Secondary Responses and Immunologic
Memory (Chapters 9, 13, and 28)

As a consequence of initial encounter with antigen, the
immunized individual develops a state of immunologic
memory. If the same (or a closely related) microorganism
is encountered again, a secondary response is made. This
generally consists of an antibody response that is more
rapid, greater in magnitude, and composed of antibodies
that bind to the antigen with greater affinity and are more
effective in clearing the microbe from the body. A more
rapid and more effective T cell response also ensues.
Thus, an initial infection with a microorganism often
initiates a state of immunity in which the individual is
protected against a second infection. In the majority of
situations, protection is provided by high-affinity antibody
molecules that rapidly clear the reintroduced microbe.
This is the basis of most licensed vaccines; the great power
of vaccines is illustrated by the elimination of smallpox
from the world and by the complete control of polio in
the western hemisphere.

The Immune Response Is Highly Specific
and the Antigenic Universe Is Vast

The immune response is highly specific. Primary immu-
nization with a given microorganism evokes antibodies
and T cells that are specific for the antigenic determinants
found on that microorganism but that generally fail to
recognize (or recognize only poorly) antigenic determi-
nants expressed by unrelated microbes. Indeed, the range
of antigenic specificities that can be discriminated by the
immune system is enormous.

The Immune System Is Tolerant of
Self-antigens (Chapters 29 and 30)

One of the most important features of the immune system
is its ability to discriminate between antigenic determi-
nants expressed on foreign substances, such as pathogenic
microbes, and potential antigenic determinants expressed
by the tissues of the host. The failure of the system to
make full-blown immune responses to self-antigens is re-
ferred to as immunologic tolerance. Tolerance is a complex
process that actually involves several distinct mechanisms.
One element, perhaps the most important, is an active pro-
cess involving the elimination or inactivation of cells that
can recognize self-antigens. In addition, there are mech-

anisms through which cells that encounter antigens (e.g.,
self-antigens) in the absence of cues from the innate im-
mune system may fail to make a response, may make a
minimal response or may be inactivated through a process
referred to as anergy. Finally, a specialized set of T cells
exist, designated regulatory cells that actively suppress
responses against self-antigens. Indeed, individuals who
have mutations in the key transcription factor Foxp3 ex-
pressed by the regulatory cells develop severe multiorgan
autoimmunity (polyendocrinopathy, enteropathy X-linked
[IPEX] syndrome). The critical necessity to control self-
reactivity is clearly shown by this multilayered system that
involves elimination, inactivation, and suppression.

Immune Responses Against Self-antigens
Can Result in Autoimmune Diseases
(Chapters 41 and 42)

Failure in establishing immunologic tolerance or un-
usual presentations of self-antigens can give rise to tissue-
damaging immune responses directed against antigenic
determinants on host molecules. These can result in auto-
immune diseases. As has already been mentioned, a group
of extremely important diseases are caused by autoimmune
responses or have major autoimmune components, in-
cluding systemic lupus erythematosus, rheumatoid arthri-
tis, insulin-dependent diabetes mellitus, multiple sclerosis,
myasthenia gravis, and regional enteritis. Efforts to treat
these diseases by modulating the autoimmune response
are a major theme of contemporary medicine.

AIDS Is an Example of a Disease Caused by
a Virus That the Immune System Generally
Fails to Eliminate (Chapter 39)

Immune responses against infectious agents do not always
lead to elimination of the pathogen. In some instances,
a chronic infection ensues in which the immune system
adopts a variety of strategies to limit damage caused by
the organism or by the immune response. Indeed, her-
pes viruses, such as human cytomegalovirus (CMV), fre-
quently are not eliminated by immune responses and
establish chronicity in which the virus is controlled by
immune responses. One of the most notable infectious
diseases in which the immune response generally fails to
eliminate the organism is AIDS, caused by the human im-
munodeficiency virus (HIV). In this instance, the principal
infected cells are those of the immune system itself, leading
to an eventual state in which the individual can no longer
mount protective immune responses against other micro-
bial pathogens. Indeed, under the assault of HIV, control
of viruses such as CMV is lost and they may cause major
tissue damage.
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Major Principles of Immunity

The major principles of the immune response are:

Elimination of many microbial agents through the non-
specific protective mechanisms of the innate immune
system.

Cues from the innate immune system inform the cells of
the adaptive immune system as to whether it is appro-
priate to make a response and what type of response to
make.

Cells of the adaptive immune system display exquisitely
specific recognition of foreign antigens and mobilize
potent mechanisms for elimination of microbes bearing
such antigens.

The immune system displays memory of its previous re-
sponses.

Tolerance of self-antigens.

The remainder of this introductory chapter will de-
scribe briefly the molecular and cellular basis of the sys-
tem and how these central characteristics of the immune
response may be explained.

CELLS OF THE IMMUNE SYSTEM AND
THEIR SPECIFIC RECEPTORS AND
PRODUCTS

The immune system consists of several distinct cell types,
each with important roles. The lymphocytes occupy cen-
tral stage because they are the cells that determine the
specificity of immunity. It is their response that orches-
trates the effector limbs of the immune system. Cells that
interact with lymphocytes play critical parts both in the
presentation of antigen and in the mediation of immuno-
logic functions. These cells include DCs and the closely
related Langerhans cells, monocyte/macrophages, natural
killer (NK) cells, neutrophils, mast cells, basophils, and
eosinophils. In addition, a series of specialized epithelial
and stromal cells provide the anatomic environment in
which immunity occurs, often by secreting critical factors
that regulate migration, growth and homeostasis, and gene
activation in cells of the immune system. Such cells also
play direct roles in the induction and effector phases of the
response.

The cells of the immune system are found in periph-
eral organized tissues, such as the spleen, lymph nodes,
Peyer’s patches of the intestine, and tonsils, where pri-
mary immune responses generally occur (see Chapter 2).
Many of the lymphocytes comprise a recirculating pool
of cells found in the blood and lymph, as well as in the
lymph nodes and spleen, providing the means to deliver
immunocompetent cells to sites where they are needed
and to allow immunity that is initiated locally to become
generalized. Activated lymphocytes acquire the capacity to

enter nonlymphoid tissues, where they can express effec-
tor functions and eradicate local infections. Some mem-
ory lymphocytes are “on patrol” in the tissues, scanning
for reintroduction of their specific antigens. Lymphocytes
are also found in the central lymphoid organs, the thymus,
and bone marrow, where they undergo the developmental
steps that equip them to mediate the responses of the ma-
ture immune system.

Individual lymphocytes are specialized in that they
are committed to respond to a limited set of structurally
related antigens. This commitment exists before the first
contact of the immune system with a given antigen. It is ex-
pressed by the presence on the lymphocyte’s surface of re-
ceptors specific for determinants (epitopes) of the antigen.
Each lymphocyte possesses a population of receptors, all of
which have identical combining sites (this is a slight over-
simplification, as occasionally T cells and less frequently
B cells may express two populations of receptors). One
set, or clone, of lymphocytes differs from another clone in
the structure of the combining region of its receptors and
thus in the epitopes that it can recognize. The ability of an
organism to respond to virtually any non–self-antigen is
achieved by the existence of a very large number of differ-
ent lymphocytes, each bearing receptors specific for a dis-
tinct epitope. As a consequence, lymphocytes are an enor-
mously heterogeneous group of cells. Based on reasonable
assumptions as to the range of diversity that can be cre-
ated in the genes encoding antigen-specific receptors, it
seems virtually certain that the number of distinct com-
bining sites on lymphocyte receptors of an adult human
can be measured in the millions.

Lymphocytes differ from each other not only in the
specificity of their receptors but also in their functions.
There are two broad classes of lymphocytes: the B lympho-
cytes, which are precursors of antibody-secreting cells, and
the T (thymus-derived) lymphocytes. T lymphocytes ex-
press important helper functions, such as the ability to aid
in the development of specific types of immune responses,
including the production of antibody by B cells and the in-
crease in the microbicidal activity of macrophages. Other
T lymphocytes are involved in direct effector functions,
such as the lysis of virus-infected cells or certain neoplas-
tic cells. Regulatory T lymphocytes have the capacity to
suppress immune responses.

B LYMPHOCYTES AND ANTIBODY

B Lymphocyte Development (Chapter 7)

B lymphocytes derive from lymphoid progenitor cells,
which in turn are derived from hematopoietic stem cells
(Figure 1.1). A detailed picture has been obtained of
the molecular mechanisms through which committed
early members of the B lineage develop into mature B



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-01 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 11:7

The Immune System 5

FIGURE 1.1 The patterns of gene expression, timing of gene rearrangement events, and capacity
for self-replenishment and for rapid proliferation of developing B lymphocytes are indicated.
(Adapted from Richard R. Hardy and Kyoko Hayakawa, B cell development pathways, Annual
Review of Immunology. 2001;19:595–621.)

lymphocytes. These events occur in the fetal liver and, in
adult life, in the bone marrow. Interaction with specialized
stromal cells and their products, including cytokines such
as interleukin (IL)-7 and B cell activating factor of the TNF
family (BAFF) are critical to the normal regulation of this
process.

The key events in B cell development involve commit-
ment to the B lineage and repression of the capacity to dif-
ferentiate to cells of other lineages. In pro-B cells and pre-B
cells, the genetic elements that encode the antigen-specific
receptors are assembled. These receptors are immunoglo-
bulin (Ig) molecules specialized for expression on the
cell surface. Igs are heterodimeric molecules consisting of
heavy (H) and light (L) chains, both of which have variable
(V) regions, which contribute to the binding of antigen and
that differ in sequence from one Ig molecule to another (see
Chapters 4 and 6), (Figure 1.2), and constant (C) regions.

The genetic elements encoding the variable portions of
Ig H and L chains are not contiguous in germline DNA or
in the DNA of nonlymphoid cells (see Chapter 6) and (Fig-
ure 1.3). In pro- and pre-B cells, these genetic elements
are translocated to construct an expressible V region gene.
This process involves a choice among a large set of po-
tentially usable variable (V), diversity (D), and joining (J)
elements in a combinatorial manner and depends upon
the RAG proteins, RAG1 and RAG2, that are essential for
the recombination process. Such combinatorial transloca-
tion, together with the addition of diversity in the course
of the joining process, results in the generation of a very
large number of distinct H and L chains. The pairing of H
and L chains in a quasi-random manner further expands
the number of distinct Ig molecules that can be formed.

The H chain variable region is initially expressed in as-
sociation with the product of the μ constant (C) region
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FIGURE 1.2 A schematic representation of an Ig molecule in-
dicating the means through the V regions and the CH1 and CL
regions of H and L chains pair with one another and how the
CH2 and CH3 regions of the H chains pair.

gene. Together these elements encode the μ IgH chain,
which is used in Igs of the IgM class.

The successful completion of the process of Ig gene rear-
rangement and the expression of the resultant IgM on the
cell surface marks the transition between the pre-B and
B cell states (Figure 1.1). The newly differentiated B cell
initially expresses surface Ig solely of the IgM class. The
cell completes its maturation process by expressing on its
surface a second class of Ig composed of the same L chain
and the same H chain variable (VDJ) region but of a differ-
ent H chain C region; this second IgH chain is designated
δ, and the Ig to which it contributes is designated IgD, so
that the mature naı̈ve B cells expresses both IgM and IgD
surface molecules that share the same V region.

The differentiation process is controlled at several steps
by a system of checks that determines whether prior steps
have been successfully completed. These checks depend on
the expression on the surface of the cell of appropriately
constructed Ig or Ig-like molecules. For example, in the pe-
riod after a μ chain has been successfully assembled but
before an L chain has been assembled, the μ chain is ex-
pressed on the cell surface in association with a surrogate
light chain, consisting of VpreB and λ5. Pre-B cells that fail
to express this μ–VpreB λ5 complex do not move forward
to future differentiation states or do so very inefficiently.

B Lymphocyte Activation (Chapter 8)

A mature B cell can be activated by an encounter with
antigen expressing epitopes that are recognized by its cell
surface Ig (Figure 1.4). The activation process may be a

FIGURE 1.3 Organization and translocation of mouse IgH genes. IgH chains are encoded by four
distinct genetic elements: Igh-V (V), Igh-D (D), Igh-J (J), and Igh-C. The V, D, and J genetic elements
together specify the variable region of the H chain. The Igh-C element specifies the C region. The
same V region can be expressed in association with each of the C regions (μ, δ, γ 3, γ 1, γ 2b, γ 2a, ε
and α). In the germline, the V, D, and J genes are far apart, and there are multiple forms of each
of these genes. In the course of lymphocyte development, a VDJ gene complex is formed by
translocation of individual V and D genes so that they lie next to one of the J genes, with excision
of the intervening genes. This VDJ complex is initially expressed with μ and δ C genes but may be
subsequently translocated so that it lies near one of the other C genes (e.g., γ 1) and in that case
leads to the expression of a VDJ γ 1 chain.
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B

A
FIGURE 1.4 Two forms of B cell activation.
A: Cognate T cell/B cell help. Resting B cells can
bind antigens that bear epitopes complementary
to their cell surface Ig. Even if the antigen can-
not cross-link the receptor, it will be endocytosed
and enter late endosomes and lysosomes where it
will be degraded to peptides. Some of these pep-
tides will be loaded into class II MHC molecules
and brought to the cell surface, where they can
be recognized by CD4+ T cells that bear receptors
specific for that peptide–class II complex. This in-
teraction allows an activation ligand on the T cells
(CD40 ligand) to bind to its receptor on B cells
(CD40) and to signal B cell activation. In addition,
the T cells secrete several cytokines that regulate
the growth and differentiation of the stimulated B
cell. B: Cross-linkage-dependent B cell activation.
When B cells encounter antigens that bear multi-
ple copies of an epitope that can bind to their sur-
face Ig, the resultant cross-linkage stimulates bio-
chemical signals within the cell leading to B cell
activation, growth, and differentiation. In many
instances, B cell activation events may result from
both pathways of stimulation.

direct one, dependent on cross-linkage of membrane Ig
molecules by the antigen (cross linkage–dependent B cell
activation), or an indirect one, occurring most efficiently
in the context of an intimate interaction with a helper
T cell, in a process often referred to as cognate help.

Because each B cell bears membrane Ig molecules
with identical variable regions, cross-linkage of the cell
surface receptors requires that the antigen express more
than one copy of an epitope complementary to the bind-
ing site of the receptor. This requirement is fulfilled by
antigens with repetitive epitopes. Among these anti-
gens are the capsular polysaccharides of many medically
important microorganisms such as pneumococci, strepto-
cocci, and meningococci. Similar expression of multiple
identical epitopes on a single immunogenic particle is a
property of many viruses because they express multiple
copies of envelope proteins on their surface. Cross linkage–
dependent B cell activation is a major protective immune
response mounted against these microbes. The binding of
complement components (see Chapter 33) to antigen or

antigen–antibody complexes can increase the magnitude
of the cross linkage–dependent B cell activation due to the
action of a receptor for complement, which, together with
other molecules, increases the magnitude of a B-cell re-
sponse to limiting amounts of antigen.

Cognate help allows B cells to mount responses against
antigens that cannot cross-link receptors and, at the same
time, provides costimulatory signals that rescue B cells
from inactivation when they are stimulated by weak cross-
linkage events. Cognate help is dependent on the bind-
ing of antigen by the B cell’s membrane Ig, the endocy-
tosis of the antigen, and its fragmentation into peptides
within the endosomal/lysosomal compartment of the cell.
Some of the resultant peptides are loaded into a groove
in a specialized set of cell surface proteins, the class II
major histocompatibility complex (MHC) molecules (Fig-
ure 1.5). The resultant class II–peptide complexes are ex-
pressed on the cell surface. As will be discussed, these com-
plexes are the ligands for the antigen-specific receptors of
a set of T cells designated CD4 T cells. CD4 T cells that have
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FIGURE 1.5 Illustration of the structure of the
peptide binding domain (α1 and β1) of a class II
MHC molecule (HLA-DR; protein data bank desig-
nation 1DLH) bound to an antigenic peptide from
influenza hemagglutinin. (Adapted by D. H. Mar-
gulies from Stern, L. J., et al. Crystal structure of
the human class II MHC protein HLA-DR1 com-
plexed with an influenza virus peptide. Nature,
1994;368(6468):215–221.)

receptors specific for the class II–peptide complex ex-
pressed on the B cell surface recognize and interact with
that B cell. That interaction results in the activation of
the B cell through the agency of cell surface molecules ex-
pressed by the T cells (e.g., the CD40 ligand [CD154]) and
cytokines produced by the T cell (Figure 1.4). The role of
the B cell receptor for antigen is to create the T cell lig-
and on the surface of antigen-specific B cells; activation
of the B cell derives largely from the action of the T cell.
However, in many physiologic situations, receptor cross-
linkage stimuli and cognate help synergize to yield more
vigorous B cell responses. Recently, it has been shown that
the association of ligands for TLRs with antigen will strik-
ingly enhance B cell responses.

B Lymphocyte Differentiation
(Chapters 7 and 9)

Activation of B cells prepares them to divide and to differ-
entiate either into antibody-secreting cells or into memory
cells, so that there are more cells specific for the antigen
used for immunization. Those cells that differentiate into
antibody-secreting cells account for primary antibody re-
sponses. Some of these antibody-secreting cells migrate
to the bone marrow where they may continue to produce
antibody for an extended period of time and may have life-
times in excess of one year.

Memory B cells give rise to antibody-secreting cells
upon re-challenge of the individual. The hallmark of the
antibody response to rechallenge (a secondary response)
is that it is of greater magnitude, occurs more promptly,
is composed of antibodies with higher affinity for the anti-

gen, and is dominated by Igs expressing γ , α, or ε C regions
(IgG, IgA, or IgE) rather than by IgM, which is the domi-
nant Ig of the primary response.

Division and differentiation of cells into antibody-
secreting cells is largely controlled by the interaction of
the activated B cells with T cells expressing CD154 and by
their stimulation by T cell–derived cytokines.

The differentiation of activated B cells into memory
cells occurs in a specialized microenvironmental structure
in the spleen and lymph nodes, the germinal center (GC).
The increase in antibody affinity occurs also takes place
within the GC. This process, designated affinity matura-
tion, is dependent on somatic hypermutation. The survival
of B cells within the GC depends on their capacity to bind
antigen so that as the amount of antigen diminishes, B
cells that have higher affinity receptors, either naturally or
as a result of the hypermutation process, have a selective
survival and growth advantage. Thus, such cells come to
dominate the population.

The process through which a single H chain V region
can become expressed with genes encoding C regions other
than μ or δ is referred to as Ig class switching. It is depen-
dent on a gene translocation event through which the C
region genes between the genetic elements encoding the V
region and the newly expressed C gene are excised, result-
ing in the switched C gene being located in the position
that the Cμ gene formerly occupied (Figure 1.3). This pro-
cess also occurs mainly in GCs. Both somatic hypermu-
tation and Ig class switching depend upon the action of
activation-induced cytidine deamidase (AID) that plays an
important role in the breakage and repair of DNA, which
is essential for recombination events.
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B1 and Marginal Zone B Lymphocytes
(Chapters 7 and 9)

B lymphocytes consist of at least three distinct popula-
tions: conventional B cells, B1 B cells, and marginal zone
(MZ) B cells. B1 B cells were initially recognized because
some express a cell-surface protein, CD5, not generally
found on other B cells. In the adult mouse, B1 B cells are
found in relatively high frequency in the peritoneal cavity
but are present at low frequency in the spleen and lymph
nodes. B1 B cells are quite numerous in fetal and perinatal
life. B1 B cells appear to be self-renewing, in contrast to
conventional B cells, in which division and memory are
antigen driven.

MZ B cells are localized in a distinct anatomical region
of the spleen (the marginal zone) that represents the ma-
jor antigen-filtering and scavenging area. Like B1 B cells,
MZ B cells express a repertoire biased toward bacterial
cell wall constituents and senescent self-components. MZ
and B1 B cells respond very rapidly to antigenic challenge,
likely independently of T cells. Uniquely, among all pop-
ulations of B cells, MZ B cells are dependent on Notch-2
signaling for their development.

B1 B cells and MZ B cells are responsible for the secre-
tion of the serum IgM that exists in nonimmunized mice,
often referred to as natural IgM. Among the antibodies
found in such natural IgM are molecules that can combine
with phosphatidyl choline (a component of pneumococcal
cell walls) and with lipopolysaccharide and influenza virus.
B1 B cells also produce autoantibodies, although they are
generally of low affinity and in most cases not pathogenic.
There is evidence that B1 B cells are important in resis-
tance to several pathogens and may have a significant role
in mucosal immunity.

B Lymphocyte Tolerance (Chapter 29)

One of the central problems facing the immune system is
that of being able to mount highly effective immune re-
sponses to the antigens of foreign, potentially pathogenic,
agents while ignoring antigens associated with the host’s
own tissues. The mechanisms ensuring this failure to re-
spond to self-antigens are complex and involve a series of
strategies. Chief among them is elimination of cells capa-
ble of self-reactivity or the inactivation of such cells. The
encounter of immature, naı̈ve B cells with antigens with
repetitive epitopes capable of cross-linking membrane Ig
can lead to elimination of the B cells, particularly if no
T cell help is provided at the time of the encounter. This
elimination of potentially self-reactive cells is often re-
ferred to as clonal elimination. Many self-reactive cells,
rather than dying upon encounter with self-antigens, un-
dergo a further round of Ig gene rearrangement. This recep-
tor editing process allows a self-reactive cell to substitute a
new receptor and therefore to avoid elimination.

There are many self-antigens that are not encoun-
tered by the developing B cell population or that do not
have the capacity to cross-link B cell receptors (BCR)
to a sufficient degree to elicit the receptor editing/clonal
elimination process. Such cells, even when mature, may
nonetheless be inactivated through a process that involves
cross-linkage of receptors without the receipt of critical
costimulatory signals. These inactivated cells may be re-
tained in the body but are unresponsive to antigen and are
referred to as anergic. When removed from the presence
of the anergy-inducing stimulus, anergic cells may regain
responsiveness.

Immunoglobulins

Structure (Chapter 4)

Igs are the antigen-specific membrane receptors and se-
creted products of B cells. They are members of a large
family of proteins designated the Ig supergene family. Mem-
bers of the Ig supergene family have sequence homology,
a common gene organization, and similarities in three-
dimensional structure. The latter is characterized by a
structural element referred to as the Ig fold, generally con-
sisting of a set of seven β-pleated sheets organized into
two apposing layers (Figure 1.6). Many of the cell sur-
face proteins that participate in immunologic recognition
processes, including the T cell receptor (TCR), the CD3
complex, and signaling molecules associated with the BCR
(Ig-α and Ig-β), are members of the Ig supergene family.

The Igs themselves are constructed of a unit that con-
sists of two H chains and two L chains (Figure 1.2). The
H and L chains are composed of a series of domains, each
consisting of approximately 110 amino acids.

The L chains, of which there are two types (κ and λ),
consist of two domains. The carboxy-terminal domain is
essentially identical among L chains of a given type and
is referred to as the constant (C) region. As already dis-
cussed, the amino-terminal domain varies from L chain
to L chain and contributes to the binding site of antibody.
Because of its variability, it is referred to as the variable
(V) region. The variability of this region is largely con-
centrated in three segments, designated the hypervariable
or complementarity-determining regions (CDR). The CDRs
contain the amino acids that are the L chain’s contribution
to the lining of the antibody’s combining site. The three
CDRs are interspersed among four regions of much lower
degree of variability, designated framework regions (FR).

The H chains of Ig molecules are of several classes deter-
mined by their constant regions (μ, δ, γ [of which there are
several subclasses], α and ε). An assembled Ig molecule,
consisting of one or more units of two identical H and
L chains, derives its name from the C region of the H
chain that it possesses. Thus, there are IgM, IgD, IgG, IgA,
and IgE antibodies. The H chains each consist of a sin-
gle amino-terminal V region and three or four C regions.
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FIGURE 1.6 Schematic drawing of the V
and C domains of an Ig L chain illustrat-
ing the “Ig fold.” The β strands participat-
ing in the antiparallel β-pleated sheets of
each domain are represented as arrows. The
β strands of the three-stranded sheets are
shaded, whereas those in the four-stranded
sheets are white. The intra-domain disul-
fide bonds are represented as black bars.
Selected amino acids are numbered with
position 1 as the N terminus. (Reprinted
with permission from Edmundson AB, Ely
KR, Abola EE, et al. Rotational allom-
erism and divergent evolution of domains
in immunoglobulin light chains. Biochem-
istry 1975;14:3953–3961.)

In many H chains, a hinge region separates the first and
second C regions and conveys flexibility to the molecule,
allowing the two combining sites of a single unit to move
in relation to one another so as to promote the binding of a
single antibody molecule to an antigen that has more than
one copy of the same epitope. Such divalent binding to a
single antigenic structure results in a great gain in energy
of interaction (see Chapter 5). The H chain V region, like
that of the L chain, contains three CDRs lining the com-
bining site of the antibody and four FRs.

The C region of each H-chain class conveys unique func-
tional attributes to the antibodies that possess it. Among
the distinct biologic functions of each class of antibody are
the following:

IgM antibodies are potent activators of the complement
system (Chapter 33).

IgA antibodies are secreted into a variety of bodily fluids
and are principally responsible for immunity at mu-
cosal surfaces (Chapter 31).

IgE antibodies are bound by specific receptors (FcεRI) on
basophils and mast cells. When cross-linked by antigen,
these IgE–FcεRI complexes cause the cells to release a
set of mediators responsible for allergic inflammatory
responses (Chapter 43).

IgD antibodies act virtually exclusively as membrane re-
ceptors for antigen.

IgG antibodies, made up of four subclasses in both humans
and mice, mediate a wide range of functions includ-
ing transplacental passage and opsonization of anti-
gens through binding of antigen–antibody complexes
to specialized Fc receptors on macrophages and other
cell types (Chapters 18 and 22).

IgD, IgG, and IgE antibodies consist of a single unit of
two H and L chains. IgM antibodies are constructed of
five or six such units, although they consist of a single unit

when they act as membrane receptors. IgA antibodies may
consist of one or more units. The antibodies that are made
up of more than a single unit generally contain an addi-
tional polypeptide chain, the J chain, that appears to play
a role in the polymerization process. In addition, secreted
IgA expresses a chain, secretory piece, that is derived from
the receptor for polymeric IgA, which plays a role in the
transport of IgA across the cells lining the lumen of the gut.

Each of the distinct Igs can exist as secreted antibodies
and as membrane molecules. Antibodies and cell surface
receptors of the same class made by a specific cell have
identical structures except for differences in their carboxy-
terminal regions. Membrane Igs possess a hydrophobic re-
gion, spanning the membrane, and a short intracytoplas-
mic tail, both of which are lacking in the secretory form.

Immunoglobulin Genetics (Chapter 6)

The components of the Ig H chain gene have already been
alluded to. To reiterate, the IgH chain gene of a mature
lymphocyte is derived from a set of genetic elements that
are separated from one another in the germline. The V re-
gion is composed of three types of genetic elements: VH , D ,
and JH . More than 100 VH elements exist; there are more
than 10 D elements and a small number of JH elements
(four in the mouse). An H chain VH DJH gene is created by
the translocation of one of the D elements on a given chro-
mosome to one of the JH elements on that chromosome,
generally with the excision of the intervening DNA. This
is followed by a second translocation event in which one
of the VH elements is brought into apposition with the as-
sembled DJH element to create the VH DJH (V region) gene
(Figure 1.3). Although it is likely that the choice of the
VH, D, and JH elements that are assembled is not entirely
random, the combinatorial process allows the creation of
a very large number of distinct H chain V region genes.
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Additional diversity is created by the imprecision of the
joining events and by the deletion of nucleotides and ad-
dition of new, untemplated nucleotides between D and JH

and between VH and D, forming N regions in these areas.
This further increases the diversity of distinct IgH chains
that can be generated from the relatively modest amount
of genetic information present in the germline.

The assembly of L chain genes follows generally similar
rules. However, L chains are assembled from VL and JL

elements only. Although there is junctional diversity, no N
regions exist for L chains. Addition diversity is provided
by the existence of two classes of L chains, κ, and λ.

An Ig molecule is assembled by the pairing of an IgH
chain polypeptide with an IgL chain polypeptide. Although
this process is almost certainly not completely random,
it allows the formation of an exceedingly large number
of distinct Ig molecules, the majority of which will have
individual specificities.

The rearrangement events that result in the assembly
of expressible IgH and IgL chains occur in the course of B
cell development in pro-B cells and pre-B cells, respectively
(Figure 1.1). This process is regulated by the Ig products
of the rearrangement events. The formation of a μ chain
signals the termination of rearrangement of H chain gene
elements and the onset of rearrangement of L chain gene
elements, with κ rearrangements generally preceding λ re-
arrangements. One important consequence of this is that
only a single expressible μ chain will be produced in a
given cell, since the first expressible μ chain shuts off the
possibility of producing an expressible μ chain on the al-
ternative chromosome. Comparable mechanisms exist to
ensure that only one L chain gene is produced, leading
to the phenomenon known as allelic exclusion. Thus, the
product of only one of the two alternative allelic regions
at both the H and L chain loci are expressed. The closely
related phenomenon of L chain isotype exclusion ensures
the production of either κ or λ chains in an individual cell,
but not both. An obvious but critical consequence of allelic
exclusion is that in most cases an individual B cell makes
antibodies, all of which have identical H and L chain V re-
gions, a central prediction of the clonal selection theory of
the immune response. During the process of receptor edit-
ing, secondary rearrangements may occur, and, in some
instances, the receptor editing process is associated with
the expression of both κ and λ L chain genes by an indi-
vidual B cells

Class Switching (Chapter 6)

An individual B cell continues to express the same IgH
chain V region as it matures but it can switch the IgH chain
C region it uses (Figure 1.3). Thus, a cell that expresses re-
ceptors of the IgM and IgD classes may differentiate into a
cell that expresses IgG, IgA, or IgE receptors and then into
a cell-secreting antibody of the same class as it expressed

on the cell surface. This process allows the production
of antibodies capable of mediating distinct biologic func-
tions but that retain the same antigen-combining speci-
ficity. When linked with the process of affinity maturation
of antibodies, Ig class switching provides antibodies of ex-
tremely high efficacy in preventing reinfection with micro-
bial pathogens or in rapidly eliminating such pathogens.
The associated phenomena of class switching and affinity
maturation account for the high degree of effectiveness of
antibodies produced in secondary immune responses.

The process of class switching is known to involve a re-
combination event between specialized switch (S) regions,
containing repetitive sequences, that are located upstream
of each C region (with the exception of the δ C region).
Thus, the S region upstream of the μ CH region gene (Sμ)
recombines with an S region upstream of a more 3′ iso-
type, such as Sγ 1, to create a chimeric Sμ/Sγ 1 region and
in the deletion of the intervening DNA (Figure 1.7). The
genes encoding the C regions of the various γ chains (in
the human γ 1, γ 2, γ 3, and γ 4; in the mouse γ 1, γ 2a, γ 2b,
and γ 3), of the α chain, and of the ε chain are located 3′

of the Cμ and Cδ genes.
The induction of the switching process is dependent on

the action of a specialized set of B cell stimulants. Of these,
the most widely studied are CD154, expressed on the sur-
face of activated T cells, and the TLR ligands such as bacte-
rial lipopolysaccharide (LPS). The targeting of the C region
that will be expressed as a result of switching is largely de-
termined by cytokines. Thus, IL-4 determines that switch
events in the human and mouse will be to the ε C region
and to the γ 4 (human) or γ 1 (mouse) C regions. In the

FIGURE 1.7 Ig class switching. The process through which a
given VDJ gene in a stimulated B cell may switch the C region
gene with which it is associated from μ to another, such as γ 1, is
illustrated. A recombination event occurs in which DNA between
a cleavage point in Sμ and one in Sγ 1 forms a circular episome.
This results in Cγ 1 being located immediately downstream of
the chimeric Sμ/γ 1 region, in a position such that transcription
initiating upstream of VDJ results in the formation of VDJCγ 1
mRNA and γ 1 H-chain protein.
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mouse, interferon-gamma (IFN-γ ) determines switching
to γ 2a and transforming growth factor-beta (TGF-β) de-
termines switching to α. A major goal is to understand the
physiologic determination of the specificity of the switch-
ing process. Because cytokines are often the key controllers
of which Ig classes will represent the switched isotype, this
logically translates into asking what regulates the relative
amounts of particular cytokines that are produced by dif-
ferent modes of immunization.

As already noted, both the switching process and so-
matic hypermutation depend upon the AID. Mice and hu-
mans that lack AID fail to undergo both Ig class switching
and somatic hypermutation.

Affinity Maturation and Somatic
Hypermutation (Chapters 6 and 9)

The process of generation of diversity embodied in the con-
struction of the H and L chain V region genes and of the
pairing of H and L chains creates a large number of dis-
tinct antibody molecules, each expressed in an individual
B cell. This primary repertoire is sufficiently large so that
most epitopes on foreign antigens will encounter B cells
with complementary receptors. Thus, if adequate T cell
help can be generated, antibody responses can be made to
a wide array of foreign substances. Nonetheless, the an-
tibody that is initially produced usually has a relatively
low affinity for the antigen. This is partially compensated
for by the fact that IgM, the antibody initially made, is a
pentamer. Through multivalent binding, high avidities can
be achieved even if individual combining sites have only
modest affinity (see Chapter 5). In the course of T cell–
dependent B cell stimulation, particularly within the GC,
a process of somatic hypermutation is initiated that leads
to a large number of mutational events, largely confined to
the H chain and L chain V region genes and their immedi-
ately surrounding introns.

During the process of somatic hypermutation, muta-
tional rates of 1 per 1,000 base pairs per generation may be
achieved. This implies that, with each cell division, close
to one mutation will occur in either the H or L chain V
region of an individual cell. This creates an enormous in-
crease in antibody diversity. Although most of these mu-
tations will either not affect the affinity with which the
antibody binds its ligand or will lower that affinity, some
will increase it. Thus, some B cells emerge that can bind
antigen more avidly than the initial population of respond-
ing cells. Because there is an active process of apoptosis
in the GC from which B cells can be rescued by the bind-
ing of antigen to their membrane receptors, cells with the
most avid receptors should have an advantage over other
antigen-specific B cells and should come to dominate the
population of responding cells. Thus, upon rechallenge,
the affinity of antibody produced will be greater than that
in the initial response. As time after immunization elapses,

the affinity of antibody produced will increase. This pro-
cess leads to the presence in immunized individuals of
high-affinity antibodies that are much more effective, on a
weight basis, in protecting against microbial agents and
other antigen-bearing pathogens than was the antibody
initially produced. Together with antibody class switching,
affinity maturation results in the increased effectiveness of
antibody in preventing reinfection with agents with which
the individual has had a prior encounter.

T LYMPHOCYTES

T lymphocytes constitute the second major class of lym-
phocytes. They derive from precursors in hematopoietic
tissue, undergo differentiation in the thymus (hence the
name thymus-derived [T] lymphocytes) and are then seeded
to the peripheral lymphoid tissue and to the recirculating
pool of lymphocytes (see Chapter 12). T cells are subdi-
vided into two distinct classes based on the cell surface
receptors they express. The majority of T cells express
antigen-binding receptors (TCRs) consisting of α and β

chains. A second group of T cells express receptors made
up of γ and δ chains. Among the α/β T cells are two
important sublineages: those that express the coreceptor
molecule CD4 (CD4 T cells) and those that express CD8
(CD8 T cells). These cells differ in how they recognize anti-
gen and mediate different types of regulatory and effector
functions.

CD4 T cells are the major helper cells of the immune
system. Their helper function depends both on cell surface
molecules such as CD154, induced upon these cells when
they are activated, and on the wide array of cytokines they
secrete when activated. CD4 T cells tend to differentiate,
as a consequence of priming, into cells that principally se-
crete the cytokines IL-4, IL-13, IL-5, IL-6, and IL-10 (TH2

cells), into cells that mainly produce IFN-γ and lympho-
toxin (TH1 cells) or into cells that produce IL-17 and related
cytokines (TH17 cells). TH2 cells are very effective in helping
B cells develop into antibody-producing cells, TH1 cells are
effective inducers of cellular immune responses, involv-
ing enhancement in the microbicidal activity of monocytes
and macrophages and consequent increased efficiency in
lysing microorganisms in intracellular vesicular compart-
ments, while TH17 cells are efficient recruiters of granu-
locytes and other cells of the inflammatory system and
play a major role in responses to extracellular bacterial
pathogens. Naı̈ve CD4 T cells can also be stimulated to
differentiate into induced regulatory T cells (iTregs). How-
ever, most Tregs develop as a independent lineage of CD4 T
cells. Tregs express the forkhead transcription factor Foxp3
and many express large amounts of the α chain of the IL-2
receptor (CD25).

T cells mediate important effector functions. Some of
these are determined by the patterns of cytokines they
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FIGURE 1.8 Pathways of antigen processing. Ex-
ogenous antigen (Ea) enters the cell via endocytosis
and is transported from early endosomes into late
endosome or prelysosomes, where it is fragmented
and where resulting peptides (Ea derived peptides)
may be loaded into class II MHC molecules. The lat-
ter have been transported from the RER through the
Golgi apparatus to the peptide-containing vesicles.
Class II MHC molecules–Ea-derived peptide com-
plexes are then transported to the cell surface, where
they may be recognized by TCR expressed on CD4+
T cells. Cytoplasmic antigens (Ca) are degraded in
the cytoplasm and then enter the RER through a
peptide transporter. In the RER, Ca-derived peptides
are loaded into class I MHC molecules that move
through the Golgi apparatus into secretory vesicles
and are then expressed on the cell surface where they
may be recognized by CD8+ T cells (Reprinted with
permission from Paul WE, in Gallin JI, Goldstein, I,
Snyderman, R, eds. Inflammation. New York: Raven,
1992:776.)

secrete. These powerful molecules can be directly toxic to
target cells and can mobilize potent inflammatory mech-
anisms. In addition, T cells, particularly CD8 T cells, can
develop into cytotoxic T lymphocytes (CTLs) capable of ef-
ficiently lysing target cells that express antigens recognized
by the CTLs.

T Lymphocyte Antigen Recognition
(Chapters 10, 20, and 21)

T cells differ from B cells in their mechanism of antigen
recognition. Ig, the BCR’s receptor, binds to individual anti-
genic epitopes on soluble molecules or on particulate sur-
faces. BCRs recognize epitopes expressed on the surface
of native molecules. Antibody and BCRs evolved to bind
to and to protect against microorganisms in extracellular
fluids.

By contrast, T cells invariably recognize cell-associated
molecules and mediate their functions by interacting with
and altering the behavior of such antigen-presenting cells
(APCs). Indeed, the TCR does not recognize antigenic de-
terminants on intact, undenatured molecules. Rather, it
recognizes a complex consisting of a peptide, derived by
proteolysis of the antigen, bound into a specialized groove
of a class II or class I MHC protein. Indeed, what differen-
tiates a CD4 T cell from a CD8 T cell is that the CD4 T cells
recognize peptide–class II complexes, whereas the CD8 T
cells recognize peptide–class I complexes.

The TCR’s ligand (i.e., the peptide–MHC protein com-
plex) is created within the APC. In general, class II MHC
molecules bind peptides derived from proteins that have

been taken up by the APC through an endocytic process
(Figure 1.8). These endocytosed proteins are fragmented
by proteolytic enzymes within the endosomal/lysosomal
compartment, and the resulting peptides are loaded into
class II MHC that traffic through this compartment.
Peptide-loaded class II molecules are then expressed on the
surface of the APC where they are available to be bound by
CD4 T cells that have TCRs capable of recognizing the ex-
pressed cell surface peptide–MHC protein complex. Thus,
CD4 T cells are specialized to largely react with antigens
derived from extracellular sources.

In contrast, class I MHC molecules are mainly loaded
with peptides derived from internally synthesized pro-
teins, such as viral gene products. These peptides are pro-
duced from cytosolic proteins by proteolysis within the
proteasome and are translocated into the rough endoplas-
mic reticulum. Such peptides, generally nine amino acids
in length, are bound by class I MHC molecules. The com-
plex is brought to the cell surface, where it can be rec-
ognized by CD8 T cells expressing appropriate receptors.
This property gives the T cell system, particularly CD8
T cells, the ability to detect cells expressing proteins that
are different from, or produced in much larger amounts
than, those of cells of the remainder of the organism (e.g.,
viral antigens [whether internal, envelope, or cell surface]
or mutant antigens [e.g., active oncogene products]), even
if these proteins, in their intact form, are neither expressed
on the cell surface nor secreted.

Although this division of class I–binding peptides be-
ing derived from internally synthesized proteins and class
II–binding peptides from imported proteins is generally
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FIGURE 1.9 The T cell antigen receptor. Illustrated schemat-
ically is the antigen binding subunit comprised of an αβ het-
erodimer, and the associated invariant CD3 and ζ chains. Acidic (–)
and basic (+) residues located within the plasma membrane are
indicated. The open rectangular boxes indicate motifs within the
cytoplasmic domains that interact with protein tyrosine kinases.

correct, there are important exceptions to this rule that are
central for the function of the immune system. The most
effective priming of naı̈ve CD8 T cells occurs in response
to peptide–MHC-I complexes expressed by DCs, and yet
many viruses do not infect these cells but rather target
other cell types. It is now recognized that viral antigens
produced by infected cells can be taken up by DCs and
loaded into class I molecules in a process referred to as
cross-presentation.

T Lymphocyte Receptors (Chapter 10)

The TCR is a disulfide-linked heterodimer (Figure 1.9).
Its constituent chains (α and β, or γ and δ) are Ig su-
pergene family members. The TCR is associated with a
set of transmembrane proteins, collectively designated the
CD3 complex, that play a critical role in signal transduc-
tion. The CD3 complex consists of γ, δ (note that the CD3
γ and δ chains and the TCR γ and δ chains are dis-
tinct polypeptides that, unfortunately, have similar desig-
nations), and ε chains and is associated with a homodimer
of two ζ chains or a heterodimer of ζ and η chains. CD3
γ, δ, and ε consist of extracellular domains that are Ig su-
pergene family members. The cytosolic domains of CD3
γ, δ, and ε and of ζ and η contain one or more copies
of the immunoreceptor tyrosine-based activation motif
(ITAM) (D/ExxYxxLxxxxxxxYxxL/I) that is found in a va-
riety of chains associated with immune recognition recep-
tors. This motif appears to be very important in the signal
transduction process and provides a site through which

protein tyrosine kinases can interact with these chains to
propagate signaling events.

The TCR chains are organized much like Ig chains.
Their N-terminal portions are variable and their C-
terminal portions are constant. Furthermore, similar re-
combination mechanisms are used to assemble the V-
region genes of the TCR chains. Thus, the V region of the
TCR β chain is encoded by a gene constructed from three
distinct genetic elements (Vβ, D, and Jβ) that are sepa-
rated in the germline. Although the relative numbers of
Vβ, D, and Jβ genes differ from that for the comparable
IgH variable region elements, the strategies for creation
of a very large number of distinct genes by combinatorial
assembly are the same. Both junctional diversity and N
region addition further diversify the genes, and their en-
coded products. TCR β has fewer V genes than IgH but
much more diversity centered on the D /J region, which en-
codes the equivalent of the third CDR of Igs. The α chain
follows similar principles, except that it does not use a
D gene.

The genes for TCR γ and δ chains are assembled in a
similar manner except that they have many fewer V genes
from which to choose. Indeed, γ /δ T cells in certain envi-
ronments, such as the skin and specific mucosal surfaces,
are exceptionally homogeneous. It has been suggested that
the TCRs encoded by these essentially invariant γ and δ

chains may be specific for some antigen that signals mi-
crobial invasion and that activation of γ /δ T cells through
this mechanism constitutes an initial response that aids
the development of the more sophisticated response of α/β
T cells.

T Lymphocyte Activation (Chapter 11)

T cell activation is dependent on the interaction of the
TCR–CD3 complex with its cognate ligand, a peptide
bound in the groove of a class I or class II MHC molecule,
on the surface of a competent APC. Through the use of
chimeric cell surface molecules that possess cytosolic do-
mains largely limited to the ITAM signaling motif alluded
to earlier, it is clear that cross-linkage of molecules con-
taining such domains can generate some of the signals
that result from TCR engagement. Nonetheless, the molec-
ular events set in motion by receptor engagement are com-
plex ones. Among the earliest steps are the activation of
tyrosine kinases leading to the tyrosine phosphorylation
of a set of substrates that control several signaling path-
ways. Current evidence indicates that early events in this
process involve the src family tyrosine kinases p56lck, as-
sociated with the cytosolic domains of the CD4 and CD8
coreceptors, and p59fyn, and ZAP-70, a Syk family tyrosine
kinase that binds to the phosphorylated ITAMs of the ζ

chain. The protein tyrosine phosphatase CD45, found on
the surface of all T cells, also plays a critical role in T cell
activation.
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A series of important substrates are tyrosine phospho-
rylated as a result of the action of the kinases associated
with the TCR complex. These include a (i) set of adapter
proteins that link the TCR to the ras pathway; (ii) phos-
pholipase Cγ 1, the tyrosine phosphorylation of which
increases its catalytic activity and engages the inositol
phospholipid metabolic pathway, leading to elevation of
intracellular free calcium concentration and activation of
protein kinase C; and (iii) a series of other important en-
zymes that control cellular growth and differentiation.
Particularly important is the phosphorylation of LAT, a
molecule that acts as an organizing scaffold to which a se-
ries of signaling intermediates bind and upon which they
become activated and control downstream signaling.

The recognition and early activation events result in
the reorganization of cell surface and cytosolic molecules
on the T cell, and correspondingly, on the APC to pro-
duce a structure, the immunological synapse. The appo-
sition of key interacting molecules involving a small seg-
ment of the membranes of the two cells concentrates these
interacting molecules in a manner that both strengthens
the interaction between the cells and intensifies the sig-
naling events. It also creates a limited space into which
cytokines may be secreted to influence the behavior of
the interacting cells. The formation of the immunological
synapse is one mechanism through which the recognition
of relatively small numbers of ligands by TCRs on a spe-
cific T cell can be converted into a vigorous stimulatory
process.

In general, normal T cells and cloned T cell lines that
are stimulated only by TCR cross-linkage fail to give com-
plete responses. TCR engagement by itself may often lead
to a response in which the key T cell–derived growth fac-
tor, IL-2, is not produced and in which the cells enter a
state of anergy such that they are unresponsive or poorly
responsive to a subsequent competent stimulus (see Chap-
ter 29). Full responsiveness of a T cell requires, in addition
to receptor engagement, an accessory cell–delivered co-
stimulatory activity. The engagement of CD28 on the T cell
by CD80 or CD86 on the APC (or the engagement of com-
parable ligand/receptor pairs on the two cells) provides a
potent costimulatory activity. Inhibitors of this interaction
markedly diminish antigen-specific T cell activation in vivo
and in vitro, indicating that the CD80/86–CD28 interaction
is physiologically very important in T cell activation (see
Chapters 13 and 15).

The interaction of CD80/86 with CD28 increases cy-
tokine production by the responding T cells. For the pro-
duction of IL-2, this increase appears to be mediated both
by enhancing the transcription of the IL-2 gene and by
stabilizing IL-2 mRNA. These dual consequences of the
CD80/86–CD28 interaction cause a striking increase in the
production of IL-2 by antigen-stimulated T cells.

CD80/86 has a second receptor on the T cell, CTLA-4,
that is expressed later in the course of T cell activation. The

bulk of evidence indicates that the engagement of CTLA-4
by CD80/86 leads to a set of biochemical signals that termi-
nate the T cell response. Mice that are deficient in CTLA-4
expression develop fulminant autoimmune responses.

T Lymphocyte Development (Chapter 12)

Upon entry into the thymus, T cell precursors do not
express TCR chains, the CD3 complex, or the CD4 or CD8
molecules (Figure 1.10). Because these cells lack both
CD4 and CD8, they are often referred to as double-negative
(DN) cells. Thymocytes develop from this DN pool into
cells that are both CD4+ and CD8+ (double-positive cells)
and express low levels of TCR and CD3 on their surface.
In turn, double-positive cells further differentiate into
relatively mature thymocytes that express either CD4 or
CD8 (single-positive cells) and high levels of the TCR–CD3
complex.

FIGURE 1.10 Development of α/β T cells in the thymus.
Double-negative T cells (4−8−) acquire CD4 and CD8 (4+8+) and
then express α/β TCRs, initially at low levels. Thereafter, the de-
gree of expression of TCRs increases and the cells differentiate
into CD4 or CD8 cells and are then exported to the periphery.
Once the T cells have expressed receptors, their survival depends
upon the recognition of peptide/MHC class I or class II molecules
with an affinity above some given threshold. Cells that fail to
do so undergo apoptosis. These cells have failed to be positively
selected. Positive selection is associated with the differentiation
of 4+8+ cells into CD4 or CD8 cells. Positive selection involving
peptide/class I MHC molecules leads to the development of CD8
cells whereas positive selection involving peptide/class II MHC
molecules leads to the development of CD4 cells. If a T cell rec-
ognizes a peptide/MHC complex with high affinity, it is also elim-
inated via apoptosis (it is negatively selected).
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The expression of the TCR depends on complex rear-
rangement processes that generate TCR α and β (or γ and
δ) chains. Once TCR chains are expressed, these cells un-
dergo two important selection processes within the thy-
mus. One, termed negative selection, is the deletion of cells
that express receptors that bind with high affinity to com-
plexes of self-peptides with self-MHC molecules. This is a
major mechanism through which the T cell compartment
develops immunologic unresponsiveness to self-antigens
(see Chapters 12 and 29). In addition, a second major se-
lection process is positive selection, in which T cells with re-
ceptors with “intermediate affinity” for self-peptides bound
to self-MHC molecules are selected, thus forming the basis
of the T cell repertoire for foreign peptides associated with
self-MHC molecules. It appears that T cells that are not
positively selected are eliminated in the thymic cortex by
apoptosis. Similarly, T cells that are negatively selected as
a result of high-affinity binding to self-peptide–self-MHC
complexes are also deleted through apoptotic death. These
two selection processes result in the development of a pop-
ulation of T cells that are biased toward the recognition
of peptides in association with self-MHC molecules from
which those cells that are potentially autoreactive (capa-
ble of high-affinity binding of self-peptide–self-MHC com-
plexes) have been purged.

One important event in the development of T cells is
their differentiation from double-positive cells into CD4+

or CD8+ single-positive cells. This process involves the
interaction of double-positive thymocytes with peptide
bound to class II or class I MHC molecules on accessory
cells. Indeed, CD4 binds to monomorphic sites on class
II molecules, whereas CD8 binds to comparable sites on
class I molecules. The capacity of the TCR and CD4 (or of
the TCR and CD8) to bind to a class II MHC (or a class I
MHC) molecule on an accessory cell leads either to the dif-
ferentiation of double-positive thymocytes into CD4+ (or
CD8+) single-positive T cells or to the selection of cells that
have “stochastically” differentiated down the CD4 (or CD8)
pathway.

Less is understood about the differentiation of thymo-
cytes that express TCRs composed of γ /δ chains. These
cells fail to express either CD4 or CD8. However, γ /δ cells
are relatively numerous early in fetal life; this, together
with their limited degree of heterogeneity, suggests that
they may comprise a relatively primitive T cell compart-
ment.

T Lymphocyte Functions (Chapter 13)

T cells mediate a wide range of immunologic functions.
These include the capacity to help B cells develop into
antibody-producing cells, the capacity to increase the mi-
crobicidal action of monocyte/macrophages, the inhibi-
tion of certain types of immune responses, direct killing
of target cells, and mobilization of the inflammatory re-

sponse. In general, these effects depend on their expres-
sion of specific cell-surface molecules and the secretion of
cytokines.

T Cells That Help Antibody Responses
(Chapter 13)

Helper T cells can stimulate B cells to make antibody re-
sponses to proteins and other T cell–dependent antigens.
T cell–dependent antigens are immunogens in which indi-
vidual epitopes appear only once or only a limited number
of times so that they are unable to cross-link the mem-
brane Ig of B cells or do so inefficiently. B cells bind the
antigen through their membrane Ig, and the complex un-
dergoes endocytosis. Within the endosomal and lysosomal
compartments, the antigen is fragmented into peptides by
proteolytic enzymes and one or more of the generated pep-
tides are loaded into class II MHC molecules, which traffic
through this vesicular compartment. The resulting com-
plex of class II MHC molecule and bound peptide is ex-
ported to the B cell surface membrane. T cells with re-
ceptors specific for the peptide/class II molecular complex
recognize that complex on the B cell.

B cell activation depends not only on the binding of
peptide–class II MHC complexes on the B cell surface by
the TCR but also on the interaction of T cell CD154 with
CD40 on the B cell. T cells do not constitutively express
CD154; rather, it is induced as a result of an interaction
with an activated APC that expresses a cognate antigen
recognized by the TCR of the T cell. Further, CD80/86 are
generally expressed by activated but not resting B cells so
that interactions involving resting B cells and naı̈ve T cells
generally do not lead to efficient antibody production. By
contrast, a T cell already activated and expressing CD154
can interact with a resting B cell, leading to its upregu-
lation of CD80/86 and to a more productive T cell/B cell
interaction with the delivery of cognate help and the de-
velopment of the B cell into an antibody-producing cell.
Similarly, activated B cells expressing large amounts of
class II molecules and CD80/86 can act as effective APC
and can participate with T cells in efficient cognate help
interactions. Cross-linkage of membrane Ig on the B cell,
even if inefficient, may synergize with the CD154/CD40 in-
teraction to yield vigorous B cell activation.

The subsequent events in the B cell response program,
including proliferation, Ig secretion, and class switching
either depend on or are enhanced by the actions of T cell–
derived cytokines. Thus, B cell proliferation and Ig secre-
tion are enhanced by the actions of several type I cytokines,
including IL-2 and IL-4. Ig class switching is dependent
both on the initiation of competence for switching, which
can be induced by the CD154/CD40 interaction, and on
the targeting of particular C regions for switching, which
is determined, in many instances, by cytokines. The best
studied example of this is the role of IL-4 in determining
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switching to IgG1 and IgE in the mouse and to IgG4 and
IgE in the human. Indeed, the central role of IL-4 in the
production of IgE is demonstrated by the fact that mice
that lack the IL-4 gene or the gene for the IL-4 receptor α

chain, as a result of homologous recombination-mediated
gene knockouts, have a marked defect in IgE production.

Although CD4+ T cells with the phenotype of TH2 cells
(i.e., IL-4, IL-13, IL-5, IL-6, and IL-10 producers) are ef-
ficient helper cells, TH1 and TH17 cells also have the ca-
pacity to act as helpers. Because TH1 cells produce IFN-
γ , which acts as a switch factor for IgG2a in the mouse,
TH1-mediated help often is dominated by the production
of IgG2a antibodies.

Induction of Cellular Immunity (Chapters 13
and 18)

T cells also may act to enhance the capacity of monocytes
and macrophages to destroy intracellular microorganisms.
In particular, IFN-γ enhances several mechanisms
through which mononuclear phagocytes destroy intracel-
lular bacteria and parasites, including the generation of
nitric oxide and induction of tumor necrosis factor (TNF).
TH1 cells are particularly effective in enhancing microbici-
dal action because they produce IFN-γ . By contrast, three
of the major cytokines produced by TH2 cells, IL-4, IL-13
and IL-10, block these activities; IL-4 and IL-13 induce
an alternative gene activation program in macrophages
resulting in alternatively activated macrophages, charac-
terized (in the mouse) by the expression of arginase 1
and chitinase. Thus, TH2 cells often oppose the action
of TH1 cells in inducing cellular immunity and in cer-
tain infections with microorganisms that are intracellu-
lar pathogens of macrophages, a TH2-dominated response
may be associated with failure to control the infection.

Regulatory T Cells (Chapter 30)

There has been a longstanding interest in the capacity of T
cells to diminish as well as to help immune responses. Cells
that mediate such effects are referred to as Tregs. Tregs may
be identified by their expression of Foxp3 and of CD25, the
IL-2 receptor alpha chain. These cells inhibit the capacity
of both CD4 and CD8 T cells to respond to their cognate
antigens. The mechanisms through which their suppres-
sor function is mediated are still somewhat controversial.
In some instances, it appears that cell–cell contact is essen-
tial for suppression, whereas in other circumstances, pro-
duction of cytokines by Tregs has been implicated in their
ability to inhibit responses. Evidence has been presented
for both IL-10 and TGFβ as mediators of inhibition.

Tregs have been particularly studied in the context of
various autoimmune conditions. In the absence of Tregs,
conventional T cells cause several types of autoimmune
responses, including autoimmune gastritis and inflamma-

tory bowel disease. Tregs express cell surface receptors, al-
lowing them to recognize autoantigens and their responses
to such recognition results in the suppression of responses
by conventional T cells. Whether the receptor repertoire
of Tregs and the conventional T cells are the same has not
been fully determined, although there is increasing evi-
dence that Tregs derive from a thymic CD4 T cell popula-
tion with relativley high affinity for self-antigen. As noted
earlier, iTregs can be derived in the periphery from naı̈ve
CD4 T cell populations. This is seen when naive cells are
stimulated by their cognate ligands in the presence of
TGFβ.

Cytotoxic T Cells (Chapter 34)

One of the most striking actions of T cells is the lysis of
cells expressing specific antigens. Most cells with such cy-
totoxic activity are CD8 T cells that recognize peptides de-
rived from proteins produced within the target cell, bound
to class I MHC molecules expressed on the surface of the
target cell. However, CD4 T cells can express CTL activity,
although in such cases the antigen recognized is a pep-
tide associated with a class II MHC molecule; often such
peptides derive from exogenous antigens.

There are two major mechanisms of cytotoxicity. One
involves the production by the CTL of perforin, a molecule
that can insert into the membrane of target cells and pro-
mote the lysis of that cell. Perforin-mediated lysis is en-
hanced by a series of enzymes produced by activated CTLs,
referred to as granzymes. Many active CTLs also express
large amounts of fas ligand on their surface. The interac-
tion of fas ligand on the surface of the CTL with fas on the
surface of the target cell initiates apoptosis in the target
cell.

CTL-mediated lysis is a major mechanism for the de-
struction of virus-infected cells. If activated during the pe-
riod in which the virus is in its eclipse phase, CTLs may
be capable of eliminating virus and curing the host with
relatively limited cell destruction. However, vigorous CTL
activity after a virus has been widely disseminated may
lead to substantial tissue injury because of the large num-
ber of cells that are killed by the action of the CTLs. Thus,
in many infections, the disease is caused by the destruc-
tion of tissue by CTLs rather than by the virus itself. One
example is hepatitis B, in which much of the liver dam-
age represents the attack of HBV-specific CTLs on infected
liver cells.

It is usually observed that CTLs that have been induced
as a result of a viral infection or intentional immuniza-
tion must be reactivated in vitro through the recognition
of antigen on the target cell. This is particularly true if
some interval has elapsed between the time of infection or
immunization and the time of test. This has led to some
question being raised as to the importance of CTL immu-
nity in protection against reinfection and how important



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-01 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 11:7

18 Chapter 1

CTL generation is in the long-term immunity induced by
protective vaccines. However, in active infections, such as
seen in HIV+ individuals, CTL that can kill their targets
cells immediately are often seen. There is much evidence
to suggest that these cells play an active role in controlling
the number of HIV+ T cells.

CYTOKINES (Chapters 23, 24, 25, and 26)

Many of the functions of cells of the immune system are
mediated through the production of a set of small pro-
teins referred to as cytokines. These proteins can now
be divided into several families. They include the type
I cytokines or hematopoeitins that encompass many of
the interleukins (i.e., IL-2, IL-3, IL-4, IL-5, IL-6, IL-7,
IL-9, IL-11, IL-12, IL-13, IL-15, IL-21, IL-23, and IL-27),
as well as several hematopoietic growth factors; the type II
cytokines, including the interferons and IL-10; the TNF-
related molecules, including TNF, lymphotoxin, and Fas
ligand; Ig superfamily members, including IL-1, IL-18, and
IL-33; and the chemokines, a growing family of molecules
playing critical roles in a wide variety of immune and in-
flammatory functions. IL-17 and its congeners, including
IL-25, constitute a structurally unique set of cytokines.

Many of the cytokines are T cell products; their produc-
tion represents one of the means through which the wide
variety of functions of T cells are mediated. Most cytokines
are not constitutive products of the T cell. Rather, they are
produced in response to T cell activation, usually resulting
from presentation of antigen to T cells by APCs in con-
cert with the action of a costimulatory molecule, such as
the interaction of CD80/86 with CD28. Although cytokines
are produced in small quantities, they are very potent,
binding to their receptors with equilibrium constants of
∼1010 M–1. In some instances, cytokines are directionally
secreted into the immunological synapse formed between
a T cell and an APC. In such cases, the cytokine acts in
a paracrine manner. Indeed, many cytokines have limited
action at a distance from the cell that produced them. This
appears to be particularly true of many of the type I cy-
tokines. However, other cytokines act by diffusion through
extracellular fluids and blood to target cells that are distant
from the producers. Among these are cytokines that have
proinflammatory effects, such as IL-1, IL-6, and TNF, and
the chemokines, that play important roles in regulating the
migration of lymphocytes and other cell types.

Chemokines (Chapter 26)

A large family of small proteins that are chemotactic cy-
tokines (chemokines) have been described. While members
of this family have a variety of functions, perhaps the most
dramatic is their capacity to regulate leukocyte migra-
tion and thus to act as critical dynamic organizers of cell

distribution in the immune and inflammatory responses.
The receptors for chemokines are seven transmembrane-
spanning, G protein–coupled receptors.

The chemokines are subdivided based on the number
and positioning of their highly conserved cysteines. Among
chemokines with four conserved cysteines, the cysteines
are adjacent in one large group (the CC chemokines) while
in a second large group they are separated by one amino
acid (CXC chemokines). There are also rare chemokines
in which the cysteines are separated by three amino acids
(CX3C) or in which there are only two conserved cysteines
(C chemokines).

Individual chemokines may signal through more than
one chemokine receptor and individual receptors may in-
teract with more than one chemokine, producing a very
complex set of chemokine/chemokine receptor pairs and
providing opportunities for exceedingly fine regulation of
cellular functions.

THE MAJOR HISTOCOMPATIBILITY
COMPLEX AND ANTIGEN PRESENTATION
(see Chapters 19 and 20)

The MHC has already been introduced in this chapter in
the discussion of T cell recognition of antigen-derived pep-
tides bound to specialized grooves in class I and class
II MHC proteins. Indeed, the class I and class II MHC
molecules are essential to the process of T cell recogni-
tion and response. Nonetheless, they were first recognized
not for this reason but because of the dominant role that
MHC class I and class II proteins play in transplantation
immunity (see Chapter 44).

When the genetic basis of transplantation rejection be-
tween mice of distinct inbred strains was sought, it was rec-
ognized that although multiple genetic regions contributed
to the rejection process, one region played a dominant role.
Differences at this region alone would cause prompt graft
rejection, whereas any other individual difference usually
resulted in a slow rejection of foreign tissue. For this rea-
son, the genetic region responsible for prompt graft rejec-
tion was termed the major histocompatibility complex.

In all higher vertebrates that have been thoroughly stud-
ied, a comparable MHC exists. The defining features of
the MHC are the transplantation antigens that it encodes.
These are the class I and class II MHC molecules. The genes
encoding these molecules show an unprecedented degree
of polymorphism. This, together with their critical role in
antigen presentation, explains their central role as the tar-
get of the immune responses leading to the rejection of
organ and tissue allografts.

The MHC also includes other genes, particularly genes
for certain complement components. In addition, genes
for the cytokines TNF-α and lymphotoxin (also designated
TNF-β) are found in the MHC.
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Class I MHC Molecules (Chapter 19)

Class I MHC molecules are membrane glycoproteins ex-
pressed on most cells. They consist of an α chain of ap-
proximately 45,000 daltons noncovalently associated with
β2-microglobulin, a 12,000-dalton molecule (Figure 1.11).
The gene for the α chain is encoded in the MHC, whereas
that for β2-microglobulin is not. Both the α chain and
β2-microglobulin are Ig supergene family members. The
α chain is highly polymorphic, with the polymorphisms
found mainly in the regions that constitute the binding
sites for antigen-derived peptides and that are contact sites
for the TCR.

The class I α chain consists of three extracellular regions
or domains, each of similar length, designated α1, α2, and
α3. In addition, α chains have a membrane-spanning do-
main and a short carboxy-terminal cytoplasmic tail. The
crystal structure of class I molecules indicates that the α1
and α2 domains form a site for the binding of peptides
derived from antigens. This site is defined by a floor con-
sisting of β sheets and bounded by α-helical walls. The
polymorphisms of the class I molecule are mainly in these
areas.

FIGURE 1.11 Model of the class I HLA-A2 molecule. A
schematic representation of the structure of the HLA-A2 class
I MHC molecule. The polymorphic α1 and α2 domains are at
the top. They form a groove into which antigen-derived peptides
fit to form the peptide–MHC class I complex that is recognized
by TCRs of CD8+ T cells. (Reprinted from Bjorkman PJ, et al.
Nature. 1987;329:506–512).

In the human, three loci encoding classical class I
molecules have been defined; these are designated HLA-A,
HLA-B, and HLA-C. All display high degrees of polymor-
phism. A similar situation exists in the mouse. In addi-
tion, there are a series of genes that encode class I–like
molecules (class Ib molecules). Some of these have
been shown to have antigen-presenting activity for form-
ulated peptides, suggesting that they may be specialized to
present certain prokaryotic antigens. The class Ib molecule
CD1 has been shown to have antigen-presenting function
for mycobacterial lipids, providing a mechanism through
which T cells specific for such molecules can be generated.
CD1d, presenting certain endogenous or exogenous phos-
pholipids, is recognized by a novel class of T cells (NK
T cells) that produce large amounts of cytokines upon im-
mediate stimulation.

Class II MHC Molecules (see Chapter 19)

Class II MHC molecules are heterodimeric membrane gly-
coproteins. Their constituent chains are designated α and
β; both chains are Ig supergene family members, and both
are encoded within the MHC. Each chain consists of two
extracellular domains (α1 and α2; β1 and β2, respectively),
a hydrophobic domain, and a short cytoplasmic segment.
The overall conformation of class II MHC molecules ap-
pears to be quite similar to that of class I molecules. The
peptide-binding site of the class II molecules is contributed
to by the α1 and β1 domains (Figure 1.5); it is within these
domains that the majority of the polymorphic residues of
class II molecules are found.

A comparison of the three-dimensional structures of
class I and class II molecules indicates certain distinctive
features that explain differences in the length of peptides
that the two types of MHC molecules can bind. Class I
molecules generally bind peptides with a mean length of
nine amino acids, whereas class II molecules can bind sub-
stantially larger peptides.

In the mouse, class II MHC molecules are encoded by
genes within the I region of the MHC. These molecules
are often referred to as I region–associated (Ia) antigens.
Two sets of class II molecules exist, designated I-A and I-E,
respectively. The α and β chains of the I-A molecules (Aα

and Aβ) pair with one another, as do the α and β chains
of I-E (Eα and Eβ). In heterozygous mice, α and β chains
encoded on alternative chromosomes (i.e., Aαb and Aβk)
may cross-pair so that heterozygous mice can express both
parental and hybrid class II molecules. However, the de-
gree of cross-pairing is allele specific; not all hybrid pairs
are formed with equal efficiency.

In the human, there are three major sets of class II
molecules, encoded in the DR, DQ, and DP regions of the
HLA complex.

Class II molecules have a more restricted tissue dis-
tribution than do class I molecules. Class II molecules
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are found on B cells, DCs, epidermal Langerhans cells,
macrophages, thymic epithelial cells, and, in the human,
activated T cells. Levels of class II molecule expression are
regulated in many cell types by interferons and in B cells
by IL-4. Indeed, interferons can cause expression of class
II molecules on many cell types that normally lack these
cell surface molecules. Interferons also can cause striking
upregulation in the expression of class I MHC molecules.
Thus, immunologically mediated inflammation may re-
sult in aberrant expression of class II MHC molecules and
heightened expression of class I molecules. Such altered
expression of MHC molecules can allow cells that do not
normally function as APCs for CD4+ T cells to do so and en-
hances the sensitivity of such cells to CD8 T cells. This has
important consequences for immunopathologic responses
and for autoimmunity.

Antigen Presentation (Chapter 20)

As already discussed, the function of class I and class II
MHC molecules is to bind and present antigen-derived
peptides to T cells whose receptors can recognize the
peptide–MHC complex that is generated. There are two
major types of antigen-processing pathways, specialized
to deal with distinct classes of pathogens that the T cell
system must confront (Figure 1.8).

Extracellular bacteria and extracellular proteins may
enter APCs by endocytosis or phagocytosis. Their antigens
and the antigens of bacteria that live within endosomes
or lysosomes are fragmented in these organelles and pep-
tides derived from the antigen are loaded into class II MHC
molecules as these proteins traverse the vesicular compart-
ments in which the peptides are found. The loading of pep-
tide is important in stabilizing the structure of the class
II MHC molecule. The acidic pH of the compartments in
which loading occurs facilitates the loading process. How-
ever, once the peptide-loaded class II molecules reach neu-
tral pH, such as at the cell surface, the peptide–MHC com-
plex is very stable. Peptide dissociation from such class II
molecules is very slow, with a half-time measured in hours.
The peptide–class II complex is recognized by T cells of
the CD4 class with complementary receptors. As already
pointed out, the specialization of CD4 T cells to recognize
peptide–class II complexes is partly due to the affinity of
the CD4 molecule for monomorphic determinants on class
II molecules. Obviously, this form of antigen processing
can only apply to cells that express class II MHC molecules.
Indeed, APCs for CD4 T cells principally include cells that
normally express class II MHC molecules, including DCs,
B cells, and macrophages.

T cells also can recognize proteins that are produced
within the cell that presents the antigen. The major
pathogens recognized by this means are viruses and
other obligate intracellular (non–endosomal/lysosomal)

microbes that have infected cells. In addition, proteins that
are unique to tumors, such as mutant oncogenes, or are
overexpressed in tumors also can be recognized by T cells.
Endogenously produced proteins are fragmented in the
cytosol by the proteases in the proteasome. The resultant
peptides are transported into the rough endoplasmic retic-
ulum through the action of a specialized transport system.
These peptides are then available for loading into class I
molecules. In contrast to the loading of class II molecules,
which is facilitated by the acid pH of the loading envi-
ronment, the loading of class I molecules is controlled by
interaction of the class I α chain with β2-microglobulin.
Thus, the bond between peptide and class I molecule is
generally weak in the absence of β2-microglobulin, and the
binding of β2-microglobulin strikingly stabilizes the com-
plex. (Similarly, the binding of β2-microglobulin to the α

chain is markedly enhanced by the presence of peptide in
the α chain groove.) The peptide-loaded class I molecule
is then brought to the cell surface. In contrast to peptide-
loaded class II molecules that are recognized by CD4 T
cells, peptide-loaded class I molecules are recognized by
CD8 T cells. This form of antigen processing and presen-
tation can be performed by virtually all cells because, with
a few exceptions, class I MHC molecules are universally
expressed.

Although the specialization of class I molecules to bind
and present endogenously produced peptides and of class
II molecules to bind and present peptides derived from ex-
ogenous antigens is generally correct, there are exceptions,
many of which have physiologic importance. Particularly
important is the representation by class II+ cells of anti-
gens derived from class II− cells.

T Lymphocyte Recognition of Peptide–MHC
Complexes Results in MHC-Restricted
Recognition (Chapter 10)

Befor the biochemical nature of the interaction between
antigen-derived peptides and MHC molecules was recog-
nized, it was observed that T cell responses displayed MHC-
restricted antigen recognition. Thus, if individual animals
were primed to a given antigen, their T cells would be able
to recognize and respond to that antigen only if the APCs
that presented the antigen shared MHC molecules with the
animal that had been immunized. The antigen would not
be recognized when presented by APCs of an allogeneic
MHC type. This can now be explained by the fact that
the TCR recognizes peptide bound to an MHC molecule.
MHC molecules display high degrees of polymorphism,
and this polymorphism is concentrated in the regions of
the class I and class II molecules that interact with the pep-
tide and that can bind to the TCR. Differences in structure
of the MHC molecules derived from different individuals
(or different inbred strains of mice) profoundly affect the
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recognition process. Two obvious explanations exist to ac-
count for this. First, the structure of the grooves in dif-
ferent class I or class II MHC molecules may determine
that a different range of peptides are bound or, even if the
same peptide is bound, may change the conformation of
the surface of the peptide presented to the TCR. Second,
polymorphic sites on the walls of the α-helices that are ex-
posed to the TCR can either enhance or diminish binding
of the whole complex, depending on their structure. Thus,
priming an individual with a given antigen on APCs that
are syngeneic to the individual will elicit a response by T
cells whose TCRs are specific for a complex consisting of
a peptide derived from the antigen and the exposed poly-
morphic residues of the MHC molecule. When the same
antigen is used with APCs of different MHC type, it is un-
likely that the same peptide/MHC surface can be formed,
and thus the primed T cells are not likely to bind and re-
spond to such stimulation.

Indeed, this process also occurs within the thymus in
the generation of the T cell repertoire, as already dis-
cussed. T cells developing within the thymus undergo a
positive selection event in which those T cells capable of
recognizing MHC molecules displayed within the thymus
are selected (and the remainder undergo programmed cell
death). This leads to the skewing of the population of T
cells that emerges from the thymus so that the cells are
specialized to respond to peptides on self-MHC molecules.
One of the unsolved enigmas of positive selection within
the thymus is how the vast array of T cells with recep-
tors capable of reacting with a very large set of foreign
peptides associated with self-MHC molecules are chosen
by self-MHC molecules that can only display self peptides.
It is believed that a high degree of cross-reactivity may
exist so that T cells selected to bind a given class I (or
class II) molecule plus a particular self-peptide can also
bind a set of other (foreign) peptides bound to the same
MHC molecule. Further, the affinity of an interaction re-
quired for positive selection in the thymus appears to be
considerably lower than that required for full activation
of peripheral T cells. Thus, thymocytes selected by a given
self-peptide–self-MHC complex will generally not mount a
full response when they encounter the same peptide–MHC
complex in the periphery, although they will respond to a
set of foreign peptide–MHC complexes to which they bind
with higher affinity. Recognition of the self-peptide–self-
MHC complex in the periphery may nonetheless have im-
portant consequences such as sustaining the viability of
resting lymphocytes.

Our modern understanding of T cell recognition also
aids in explaining the phenomenon of immune response
(Ir) gene control of specific responses. In many situations,
the capacity to recognize simple antigens can be found
in only some members of a species. In most such cases,
the genes that determine the capacity to make these re-

sponses have been mapped to the MHC. We would now
explain Ir gene control of immune responses based on the
capacity of different class II MHC molecules (or class I
MHC molecules) to bind different sets of peptides. Thus,
for simple molecules, it is likely that peptides can be gen-
erated that are only capable of binding to some of the poly-
morphic MHC molecules of the species. Only individuals
who possess those allelic forms of the MHC will be able
to respond to those antigens. Based on this, some individ-
uals are nonresponders because of the failure to generate
a peptide–MHC molecule complex that can be recognized
by the T cell system.

This mechanism also may explain the linkage of MHC
type with susceptibility to various diseases. Many dis-
eases show a greater incidence in individuals of a given
MHC type. These include reactive arthritides, gluten-
sensitive enteropathy, insulin-dependent diabetes mellitus,
and rheumatoid arthritis (see Chapters 41 and 42). One
explanation is that the MHC type that is associated with
increased incidence may convey altered responsiveness to
antigens of agents that cause or exacerbate the disease.
Indeed, it appears that many of these diseases are due to
enhanced or inappropriate immune responses.

Antigen-presenting Cells (Chapter 15)

T cells recognize peptide–MHC complexes on the surface
of other cells. Such cells are often referred to as antigen-
presenting cells, or APC. Although effector cells can mediate
their functions by recognizing such complexes on virtually
any cell type, naı̈ve cells are most efficiently activated by
a set of specialized APC, the DCs. DCs are a multimem-
ber family including the plasmacytoid DCs which are the
principal source of type I interferons in viral infections.

In general, in their immature form, DCs are resident in
the tissues where they are efficient at capturing and en-
docytosing antigen. Their antigen capture activity is de-
pendent upon expression of several surface receptors in-
cluding Fc receptors, receptors for heat shock proteins,
and C-type lectins. If they receive signals, such as vari-
ous inflammatory stimuli, often mediated by TLRs, they
down-regulate the expression of these molecules but in-
crease their expression of surface MHC molecules and var-
ious costimulatory molecules such as CD80/86. In addi-
tion, such stimulation induces expression of chemokine
receptors, such as CCR2 and CCR7. The latter allow stim-
ulated DCs to follow signals from the chemokines CCL19
and CCL21 and to migrate into the T cell zone of lymph
nodes. As part of the maturation process, they may also
acquire the capacity to produce cytokines and express sur-
face molecules that can aid in determining the polarization
of T cell priming. This includes the production of IL-12 ,
IL-23, IL-6 and the expression of inducible costimulator
(ICOS) ligand and of Notch ligands. Interaction of naı̈ve
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T cells with immature DCs may induce a state of peripheral
tolerance.

One important function of DCs is the ability to acquire
antigen from virally infected cells and to cross present it
through the class I pathway. This allows DCs to aid in
the priming of precursors of cytotoxic T cells specific for
viruses that do not infect the DCs themselves.

EFFECTOR MECHANISMS OF IMMUNITY

The ultimate purpose of the immune system is to mount re-
sponses that protect the individual against infections with
pathogenic microorganisms by eliminating these microbes
or, where it is not possible to eliminate infection, to control
its spread and virulence. In addition, the immune system
may play an important role in the control of the devel-
opment and spread of some malignant tumors. The re-
sponses that actually cause the destruction of the agents
that initiate these pathogenic states (e.g., bacteria, viruses,
parasites, tumor cells) are collectively the effector mech-
anisms of the immune system. Several have already been
alluded to. Among them are the cytotoxic action of CTLs,
which leads to the destruction of cells harboring viruses
and, in some circumstances, expressing tumor antigens.
In some cases, antibody can be directly protective by neu-
tralizing determinants essential to a critical step through
which the pathogen establishes or spreads an infectious
process. However, in most cases, the immune system mo-
bilizes powerful nonspecific mechanisms to mediate its ef-
fector function.

Effector Cells of the Immune Response

Among the cells that mediate important functions in the
immune system are cells of the monocyte/macrophage lin-
eage, NK cells, mast cells, basophils, eosinophils, and neu-
trophils. It is beyond the scope of this introductory chapter
to present an extended discussion of each of these impor-
tant cell types. However, a brief mention of some of their
actions will help in understanding their critical functions
in the immune response.

Monocytes and Macrophages
(Chapter 18)

Cells of the monocyte/macrophage lineage play a central
role in immunity. One of the key goals of cellular immu-
nity is to aid the macrophages in eliminating organisms
that have established intracellular infections. In general,
nonactivated macrophages are inefficient in destroying in-
tracellular microbes. However, the production of IFN-γ
and other mediators by T cells can enhance the capacity of
macrophages to eliminate such microorganisms. Several

mechanisms exist for this purpose, including the devel-
opment of reactive forms of oxygen, the development of
nitric oxide, and the induction of a series of proteolytic
enzymes, as well as the induction of cytokine production.
Macrophages can act as APCs and thus can enlist the “help”
of activated, cytokine-producing CD4+ T cells in regulating
their function.

Although macrophages function as APCs for attract-
ing activated T cells, they do not appear to be particu-
larly effective in the activation of naı̈ve CD4 T cells. In
instances in which they are the site of infection or have
phagocytosed infectious agents or their proteins, antigens
from these agents may be transferred to DCs. In such
cases the DCs would be the principal APCs that activate
naı̈ve or possibly resting memory CD4 T cells. This process
is often described as cross-presentation. Such activated
T cells would then be available to help infected macro-
phages.

Natural Killer Cells (Chapter 16)

Natural killer, or NK, cells play an important role in the
immune system. Indeed, in mice that lack mature T and B
cells due to the scid mutation, the NK system appears to
be highly active and to provide these animals a substan-
tial measure of protection against infection. NK cells are
closely related to T cells. They lack conventional TCR (or
Ig) but express two classes of receptors. They have a set of
activating receptors that allow them to recognize features
associated with virally infected cells or tumor cells. They
also express receptors for MHC molecules that shut off
their lytic activity. Thus, virally infected cells or tumor cells
that escape the surveillance of cytotoxic T cells by down-
regulating or shutting off expression of MHC molecules
then become targets for efficient killing by NK cells be-
cause the cytotoxic activity of the latter cells is no longer
shut off by the recognition of particular alleles of MHC
class I molecules.

In addition, NK express a receptor for the Fc portion
of IgG (Fcγ RIII). Antibody-coated cells can be recognized
by NK cells, and such cells can then be lysed. This process
is referred to as antibody-dependent cellular cytotoxicity
(ADCC).

NK cells are efficient producers of IFN-γ . A variety of
stimuli, including recognition of virally infected cells and
tumor cells, cross-linkage of Fcγ RIII and stimulation by
the cytokines IL-12 and IL-18, cause striking induction of
IFN-γ production by NK cells.

Mast Cells and Basophils
(Chapter 43)

Mast cells and basophils play important roles in the induc-
tion of allergic inflammatory responses. They express cell
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surface receptors for the Fc portions of IgE (FcεRI) and for
certain classes of IgG (Fcγ R). This enables them to bind
antibody to their surfaces, and when antigens capable of
reacting with that antibody are introduced, the resultant
cross-linkage of FcεRI or Fcγ R results in the prompt re-
lease of a series of potent mediators such as histamine,
serotonin, and a variety of enzymes that play critical
roles in initiating allergic and anaphylactic-type responses.
In addition, such stimulation also causes these cells to
produce a set of cytokines, including IL-3, IL-4, IL-13,
IL-5, IL-6, granulocyte-macrophage colony-stimulating
factor (GM-CSF), and TNFα, that have important late con-
sequences in allergic inflammatory responses.

Granulocytes

Granulocytes have critical roles to play in a wide range
of inflammatory situations. Rather than attempting an ex-
tended discussion of these potent cells, it may be sufficient
to say that in their absence it is exceedingly difficult to
clear infections with extracellular bacteria and that the
immune response plays an important role in orchestrat-
ing the growth, differentiation, and mobilization of these
crucial cells. Recent work indicates that TH17 cells are par-
ticularly important because of their role in recruiting gran-
ulocytes to sites of immune responses.

Eosinophils (Chapter 43)

Eosinophils are bone marrow–derived myeloid cells that
complete their late differentiation under the influence
of IL-5. They migrate to tissue sites in response to the
chemokine eotaxin and as a result of their adhesion recep-
tors. Since TH2 cells can produce IL-5 and stimulate the
production of eotaxin, eosinophil accumulation is often
associated with TH2-mediated inflammation. Eosinophils
store a series of proteins in their secondary granules
including major basic protein, eosinophil cationic protein
and eosinophil peroxidase. When released, these proteins
are responsible for much of the damage that eosinophils
mediate both to helminthic parasites and to the epithe-
lium. Eosinophils have been implicated as important in
protective responses to helminths and in the tissue dam-
age seen in allergic inflammation in conditions such as
asthma.

The Complement System
(Chapter 33)

The complement system is a complex system of prote-
olytic enzymes, regulatory and inflammatory proteins and
peptides, cell surface receptors, and proteins capable of
causing the lysis of cells. The system can be thought of as
consisting of three arrays of proteins. Two of these sets of

FIGURE 1.12 The complement system. The classical pathway
of complement activation, usually initiated by the aggregation of
C1 by binding to antigen–antibody complexes, resulting in the
formation of an enzyme, a C3 convertase, that cleaves C3 into
two fragments, C3b and C3a. The classical pathway can also be
initiated by the aggregation of MBL as a result of binding sug-
ars expressed in the capsules of many pathogenic microbes. The
components of the MBL pathway appear to mimic the function
of C1qrs. The alternative pathway of complement activation pro-
vides a potent means of activating complement without requir-
ing antibody recognition of antigen. It results in the formation
of a distinct C3 convertase. The fragments formed by cleaving
C3 have important biologic activities. In addition, C3b, together
with elements of the classical pathway (C4b, C2a) or the alter-
native pathway (Bb, properdin), form enzymes (C5 convertases)
that cleave C5, the initial member of the terminal family of pro-
teins. Cleavage of C5 leads to the formation of the membrane
attack complex that can result in the osmotic lysis of cells.

proteins, when engaged, lead to the activation of the third
component of complement (C3) (Figure 1.12). The activa-
tion of C3 releases proteins that are critical for opsoniza-
tion (preparation for phagocytosis) of bacteria and other
particles and engages the third set of proteins that insert
into biologic membranes and produce cell death through
osmotic lysis. In addition, fragments generated from some
of the complement components (e.g., C3a and C5a) have
potent inflammatory activities.

The Classical Pathway of
Complement Activation

The two activation systems for C3 are referred to as the
classical pathway and the alternative pathway. The classi-
cal pathway is initiated by the formation of complexes of
antigen with IgM or IgG antibody. This leads to the binding
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of the first component of complement, C1, and its activa-
tion, creating the C1 esterase that can cleave the next two
components of the complement system, C4 and C2.

C4 is a trimeric molecule, consisting of α, β, and γ

chains. C1 esterase cleaves the α chain, releasing C4b,
which binds to surfaces in the immediate vicinity of the
antigen–antibody–C1 esterase complex. A single C1 es-
terase molecule will cause the deposition of multiple C4b
molecules.

C2 is a single polypeptide chain that binds to C4b and is
then proteolytically cleaved by C1 esterase, releasing C2b.
The resulting complex of the residual portion of C2 (C2a)
with C4b (C4b2a) is a serine protease whose substrate is
C3. Cleavage of C3 by C4b2a (also referred to as the clas-
sical pathway C3 convertase) results in the release of C3a
and C3b. A single antigen–antibody complex and its as-
sociated C1 esterase can lead to the production of a large
number of C3 convertases (i.e., C4b2a complexes) and thus
to cleavage of a large number of C3 molecules.

The components of the classical pathway can be acti-
vated by a distinct, non–antibody-dependent mechanism.
The mannose-binding lectin (MBL) is activated by bind-
ing to (and being cross-linked by) repetitive sugar residues
such as N-acetylglucosamine or mannose. The activa-
tion of MBL recruits the MBL-associated serine proteases
MASP-1 and MASP-2, which cleave C4 and C2 and lead
to the formation of the classical pathway C3 convertase.
Because the capsules of several pathogenic microbes can
be bound by MBL, this mechanism provides an antibody-
independent pathway through which the complement sys-
tem can be activated by foreign microorganisms.

The Alternative Pathway
of Complement Activation

Although discovered more recently, the alternative path-
way is the evolutionarily more ancient system of com-
plement activation. Indeed, it, and the MBL activation
of the classical pathway, can be regarded as important
components of the innate immune system. The alternative
pathway can be activated by a variety of agents such
as insoluble yeast cell wall preparations and bacterial
lipopolysaccharide. Antigen–antibody complexes also can
activate the alternative pathway. The C3 convertase of the
alternative pathway consists of a complex of C3b (itself
a product of cleavage of C3) bound to the b fragment of
the molecule factor B. C3bBb is produced by the action
of the hydrolytic enzyme, factor D, that cleaves factor B;
this cleavage only occurs when factor B has been bound
by C3b.

Apart from the importance of the alternative pathway
in activating the complement system in response to non-
specific stimulants, it also can act to amplify the activity
of the classical pathway, because the C3 convertase of the
classical system (C4b2a) provides a source of C3b that can

strikingly enhance formation of the alternative pathway
convertase (C3bBb) in the presence of factor D.

The Terminal Components of the
Complement System

C3b, formed from C3 by the action of the C3 convertases,
possesses an internal thioester bond that can be cleaved
to form a free sulfhydryl group. The latter can form a
covalent bond with a variety of surface structures. C3b
is recognized by receptors on various types of cells, in-
cluding macrophages and B cells. The binding of C3b to
antibody-coated bacteria is often an essential step for the
phagocytosis of these microbes by macrophages.

C3b is also essential to the engagement of the termi-
nal components of the complement system (C5 through
C9) to form the membrane attack complex that causes
cellular lysis. This process is initiated by the cleavage of
C5, a 200,000-dalton two-chain molecule. The C5 conver-
tases that catalyze this reaction are C4b2a3b (the classi-
cal pathway C5 convertase) or a complex of C3bBb with
a protein designated properdin (the alternative pathway
C5 convertase). Cleaved C5, C5b, forms a complex with C6
and then with C7, C8, and C9. This C5b/C9 complex be-
haves as an integral membrane protein that is responsible
for the formation of complement-induced lesions in cell
membranes. Such lesions have a donutlike appearance,
with C9 molecules forming the ring of the donut.

In addition to the role of the complement system in
opsonization and in cell lysis, several of the fragments of
complement components formed during activation are po-
tent mediators of inflammation. C3a, the 9,000-dalton frag-
ment released by the action of the C3 convertases, binds
to receptors on mast cells and basophils, resulting in the
release of histamine and other mediators of anaphylaxis.
C3a is thus termed an anaphylotoxin, as is C5a, the 11,000-
dalton fragment released as a result of the action of the C5
convertases. C5a is also a chemoattractant for neutrophils
and monocytes.

Finally, it is important to note that the process of ac-
tivation of the complement cascade is highly regulated.
Several regulatory proteins (e.g., C1 esterase inhibitor, de-
cay accelerator factor, membrane cofactor protein) exist
that function to prevent uncontrolled complement activa-
tion. Abnormalities in these regulatory proteins are often
associated with clinical disorders such as hereditary an-
gioedema and paroxysmal nocturnal hemoglobinuria.

CONCLUSION

This introductory chapter should provide the reader with
an appreciation of the overall organization of the immune
system and of the properties of its key cellular and molec-
ular components. It should be obvious that the immune
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system is highly complex, that it is capable of a wide
range of effector functions, and that its activities are sub-
ject to potent, but only partially understood, regulatory
processes. As the most versatile and powerful defense of
higher organisms, the immune system may provide the key
to the development of effective means to treat and prevent
a broad range of diseases. Indeed, the last two sections of

this book deal with immunity to infectious agents and im-
munologic mechanisms in disease. The introductory mate-
rial provided here should be of aid the uninitiated reader
in understanding the immunologic mechanisms brought
into play in a wide range of clinical conditions in which
immune processes play a major role either in pathogene-
sis or in recovery.
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INTRODUCTION

The mammalian immune system has evolved to provide
defense against invading pathogens, taking advantage of
the innate and adaptive systems. Although cells that can re-
spond to pathogens are scattered in tissues throughout the

body, the optimal structures for the response to antigens
are organized, compartmentalized cellular aggregates that
allow antigen concentration and presentation to a limited
number of antigen-specific lymphocytes. The primary
lymphoid organs are the sites where diverse populations of
naı̈ve, functionally mature lymphocytes are generated to

27
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disperse throughout the body and await foreign invaders.
This remarkable differentiation process occurs in a foreign
antigen-independent fashion. The secondary lymphoid or-
gans and mucosal-associated lymphoid tissues are discrete
sites in which naı̈ve, antigen-specific T and B lymphocytes
encounter invaders to generate an adaptive response. The
lymph nodes and spleen, located in anatomically distinct
sites, have traditionally been described as somewhat static
structures. In fact, they are responsive to environmental
influences and undergo remarkable changes in the course
of antigenic challenge. The spleen, lymph nodes, Peyers
patches, tonsils and adenoids, and the (mouse and rat)
nose-associated lymphoid tissue (NALT) are controlled by
precise developmental programs. Somewhat less anatom-
ically restricted tissues that are even more sensitive to the
environment include accumulations of lymphoid cells that
are organized but less discretely defined: the bronchus
associated lymphoid tissues (BALT) and isolated lym-
phoid follicles (ILF). Tertiary lymphoid organs, or more
accurately, tertiary lymphoid tissues, are accumulations
of lymphoid cells that arise ectopically in sites that are not
anatomically restricted and are not regulated by develop-
mental programs. Such chronic lymphoid-cell infiltrates
into organs, such as the pancreas and joints, are not usually
delimited by a capsule, as are the thymus and the majority
of secondary lymphoid organs. They respond to environ-
mental stimuli and arise during chronic inflammation sub-
sequent to microbial infection, graft rejection, or autoim-
munity by the process of lymphoid neogenesis (1,2). They
are classified as tertiary lymphoid tissues because they
resemble secondary lymphoid organs with regard to cellu-
lar composition and compartmentalization, chemokines,
and vascular addressins. In this chapter, the structure,
function, trafficking patterns, and developmental signals
that regulate the hierarchy of lymphoid organs will be
described.

PRIMARY LYMPHOID ORGANS

The primary lymphoid organs are the sites where pre-B
and pre-T lymphocytes mature into naı̈ve T and B cells in
the absence of foreign antigen. Each T or B cell expresses a
unique receptor that can recognize and respond to foreign
antigens, and in most cases, discriminate between self and
foreign antigens. Naı̈ve cells leave the primary lymphoid
organs having received and responded to developmental
cues that result in the rearrangement of their genetic ma-
terial to generate a repertoire capable of recognizing and
responding to a wide variety of foreign antigens. In the
course of maturation in the primary lymphoid organs, the
naı̈ve lymphocytes express various chemokine receptors
and adhesion molecules that direct them to secondary lym-
phoid organs.

◗ TABLE 2.1 Chemokines Implicated in Lymphoid
Organ Development and Maintenance

Standard Name Common Names Receptor

CXCL12 SDF-1 CXCR4
CXCL13 BCA-1, BLC CXCR5
CCL17 TARC CCR4
CCL19 ELC, MIP-3β CCR7
CCL20 MIP-3α CCR6
CCL21 SLC, 6Ckine CCR7
CCL25 TEC, TECK CCR9
CCL28 MEC CCR10

Fetal Liver

The earliest lymphoid cell precursors derive from self-
renewing hematopoietic precursors called hematopoietic
stem cells (HSCs). During ontogeny, these cells occupy
several niches. In the fetal mouse, the first wave of
hematopoiesis occurs in the yolk sac and aorta-gonad-
mesonephros region at E10.5 (3). The placenta also con-
tains HSC activity (4,5). Cells leave these tissues and
migrate to the spleen and then the bone marrow under
the influence of chemokines and adhesion molecules. The
cells in the fetal liver CXCL12 (stromal cell derived factor,
or SDF-1) (Table 2.1), in contrast to those in the bone mar-
row, also respond to the cytokine known as Steel factor
(6). The fetal liver is the source of CD4+CD3− lymphoid
tissue inducer cells that express LTα and LTβ. The crucial
importance of these cells in the development of secondary
lymphoid organs is described later. Differentiation of HSC
cells to B cells occurs in the fetal liver but does not re-
quire IL-7. Of the several different subsets of B cells, those
generated by the fetal liver HSCs are somewhat limited
and are of the B-1 subset (7). They do not give rise to CD5
B cells, predominately B1-B cells, and do not express ter-
minal deoxynucleotidyl transferase and myosinlike light
chain (7,8). It is not known whether these differences are
intrinsic to the cells or are due to differences in the cytokine
environment of fetal liver and bone marrow. P-selectin,
E-selectin, and VCAM-1 are required for the cells to leave
the fetal liver and move to the bone marrow (9,10).

Adult Bone Marrow

Functions

The bone marrow is the source of self-renewing popula-
tions of stem cells. These cells include precursors for HSCs
and endothelial progenitor cells (ESC), which may derive
from a single precursor (11). Bone marrow contains adult
stem cells that can differentiate into adipocytes, chondro-
cytes, osteocyes, and myoblasts (12). The possibility that
the bone marrow serves as a source of stem cells to, for
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example, repopulate the liver or that the stem cells resid-
ing in the bone marrow exhibit plasticity that allows them
to develop into cells of other differentiated types has gen-
erated great interest in this organ (13). This chapter con-
centrates on the role of the bone marrow as an immuno-
logical organ, giving rise to B cells and T-cell precursors
and serving as a repository for plasma cells. Prethymo-
cytes leave the bone marrow and seed the thymus, where
they undergo differentiation to naı̈ve T cells. Bone marrow
stromal cells secrete growth factors crucial for the devel-
opment of HSCs. Additional factors enable the differentia-
tion of immature B cells from HSC. The several stages of B
cell differentiation that include Fraction A (pre-pro B cell),
Fraction B/C (pro-B cell), and Fraction D (pre-B cell) are
described in detail in Chapter 7 of this volume.

In addition to serving as a primary lymphoid organ
where B cell differentiation and development occur, the
bone marrow is also a home for antibody-secreting cells
(14). After B cells have interacted with antigens in the sec-
ondary lymphoid organs, they enter the blood stream and
travel to the marrow. Thus, this organ not only serves as a
primary lymphoid organ, but also as a reservoir for fully
differentiated plasma cells.

Architecture: Cellular and Functional Niches

The microenvironment of the bone marrow, contained in
the central cavity of bone, is a complex three-dimensional
structure with cellular niches that influence B cells during
their development and later, as plasma cells, as they return
to the bone marrow. The bone marrow has a rich blood
supply with a nutrient artery that branches into ascending
and descending arteries, which further divide into cortical
capillaries, periosteal capillaries, and endosteal capillaries
and finally merge into a sinus (15). Previously, the pre-
vailing understanding of B cell differentiation in the bone
marrow was that primitive HSCs were located in close con-
tact with the endosteum near osteoblasts (the “endosteal
niche”). During the course of differentiation into mature B
cells, they moved into the central region of the bone mar-
row cavity (the “vascular niche”) (16). The former niche
was identified as the location of HSC; the latter, as the
site of B cell differentiation (17). Recently, this anatomic
concept has been challenged, because it has been reported
that HSCs are found throughout the bone marrow. It has
become clear that growth factors and cytokines produced
by different stromal cells influence cells at certain stages in
their differentiation. Thus, it is more appropriate to con-
sider functional or cellular, rather than anatomical, niches
(15,18). Once the HSCs differentiate into immature B cells
expressing cell surface IgM, they undergo processes of neg-
ative selection and receptor editing, leave the bone mar-
row, and travel through the blood stream to the secondary
lymphoid organs where they complete their differentia-
tion.

Several cytokines and chemokines influence B cell dif-
ferentiation in the bone marrow. Flt-3 ligand (also called
Flk-2L) signals B cell differentiation and growth and syn-
ergizes with several other hematopoietic growth factors
(19). Its receptor, Flt-3 (also known as Flk-2), expressed
by primitive HSCs, is a member of the class II tyrosine
kinase family. In contrast to fetal liver, HSCs from adult
bone marrow do not respond to Steel factor. Chemokines
contribute to B cell differentiation in the bone marrow and
define the functional niches. Many of these factors affect
other lymphoid cells, such as dendritic and T cells. For
an excellent review of this topic, see Nagasawa (15). Sev-
eral of these factors, whose functions have been identified
in gene deletion studies in mice, in morphologic analysis,
and in cell culture studies, play roles in multiple aspects
of lymphoid organ development; their activities, though
important in the bone marrow, are not limited to that or-
gan. CXCL12, also known as SDF1, or stromal cell-derived
factor-1, is a chemokine that is crucial for recruitment of
HSCs to the bone marrow. It is widely expressed by os-
teoblasts, reticular cells (18) and endothelial cells (20). In
fact, the interaction of HSCs expressing CXCR4, the recep-
tor for CXCL12, with that chemokine on the endothelial
surface is the first step in its exit from the circulation into
the marrow (21). CXCL12 is also essential for the earliest
stage of B cell development (pre-pro B cells). Its receptor,
CXCR4, is expressed on early B cells and is down-regulated
in pre-B cells. It remains at low levels in immature B cells
and mature B cells in secondary lymphoid organs but is
up-regulated after B cells interact with antigen and differ-
entiate into plasma cells (14). This explains the propensity
of antibody secreting cells to return to the bone marrow.
Once a pre-pro B cell has interacted with CXCL12, it moves
on to a different cell expressing IL-7. In B cell development,
IL-7 acts later than CXCL12 in a narrow window between
pro-B cells and immature B cells in the scheme proposed
by Nagasawa (15).

Traffic In and Out: Chemokines and
Adhesion Molecules

The extensive vascularization of the bone marrow allows
the entrance of hematopoietic precursors and plasma cells
and the egress of mature cells. Hematopoietic progeni-
tor recruitment to the bone marrow in the mouse has
been shown to be dependent on the interaction of a va-
riety of chemokines, integrins, and selectins and their re-
ceptors, counter-receptors, and ligand vascular cell adhe-
sion molecules. These include α4 integrin (VLA4 or α4β1)
and VCAM-1 (22), P-selectin glycoprotein ligand-1 (PSGL-
1) and E-selectin (23), and α4β7 and mucosal addressin
cell adhesion molecule (MAdCAM-1) (24). It has not been
determined whether pre-B cells and precursor T cells in
the bone marrow down-regulate one set of addressins and
up-regulate another to enter into the secondary lymphoid
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organs and thymus. A small subpopulation of newly
formed B cells in the bone marrow that expresses L-
selectin has been described (25), suggesting a mechanism
for entrance into lymph nodes.

In addition to the acquisition of immunoglobulin ex-
pression that occurs in the bone marrow under the con-
trol of stromal cells (see Chapter 7), B cells express vari-
ous chemokine receptors and adhesion molecules in the
process of differentiation. In a study of human bone mar-
row B cells, it was determined that pro-B and pre-B cells
migrate toward CXCL12 but not toward a wide range of
other chemokines, including CCL19 and CCL21, though
they do express low levels of CCR7, the receptor for CCL19
and CCL21. However, mature bone marrow B cells do re-
spond to CCL 19 and CCL 21 (26), CXCL13 (indicating a
functional CXCR5), and CCL20 (MIP 3α). But CCR6 ex-
pression and responsiveness to CCL20 was only seen in
mouse B cells after they had migrated into the periphery
during the process of maturation in the circulating B cell
pool (27).

Thymus

Function

The thymus is defined as a primary lymphoid organ due to
its inimitable role in T cell development. Indeed, a mutant
known as the “nude” (nu/nu) mouse, which lacks a nor-
mal thymus, is completely devoid of mature T cells (28).
Recently, an additional, previously unappreciated thymus-
like organ has been described in the mouse (29). This so-
called “cervical thymus” is organized similarly to the main
thymus and is capable of supporting T cell development.
Although some studies suggest that T cells can develop
extrathymically in organs such as the gut epithelium (30),
the thymus remains the main site for T cell maturation,
education, and selection. T cell precursors represent more
than 95% of total cells in the thymus and give rise to mature
T cells. These cells are crucial components of the adaptive
immune system in that they are highly specific in their abil-
ity to recognize a nearly infinite number of antigens owing
to their diverse repertoire (28,31).

The T cell repertoire is shaped during development in
the thymus by the processes of positive and negative se-
lection. Negative selection insures that T cells, which are
capable of recognizing the organism’s self-antigens pre-
sented on major histocompatibility complex (MHC) class I
or II with high affinity, are eliminated prior to their export
to the periphery. This process results in the deletion of ap-
proximately 95% of T cell precursors in the thymus (32). In
contrast, positive selection allows for T cells recognizing
self-antigen with low to medium affinity to leave the thy-
mus and protect the organism against invading pathogens.

Although negative selection is highly efficient in elimi-
nating the majority of self-reactive T cells, some cells do es-

cape the thymus and exit to the periphery. These so-called
“autoreactive cells” impose a serious threat to various or-
gans, as their activation may result in the development
of autoimmune diseases. The immune system has evolved
several ways to prevent the activation of autoreactive T
cells in the periphery. One mechanism that protects against
autoimmunity is the generation of a T cell population capa-
ble of suppressing activation of self-reactive T cells. These
thymus-derived protective T cells, known as regulatory or
suppressive T cells, recognize self-antigens with relatively
high affinity.

Thymic Architecture

The thymus in the mouse consists of two symmetric lobes
located above the heart, while in humans the thymus is
multilobed. Each lobe can be divided into three distinct re-
gions: capsule, cortex, and medulla. The latter two regions
harbor thymocytes at various maturation stages. Although
maturing T cells constitute the majority of cells in the thy-
mus, other cell types such as macrophages, dendritic cells,
B cells, and epithelial cells are also present (33). Histolog-
ical analysis of the thymus reveals a clear distinction be-
tween the thymic cortex and medulla, which are separated
by a cortico-medullary border. The thymic cortex appears
darker and more densely populated with T cell precursors,
whereas the medulla appears considerably lighter and con-
tains smaller numbers of T cells relative to other cell types
(Figure 2.1, top panel). Blood vessels and small blood cap-
illaries are found throughout the thymus. The fact that
T cell progenitors are found in the more highly vascular-
ized cortico-medullary border suggests that blood vessels
in this region facilitate the entry of T cell progenitors into
the thymic parenchyma (34). In the thymic medulla, the
close association between medullary thymic epithelial cells
and thymic blood vessels (35) suggests that these vessels
may act as organizers of the medullary thymic compart-
ment. Lymphatic vessel distribution coincides with that
of blood vessels and capillaries (36). The majority of lym-
phatic vessels are located in the thymic medulla, though
some can also be found in the cortex. The role of lymphatic
vessels in thymic function remain unclear, although it has
been proposed that these vessels may deliver extrathymic
antigens into the thymus or export mature T cells from the
thymus into the circulation.

Cellular Composition and Functions

T cell precursors at various stages of differentiation rep-
resent the majority of cells in the thymus. The education
and selection of T cells in the thymus is mediated by
antigen-presenting cells (APCs) of either hematopoietic
or stromal origin. The different stages in T cell selection
and maturation that take place in distinct regions of the
thymus (Figure 2.1, bottom panel) are discussed at length
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FIGURE 2.1 Top panel: Thymic structure. Low-power magni-
fication of a Haematoxylin-stained frozen section of a mouse thy-
mus. The cortex is well populated with lymphocytes; the medulla
is less tightly packed and thus stains less intensely. Bottom
panel: Thymic cellular populations. Diagram of a mouse thy-
mus. Precursor T cells enter through blood vessels at the cortico-
medullary junction. They progress to the medulla, where they
undergo differentiation from double negative (DN) to double pos-
itive (DP) cells expressing T cell receptors. Thymic stromal cells
provide growth factors. DP cells undergo positive selection, un-
der the influence of cortical thymic epithelial cells (cTEC). Single
positive (SP) CD4 or CD8 cells migrate into the medulla where
they undergo negative selection, mainly through AIRE express-
ing mTECs and DCs. SP cells, having undergone differentiation,
exit through blood vessels (not shown) to the periphery.

in Chapter 12. Briefly, lymphoid progenitors enter the thy-
mus at the cortico-medullary border (34). Following their
entry, these cells, identified as double negative (DN) T cells
due to a lack of expression of the cell surface molecules
CD4 and CD8, undergo four maturation steps termed
DN1–DN4, which are distinguished by the expression of

two additional cell surface molecules: CD25 and CD44
(37,38). DN3 cells migrate to the subcapsular zone while
rearranging their T cell receptor (TCR) β chain and ex-
pressing it in combination with a surrogate α chain. Those
cells that have successfully rearranged the genes for α and
β chains of the TCR become double positive (DP) cells and
express both CD4 and CD8 surface markers. In the cortex,
DP cells undergo negative and positive selection (39,40).
Positively selected DP cells further differentiate into
single positive (SP) cells expressing either CD4 or CD8.
Following their differentiation, SP cells relocate to the
medulla, where they mature and undergo further rounds
of deletion. SP cells that do survive are then exported
out of the thymus (41). DN precursors can give rise to
an additional T cell population expressing the γ δTCR.
These T cells are distinct from TCRαβ T cells in their
tissue distribution and recognition of antigens. TCRαβ

DP cells control the development of TCRγ δ cells via the
production of the cytokine, lymphotoxin β (LTβ) (42).

The thymic parenchyma consists of a complex three-
dimensional structure supported by thymic epithelial cells
(TECs). TECs in the thymic cortex and thymic medulla
are phenotypically and functionally distinct and support
different stages of T cell maturation. Several cell surface
markers are used to distinguish medullary TECs (mTECs)
from cortical TECs (cTECs) in the mouse. Among these
markers are the cytokeratins K5 and K8, the adhesion
molecule Ep-CAM, and the glycoprotein Ly-51. K8 and Ly-
51 are expressed by cTECs, while K5 and Ep-CAM are ex-
pressed by mTECs (43,44). TECs are unique in that they ex-
press MHC II constitutively similarly to professional APCs.
The role of TECs in T cell selection was recently elucidated
by their expression of the transcription factor, autoim-
mune regulator (AIRE). This transcription factor plays an
important role in T cell selection and prevention of au-
toimmunity as illustrated by the fact that humans with
a mutated form of the AIRE gene exhibit polyendocrine
autoimmunity due to inadequate T cell selection (45). It
has become clear that AIRE controls the expression of
certain tissue-specific antigens in the thymus, such as in-
sulin, a protein that is unique to the β cells of the islets
of Langerhans in the pancreas (44,46). The expression of
tissue-specific antigens in the thymus facilitates the nega-
tive selection of maturing T cells, which would otherwise
be allowed to leave the thymus. The thymic medulla in-
cludes distinct structures also known as Hassall’s corpus-
cles. Originally described by Arthur Hill Hassall in 1849,
this structure consists of concentric stratified keratinizing
epithelium. Hassall’s corpuscles are implicated in several
processes of the thymus (47), including the expression of
tissue-specific antigens, such as insulin (48), and serve as
a prominent site for T cell apoptosis (49).

Dendritic cells (DCs) are professional antigen-
presenting cells that are found in the thymus. Thymic
DCs can be divided into two distinct populations. The first
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originates from a thymocyte precursor (50,51), whereas
the second is derived from partially mature peripheral
DCs that continuously enter the thymus from the circu-
lation (52). DCs do not appear to be involved in positive
selection but do contribute to negative selection (53–56).
They have been recently implicated in the selection of
regulatory T cells in humans (57). Activation of thymic DC
can be mediated in part by the IL-7-like cytokine, known
as thymic stromal lymphopoietin (TSLP). In the human
thymus, TSLP is preferentially produced by Hassall’s
corpuscles, and TSLP-activated DCs can alter the fate
of self-reactive T cell from deletion to positive selection
of regulatory T cells (58). These findings highlight the
heterogeneity of DCs and emphasize their ability to fulfill
different roles during T cell development in the thymus.

Macrophages and B cells are additional hematopoietic-
derived professional APCs in the thymus. In contrast to
DCs, thymic macrophages are located throughout the thy-
mus and do not play a significant role in T cell selection
(59). B cells are detected in human and mouse thymus at
relatively low numbers (60,61) and are characterized by
the expression of the cell surface molecule CD5. They are
capable of producing antibodies of several different iso-
types (62). It has been suggested that thymic B cells in-
duce negative selection in developing thymocytes (60), as
B cell–deficient mice show a limited T cell repertoire when
compared with normal mice (63).

Traffic In and Out: Adhesion Molecules
and Chemokines

The extravasation of leukocytes from blood and lymphatic
vessels into the thymus is mediated by adhesion molecules.
These molecules also play an important role in facilitat-
ing lymphocyte homing into various regions of the thy-
mus. Indeed, thymic blood vessels express the adhesion
molecules ICAM-1, VCAM-1, CD34, peripheral node ad-
dressin (PNAd), and vascular adhesion protein-1 (VAP-1)
(64). The expression of high levels of ICAM-1, VCAM-1, and
VAP-1 on venules near the cortico-medullary border sug-
gests that these molecules may play a role in the recruit-
ment of thymocyte progenitors. More specifically, VAP-1,
which is restricted to the venules surrounding the sites
of progenitor homing, can mediate the extravasation of
leukocytes. The regional distribution of these adhesion
molecules further illustrates the importance of a distinct
anatomical separation between cortex and medulla and
represents their individual functions.

Chemokine-mediated T cell migration and traffic to and
within the thymus is crucial for normal T cell selection.
The compartmentalization of the thymus is orchestrated
by a milieu of chemokines. The thymic cortex is involved
in the maturation of DN cells to DP cells and in positive
and negative selection of DP T cells, while the medulla acts
as the site of negative selection and possibly positive selec-

tion of SP T cells and regulatory T cells, respectively. Var-
ious chemokines that are produced by the thymic cortex
and medulla allow T cells expressing different chemokine
receptors to home to specific regions of the thymus. This
differential expression of chemokines is complemented by
the fact that T cells at different maturation states express
certain chemokine receptors. During development, the en-
try of the lymphoid progenitor into the thymus is highly de-
pendent on CCL21 and CCL25, which bind the chemokine
receptors CCR7 and CCR9, respectively. Mice lacking
CCR7 or CCL21 (65,66) show a transient delay in thymus
colonization by lymphocytes (day 14.5), and this delay is
further extended (day 17.5) in mice lacking CCR9 (67).
Lymphoid progenitors enter the thymus at the cortico-
medullary border and commence their migration outward
toward the subcapsular region of the cortex as DN3 cells.
The expression of the chemokine receptors CXCR4 and
CCR7 by DN cells is important in directing cell migration
(68,69). In the subcapsular region, DN thymocytes that
have successfully rearranged their TCRαβ chains progress
to the DP cell stage. Positively selected DP cells move in-
ward toward the thymic medulla for further differentiation
into SP cells. The ligands for CCR7 are crucial in mediat-
ing the migration of positively selected DP cells into the
medulla, as illustrated by the fact that a deficiency in CCR7
or its ligands, CCL19 or CCL21, prevents DP cell relocation
from the cortex to the medulla and results in abnormal cen-
tral tolerance (70,71). The export of positively selected SP
T cells out of the thymus is also dependent on chemokines.
Chemokines involved in T cell emigration are CXCL12 and
its receptor CXCR4, which repels SP cells out of the thymus
(72), and CCL19, which promotes T cell emigration from
the thymus of newborn mice (73). The chemoattractant,
sphingosine 1-phosphate (S1P), is a additional mediator
of T cell emigration. SP T cell express the S1P receptor
(S1P1) and are attracted to the high levels of S1P present
in the serum promoting their egress (74,75).

While the role of different thymic compartments and
chemokines in the maturation of naı̈ve SP T cell has been
extensively studied, the thymic regions and chemokines
that control the selection of regulatory T cells remain
largely unknown. Some studies suggest that cTECs are suf-
ficient for mediating regulatory T cell development (76),
while others implicate DCs as key APCs in regulatory T
cell selection in the thymic medulla (57,77). It may be that
chemokines produced by both cTECs and thymic DCs play
a role in regulatory T cell selection, albeit during different
stages of maturation.

Development

The initial development of the thymus at midgestation
in the mouse is independent of vascularization or bone
marrow–derived cells. In the mouse, the thymus rudiment
is first evident on day 11 of gestation as it evolves from
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the endoderm of the third pharyngeal pouch (78). This
gives rise to the thymic lobes as well as to the parathyroid
gland. On day 12.5 of gestation, a separation of the pri-
mordium is observed, and by day 13.5 a distinct thymus
is apparent. Evidence has suggested that not only the pha-
ryngeal pouch endoderm, but also the ectoderm may also
be involved in thymic development (79,80). More specifi-
cally, it was suggested that the pharyngeal pouch ectoderm
contributes to the development cTECs, whereas the endo-
derm contributes solely to the development mTECs. This
“dual origin” model was mainly supported by histological
data, as well as data collected from thymi of nu/nu mice
(81–83). Recently, it was shown that both thymic cortex
and medulla are derived solely from the pharyngeal pouch
endoderm (84) and that, although the endoderm and ec-
toderm are found in close proximity between gestational
day 10.5 and 11, only the endoderm actively contributes
to thymic development (85). These findings support the
so-called “single origin” model of thymus development.

The contribution of lymphocytes to the normal devel-
opment of thymic cortex and medulla is well recognized.
In models of T cell deficiency, cTEC and mTEC develop-
ment is halted at different stages depending on the stage
of T cell arrest. If T cell development is arrested at the
DN stage, as in the recombinase-activating gene (RAG)–
deficient mouse, the thymic medulla is greatly reduced
while the thymic cortex remains unaffected (86,87). A
more severe phenotype is observed in transgenic mice that
overexpress the human CD3-signaling molecule. In these
mice, T cell arrest occurs earlier than in RAG-knockout
mice, leading to a loss of both cortex and medulla and to
a shift from a three- to a two-dimensional structure of the
thymic epithelia (87).

Recently, two cytokines, LT α (also called tumor necro-
sis factor β) and LT β, have been identified as master reg-
ulators of mTEC development and expression of tissue-
specific antigens. LT α and β are members of the tumor
necrosis factor (TNF) superfamily and mediate the pro-
cesses of secondary lymphoid organ development and in-
flammation (1,88). In the absence of LT, tissue-specific
antigen and AIRE expression are reduced and certain
mTEC subpopulations fail to develop (89,90). T cells ap-
pear to be the main source for LT production in the thymus
(42), further highlighting the importance of lymphocytes
in its development.

The development of the thymus in humans closely
follows the model of thymic development in the mouse
and bird. Similar to the mouse, thymic colonization by
hematopoietic stem cells occurs relatively early, at week
8.2 of gestation. During this stage, the thymic medulla and
cortex are organized, suggesting that thymocytes are re-
quired for normal thymic development. Between gestation
week 9.5 and 10, the first signs of thymocyte negative se-
lection are evident and by gestation week 10 to 12.75 the
gradual onset of positive selection is detected (91).

SECONDARY LYMPHOID ORGANS
AND TISSUES

Naı̈ve cells express their receptors for specific antigens,
leave primary lymphoid organs, circulate through the
blood stream, migrate into the tissues, and lodge in sec-
ondary lymphoid organs. The frequency of naı̈ve cells spe-
cific for an individual antigen is quite low (estimates range
from 1 in 105 to 1 in 107). Thus, the chance that an in-
dividual T or B cell will encounter its specific antigen
in the circulation is rather low. Secondary lymphoid or-
gans are strategically located in anatomically distinct sites
where foreign antigen and antigen-presenting cells effi-
ciently concentrate and activate rare antigen-specific lym-
phocytes, thus leading to the initiation of adaptive im-
mune responses and generation of long-lived protective
immunity. These organs include highly organized, encap-
sulated, and compartmentalized tissues, such as lymph
nodes, spleen, appendix, tonsils, murine NALT, and Peyers
patches. Naı̈ve cells are also primed in less discrete tissues
throughout the body, including the BALT, cryptopatches,
and ILF.

Lymph Nodes

Lymph nodes are yellowish, bean-shaped structures dis-
persed along lymphatic vessels. The lymphatic vessel
system plays important roles in tissue-fluid balance, fat
transport in the intestine, and the immune response. In
contradistinction to blood vessels, which form a closed
recirculating system, lymphatic vessels comprise a blind-
end, unidirectional transportation system. The absorbing
lymphatic vessels, or lymphatic capillaries, remove inter-
stitial fluid and macromolecules from extracellular spaces
and transport the collected lymph through the primary col-
lector. The collected lymph and its cellular contents are
transported into the thoracic duct and returned back to
the blood circulation. In humans, lymph collected from
the entire lower body region, the left head, and arm region
accumulates in the thoracic duct and returns to blood cir-
culation via the left subclavian vein; lymph collected from
right head and arm region returns to blood via the right
subclavian vein.

Lymph nodes, usually embedded in fat, are located at
vascular junctions and are served by lymphatic vessels.
Although most lymph nodes are classified as peripheral
lymph nodes, a few (cervical, mesenteric, and sacral),
termed mucosal nodes, express a slightly different comple-
ment of endothelial adhesion molecules, cooperate with
the mucosal system, and are regulated somewhat differ-
ently in development (discussed later). Although all lymph
nodes are vascularized and thus can receive antigens from
the blood stream, they are also served by a rich lymphatic
vessel system and are thus particularly effective in mount-
ing responses to antigens that are present in tissues. These
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antigens may be derived from foreign invaders that are
transported by antigen-presenting cells or can be derived
from self-antigens. Thus, lymph nodes extend the role of
the primary lymphoid organs and discriminate between
dangerous foreign antigens and benign self-antigens. This
capacity relies on the antigen-presenting cells and their
state of activation in the lymph node and the recognition
capacity of the naı̈ve T and B cells.

Lymph nodes can also function as niches for gener-
ating peripheral tolerance, an additional mechanism to
minimize the effects of those self-reactive T-cells that es-
cape central tolerance in the thymus (92). DCs constitu-
tively sample self-antigens and migrate to draining lymph
nodes even in the steady state (93–95). Because most self-
antigen–bearing DCs in lymph nodes are immature (96)
and have low levels of costimulatory molecules, they are
not effective at activating naı̈ve cells. They regulate self-
reactive T cells by inducing anergy, clonal deletion, and
expanding regulatory T cells (95–99).

Structure and Organization

The highly compartmentalized lymph node is surrounded
by a capsule derived from lymphatic vessels (Figure 2.2,
top and bottom panels). The cortical region includes dis-
crete clusters called primary follicles consisting of densely
packed naı̈ve B cells and follicular dendritic cells (FDCs).
After B cells encounter their cognate antigen, they are acti-
vated and proliferate, and secondary follicles and germinal
centers develop. T cells and DCs distribute in the paracor-
tex. Macrophages reside in the subcortical zone and in the
medullary area. Plasma cells are also concentrated in the
medulla as they prepare to leave the lymph node and circu-
late to the bone marrow. FDCs, a population of mesenchy-
mal origin, support B cell follicles or germinal centers un-
der stimulation (1). In addition, a network composed of
reticular fibers, fibrous extracellular matrix bundles, and
fibroblastic reticular cells, support the entire lymph node
(100). Compartmentalization of cells in the lymph node
is orchestrated by lymphoid chemokines CCL19, CCL21,
and CXCL13. CCL19 is made by stromal cells in the para-
cortical region and the protein is transported to the sur-
face of high endothelial venules (HEVs) (101). CCL21 is
encoded by several genes (102); CCL21-leu is expressed by
lymphatic vessels outside the lymph node (103); CCL21-
ser is made by stromal cells and HEVs in the lymph node.
CCL19 and CCL21 recruit CCR7 expressing cells across the
HEVs and direct T cells and dendritic cells to the paracor-
tical region. CXCL13, produced by stromal cells in the B
cell follicles, attracts CXCR5-expressing B cells (104). Af-
ter naı̈ve T and B cells encounter antigens, they undergo
extensive changes in expression of chemokine receptors
and adhesion molecules that result in their movement to
different areas of the lymph node or leaving it all together
(105,106). Sphingosine-1-phosphate receptor 1 (S1P1) fa-

cilitates lymphocyte egress from lymph nodes as they move
towards the ligand, S1P in the lymph (107,108).

Lymph Node Vasculature

Recirculating lymphocytes leave the bloodstream via
HEVs, specialized vessels with a high cuboidal endothe-
lium, and migrate into the lymph node parenchyma. After
surveying antigens in the lymph nodes, lymphocytes leave
those organs via efferent lymphatic vessels and finally re-
turn to blood circulation. Afferent lymphatic vessels allow
entrance of soluble antigen and antigen-presenting cells
into lymph nodes, and efferent lymphatic vessels return
lymphocytes back to the blood (109–111). In this manner,
HEVs and lymphatic vessels maintain lymph node lym-
phocyte homeostasis during the steady state.

Blood Vessels

Blood endothelial cells play a crucial role in lymphocyte
trafficking in the lymph node. One or two arteries en-
ter the lymph node at the hilus. These arteries branch
and pass through the medulla area, enter the cortex, and
sometimes continue in the subcapsular area. Beneath the
subcapsular sinus, the branching capillaries form loops
and some of them become arteriovenous communications
(AVCs). AVCs become HEVs in the cortex area and occa-
sionally extend from the subcapsular sinus to the medulla.
HEVs constitute a specialized postcapillary network in
the lymph node, playing a critical role in lymphocyte re-
circulation. Each main HEV trunk receives three to five
branches lined with high endothelial cells and two or three
branches lined with flat endothelial cells. The luminal di-
ameters of HEVs progressively increase from cortex to
medulla. Finally, HEVs merge into segmental veins in the
medulla area and join larger veins in the hilus (109) (Fig-
ure 2.2, top panel). Intravital microscopy has revealed that
the entire venular tree consists of five branching orders,
with the higher orders in the paracortex and the lower
orders in the medulla and hilus areas. Only the higher-
order venules, located in the T cell area, are specialized
into HEV and are recognized by the monoclonal antibody
MECA-79 (110,111). Approximately one in four lympho-
cytes enters the lymph node via HEVs (112), whereas other
capillaries and arterioles are normally nonadhesive. Pe-
ripheral node addressin (PNAd), defined by the MECA-79
antigen, is also known as an L-selectin ligand and is a char-
acteristic HEV adhesion molecule. PNAd is composed of a
variety of core glycoproteins, including GlyCAM-1, CD34,
Sgp200, and podocalyxin; these proteins must be sialy-
lated, sulfated, and fucosylated to become the functional
L-selectin ligand (i.e., PNAd). These posttranslational
modification events involve several enzymes, including
FucT-IV, FucT-VII, and HEC-6ST. HEC-6ST (also called
LSST, GST-3, HEC-GlcNAc6ST, GlcNAC6ST-2, gene name
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FIGURE 2.2 Top panel: Lymph node structure and functional regions. The lymph node is di-
vided into an outer cortex and inner medulla surrounded by a capsule and lymphatic sinus. The
cortex includes B cells and follicular dendritic cells. The paracortical region includes T cells and
dendritic cells. Macrophages are found in the subcapsular sinus and medullary cord. Lymphocytes
enter into the lymph node through an artery at the hilus region, and into the parenchyma through
high endothelial venules (HEV) expressing PNAd and CCL19 and CCL21. These chemokines are
also made by stromal cells. T cells and DCs are directed to the paracortical region by CCL19 and
CCL21. B cells are directed to the cortex by CXCL13. After interaction with antigen and T cells,
germinal centers develop. Antigen and DCs drain into the lymph node from the tissues through
afferent lymphatic vessels. Antigen continues to percolate through the node via a conduit sys-
tem. Activated cells leave through efferent lymphatic vessels. Diagram of the blood network of
a rat lymph node (right) is adapted from Anderson et al. (109). Note the arteriovenous commu-
nications (AVC), the venous sphincters (VS), and cells leaving the HEVs into the parenchyma.
Bottom panel: Lymph node compartmentalization. Immunofluorescent staining of B cells (anti-
B220, green) in follicles in the cortex and T cells (anti-CD3, red) in the paracortical area. The
medulla is unstained.
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Chst4) (113–117), which is uniquely expressed in high en-
dothelial cells, sulfates glycoproteins in the Golgi appa-
ratus (118) to generate the MECA-79 epitope. PNAd, ex-
pressed on the endothelial surface, slows down (tethers)
naı̈ve L-selectinhi lymphocytes in their progress through
the blood vessels. After this initial interaction, CCL19 and
CCL21 on the HEVs are instrumental in activating the
lymphocyte integrin LFA-1. This results in tight binding
of LFA-1 to ICAM-1 on the HEV, facilitating diapedesis
of lymphocytes for transendothelial migration toward the
chemokines located in the paracortical region (T cells,
DCs) or cortex (B cells). Interestingly, the HEV-lymphocyte
interaction is not random in different lymphoid tissues in
the mouse (119,120). T lymphocytes adhere preferentially
to peripheral lymph node HEVs, B cells prefer to adhere
to HEVs in Peyers patches, and T and B cells exhibit an in-
termediate pattern of adhesion to mesenteric lymph node
HEVs (32,119,121). The selective adhesion of naı̈ve lym-
phocytes to HEVs is at least partially controlled by the dif-
ferentially expressed adhesion molecules in different lym-
phoid organs. MAdCAM-1, the ligand for the integrin α4β7,
is expressed on HEVs of mesenteric lymph nodes and Pey-
ers patches in adult mice; it is only apparent in early devel-
opment on HEVs of peripheral lymph nodes and is thus a
marker of immature HEVs in those nodes. MAdCAM-1 is
rapidly replaced after birth by PNAd in mouse peripheral
lymph nodes (122).

Lymphatic Vessels

Lymphatic vessels also play critical roles in the immune
response. The collected lymph and cell contents enter
the lymph node via several afferent lymphatic vessels
and filter through the node. In this manner, soluble anti-
gen and antigen-bearing antigen-presenting cells from
peripheral tissues are efficiently concentrated in the drain-
ing lymph node and initiate an adaptive immune re-
sponse. Lymphatic vessels are observed in the draining
lymph node and concentrate in the subcapsular sinus and
medullary area (109). Factors from afferent lymph can
be either transported deep into the lymph node cortex or
move via the subcapsular sinus and leave the lymph node
through efferent lymphatic vessels (100). Several markers
of human and murine lymphatic vessels including lym-
phatic vessel endothelial hyaluronan receptor (LYVE-1),
Prox-1, podoplanin, the vascular endothelial growth fac-
tor receptor-3 (VEGFR-3), and CCL21 have recently been
described (123).

Conduit System

A conduit system in the lymph nodes physically connects
the lymphatic sinus with the walls of blood vessels and en-
ables the incoming factor(s) from lymph to move rapidly
deep into the paracortical area (100,109). The conduit sys-

tem consists of four layers: (a) a core of type I and type
III collagen bundles; (b) a microfibrillar zone composed
largely of fibrillins; (c) a basement membrane abundant
with laminins 8 and 10, perlecan, and type IV collagen that
provides a supportive structure; and (d) fibroblastic reticu-
lar cells that embrace the entire conduit system (124,125).
This conduit system enables incoming lymph to penetrate
deep into the T cell area. In fact, soon after immuniza-
tion, resident DCs quickly pinocytose and process soluble
antigens draining into the regional lymph node (126). A
special subset of immature DCs, called conduit associated
DCs, can take up and process antigens moving along the
conduit (125). In this manner, the conduit system probably
provides a physical support for rapid initiation of adaptive
immune responses after immunization.

The Intimate Relationship Between Lymph
and HEVs

Incoming lymph is necessary for the maintenance of HEV
phenotype and function. After afferent lymphatic vessels
are severed, dramatic changes occur in HEVs. These in-
clude flattening of the endothelium, a decrease in the up-
take of 35S-sulphate (a functional marker of HEC-6ST)
(127,128), a reduction of lymphocyte adherence to the
vessels (129–131), and decreased expression of PNAd and
HEV genes, GlyCAM-1 and Fuc-TVII (130–132). However,
an increase in MAdCAM-1 expression (130) suggests that
these events are not simply due to a general down reg-
ulation of blood vessel gene expression, and indicates
that continual accumulation of afferent lymph factor(s)
in lymph nodes is necessary for HEV maintenance. The
nature of such lymph factor(s) is unknown.

Topographic relations between HEVs and the lymphatic
sinus have been described in the rat mesenteric lymph
nodes. Some HEVs are located in the medulla area and
positioned closely with the lymphatic sinus (109). Occa-
sionally, HEVs are separated from an adjacent lymphatic
sinus by only a thin layer of collagen bundles. The closely
apposed HEV and lymphatic sinus in medulla provide
the physical support for the intimate relationship between
lymph and HEV. However, most HEVs are located in the
paracortex area and are separated from lymphatic sinus
by lymphocytes. The conduit system physically connects
the subcapsular sinus and HEVs and allows incoming
lymph factor(s) to migrate rapidly to the wall of HEVs
(109,133,134). Low molecular weight fluorescent tracers
(below 70kD) move rapidly via the conduit system and lead
directly to the wall of HEVs. In this manner, low molecu-
lar weight tracers can migrate with lymph within minutes
to HEVs and enter the HEV lumen (100). Lymph-borne
chemokines likely adopt this route to regulate HEV func-
tion. IL-8 administration via afferent lymph increases lym-
phocyte HEV transmigration within minutes (109,135). In
addition, lymph-borne chemokine MIP-1α also enters the
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conduit system and moves rapidly to HEVs (100). These
data suggest that lymph factor(s) can quickly access and
regulate HEVs.

Development

Despite their distinctions in the adult with regard to mor-
phology and expressed genes, a close association of blood
vessels and lymphatic vessels is seen during embryogene-
sis. The generation of embryonic lymphatic vessels from
preexisting veins in pig embryos was first described in
the early 1900s and has recently been molecularly defined
(136–138). As early as mouse E9.5-10, upon the forma-
tion of vascular system, LYVE-1 is expressed in venous
endothelial cells. In response to an unknown lymphatic
vessel induction signal, these endothelial cells then polar-
ize to become lymphatic-biased endothelial cells. At nearly
the same time, PROX-1, expressed in a restricted sub-
population of endothelial cells in the cardinal vein, gen-
erates a feedback signal for the further maintenance of
budding and migration of endothelial cells. At E11.5-12.0,
CCL21 is expressed in these lymphatic-biased endothe-
lial cells, as is VEGFR-3, which is reduced in blood en-
dothelial cells. The endothelial cells expressing LYVE-1,
PROX-1, VEGFR-3, and CCL21 become irreversibly com-
mitted towards a lymphatic pathway (139,140). The fur-
ther separation of lymphatic endothelial cells from ve-
nous endothelium requires a Syk/SLP-76 signal (141).
Thus, for a long period during early lymphangiogene-
sis, some endothelial cells express both blood vessel and
lymphatic vessel markers, indicating the close association
of these two vascular systems. Mesenchymal lymphan-
gioblasts may also contribute to early lymphangiogene-
sis (142). Whether embryonic lymphatic vessels originate
by budding from preexisting veins or from mesenchymal
lymphangioblasts, a close association of lymphatic and ve-
nous endothelial cells is seen in the lymphatic and venous
junction formation during early embryogenesis. The lym-
phatic venous junction remains in adults and plays an es-
sential role in connecting the function of the two vascular
systems.

Histologic studies in the rat reveal that popliteal and in-
guinal lymph node anlagen originally appear in a limited
mesenchymal area along the vein wall at E17. The next
day, lymphatic vessels form a sac running parallel to the
vein. The lymph node anlage develops into a bulb-shaped
structure with lymphatic vessels and the subcapsular si-
nus originating from the remaining lymphatic vessel. At
the next stage, the lymph node divides into a primitive
cortex, the basic network of reticular cells and medulla,
and lymphocytes scatter in the lymph node anlage. Blood
vessels branch into the lymph node and later develop into
HEVs (143). The primary follicles appear at day 18 after
birth, indicating that B cell migration into lymph nodes is
a later event during lymphoid organogenesis. Later stud-

ies show that first lymphocytes invading the lymph node
during lymphoid organogenesis are T cells; B cells become
detectable only in the later stages (144–146).

Cytokines, Chemokines, and Transcription Factors
in Lymphoid Organogenesis

The important roles of tumor necrosis factor/lymphotoxin-
receptor (TNF/LT) family members in lymphoid organ de-
velopment are well established. LTα3, signaling through
TNFRI and TNFRII, and membrane-bound LTα1β2, signal-
ing through LTβ receptor (LTβR), have been implicated.
Mice deficient in LTα lack all lymph nodes and Peyers
patches and exhibit a disorganized spleen and severely
disorganized NALT (discussed later) (147–149). Mice de-
ficient in LTβ lack peripheral lymph nodes but retain
mesenteric, sacral, and cervical lymph nodes (150–152).
Ltβr−/− mice have a phenotype similar to that of ltα−/−

mice (153). LTβR is also recognized by LTβ-related lig-
and, LIGHT, which also binds to the herpes virus entry
mediator (HVEM). LIGHT-LTβR signaling does not ap-
pear to play an essential role during lymphoid organogene-
sis, because no significant defect is observed in LIGHT−/−

mice (154); however, mice doubly deficient in LIGHT and
LTβ have fewer mesenteric lymph nodes than mice defi-
cient in LTβ alone, indicating a cooperative effect of the
two LTβR ligands. Treatment of pregnant females with an
inhibitory soluble protein of LTβR (LTβR and human IgG
Fc fusion protein, LTβR-Ig) inhibits most lymph nodes in
the developing embryos, depending on the time of admin-
istration. Mesenteric lymph nodes are not inhibited by this
treatment. These studies indicate that individual lymph
nodes differ in the nature and time of cytokine signaling
during development (155). Several additional cytokine and
chemokine-receptor pairs are crucial for lymphoid organo-
genesis. Mice deficient in IL-7 or IL-7R (156,157), TRANCE
or TRANCER, also called RANKL and RANK (158,159),
exhibit defects in lymph node development. CXCR5- or
CXCL13-deficient mice (160,161) lack some lymph nodes
and almost all Peyers patches (88).

The NF-κB signaling pathways, downstream of the TNF
family, play important roles in lymphoid organ develop-
ment (162). The alternative pathway, characterized by NF-
κB-inducing kinase (NIK) and IKKα is particularly impor-
tant. aly/aly mice, which have a point mutation in nik, lack
all lymph nodes and Peyers patches (163,164). In these
mice, LTβR, but not TNFR, mediated signaling between
NIK and members the TRAF family appears to be dis-
rupted (164–166). LTβR signaling induces gene expression
via both the classical and alternative NF-κB pathways in
mouse embryo fibroblasts. The classical pathway mediated
by p50:p65 heterodimers induces expression of proinflam-
matory genes (VCAM-1, MIP1b, MIP2). Intraperitoneal in-
jection of an agonistic LTβR antibody induces splenic
chemokines (CCL19, CCL21, and CXCL13) and requires
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NIK activity and subsequent p100 processing (167). IKKα

is a critical component in alternative NF-κB pathway. Mice
with a mutated form of the ikkα gene have reduced HEV
expression of HEC-6ST and GlyCAM-1, further confirming
that the LTβR signal regulates HEVs through the alterna-
tive NFκB pathway (168). Several other signaling path-
ways that contribute to lymphoid organogenesis include
helix-loop-helix transcription factor inhibitor (Id2) and
retinoic acid-related orphan receptors (RORs) RORγ and
RORγ t (169–171).

Studies of lymph node anlage formation reveal the
mechanisms by which cytokines trigger and coordi-
nate lymphoid organogenesis. The circulating CD4+CD3−

CD45+ hematopoietic progenitor cells called lymphoid
tissue-inducer cells, which are derived from fetal liver
progenitors (88,170,172–174), provide crucial signals for
inducing lymph node organogenesis. These lymphoid
tissue-inducer cells, which express the integrin α4β7 and
interact with VCAM-1 positive stromal organizer cells, ac-
cumulate in the developing lymph node, forming clusters
with resident stromal organizer cells, to initiate a cascade
of intracellular and intercellular events that lead to the
maturation of the primordial lymph node (1,88). During
this early step, a positive feedback loop involves several
signaling pathways, including LTαβ/LTβR, IL-7R/IL-7,
CXCR5/CXCL13, and TRANCER/TRANCE expressed on
the lymphoid tissue-inducer cells and the stromal orga-
nizer cells. The prolonged interaction between lymphoid
tissue-inducer cells and stromal organizer cells promotes
the development of HEVs, which support the entry of
naı̈ve lymphocytes (175). It is unclear how HEVs differ-
entiate from the flat blood vessels during early lymphoid
organogenesis. At birth, HEVs of all lymph nodes express
MAdCAM-1, which is replaced in the first few days in pe-
ripheral lymph nodes by PNAd (176). Both MAdCAM-1
and PNAd are expressed in mucosal lymph nodes. LTα

alone can induce MAdCAM-1, but PNAd requires LTαβ

(2,177,178). In the remaining mesenteric lymph nodes of
ltβ−/− mice, PNAd expression is impaired (178), indicat-
ing that optimal lymph node HEV PNAd expression re-
quires LTα1β2 signaling through the LTβR and the alter-
native NFκB pathway (168). Since the maturation of HEVs
is coincident with further development of the lymph node
(122,143), the homing of LT-expressing lymphocytes most
likely contributes to HEV maturation.

Changes in Lymph Nodes after Immunization

Studies in rabbit, sheep, and rodents have revealed that
lymph nodes undergo dramatic changes and remodeling
after immunization. Early after a variety of immunogenic
exposures, such as skin painting with oxazolone, injection
of ovalbumin or sheep red blood cells in adjuvant, or bac-
terial or viral infection, remodeling occurs. This remodel-
ing is apparent as a complex kinetics of changes in lymph

flow, lymph cell content, blood flow, HEV gene expression,
and lymphatic vessels (Figure 2.3). Afferent lymph flow
and lymph cell content increase soon after initial inflam-
mation and eventually return to a normal level (179–183).
Lymph node lymphangiogenesis occurs, which eventually
resolves (184,185). Blood flow and lymphocyte migration
into lymph nodes peak at 72–96 hours (152,182,186,187),
accompanied by an increase in HEV number and dilation
(188,189), accounting for the significant lymph node en-
largement apparent at 72–96 hours (186). After skin graft-
ing, the permeability of rat lymph node HEVs is increased
at 24–48 hours, and more branches form on HEVs at day
4. However, only 38% of the new HEV branches are lined
by high endothelial cells, and the percentage is increased
to 96% on day 10, indicating that the HEV matures pro-
gressively in the draining LN after antigen exposure (109).
Efferent lymph flow also increases soon after immuniza-
tion, but lymph cell content in the efferent lymph drops
during the first several hours, indicating the first wave of
accumulation of lymphocytes in the draining lymph node.
The cell content of the efferent lymph later increases and
peaks at 72–96 hours (190). These events, taken together,
contribute to the significant enlargement of the draining
LN at day 4 after immunization. During the early times
after immunization, despite the increase in the number of
HEVs, the expression of genes that contribute to L-selectin
ligand, including FucT-VII, GlyCAM-1 and Sgp200, and
HEC-6ST is initially down-regulated followed by a recov-
ery (132,185,191). However, despite the down-regulation of
chemokines CCL21 and CXCL12, some genes such as those
encoding CXCL9, CCL3, and E-selectin are up-regulated
(192), as is MAdCAM-1 (185), suggesting a reversion to an
immature phenotype before the eventual recovery of the
mature phenotype.

In rodents, HEV maturation is coincident with the con-
tinuing development of the lymph node and population
of lymphocytes after birth, indicating that the mature
HEV phenotype relies on the lymph node microenviron-
ment (122,143). Plasticity of the mature lymph node is
also seen after injection of LTβR-Ig. LTβR-Ig treatment re-
duces lymph node cellularity, reverts the HEV phenotype
to the immature state, inhibits FDC function, and disrupts
immune responses to foreign antigens (185,193,194).
Thus, in addition to its critical role in lymphoid organo-
genesis, LTβR is essential in maintaining mature lymph
node phenotype and function.

Spleen

Function

The spleen is a large reddish organ located beneath the
diaphragm, close to the stomach and the pancreas. It is
a crucial site for antigen clearance and presentation to T
and B cells and is particularly important in responding to
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FIGURE 2.3 Plasticity of lymph nodes after immunization. Initially the lymph node enlarges
due to increased blood flow and lymphocyte proliferation. Blood vessels proliferate and HEVs
express markers typical of an immature phenotype. During the recovery period, HEVs recover to
a mature phenotype. Lymphangiogenesis is induced during the remodeling period.

bloodborne antigens. In addition to its role as a secondary
lymphoid organ, the spleen filters blood and removes dam-
aged platelets, aged erythrocytes, and apoptotic cells. An
additional function, consequent to its destruction of effete
erythrocytes, is its role in iron recycling. In some species,
such as the horse, the spleen stores blood that is released
after stress. The spleen is particularly important in defense
against bloodborne pathogens and contributes most signif-
icantly to defense against bacterial infections (195).

Architecture and Cellular Composition

The structure of the spleen is maintained by a fibrous cap-
sule and trabeculae of fibrous connective tissue (Figure
2.4). The general principles of splenic organization are
similar across species, though specifics may differ (196–
200). Upon gross observation after slicing, the spleen can
be divided into two areas: red pulp and white pulp. These
compartments are anatomically and functionally distinct.
The red pulp, in its activities as a hematogenous organ,
removes damaged cells and acts as a site for iron storage
and turnover. The white pulp is an organized lymphoid
structure. The spleen is highly vascularized. The splenic
artery, located immediately below the capsule is the source

of cells and antigens. The artery branches into arterioles
and cords in the red pulp where macrophages engulf anti-
gen and remove it from the circulation. Blood then collects
in venous sinuses that empty into the efferent splenic vein.
Some blood reaches the marginal sinus and marginal zone
(MZ), which demarcates the red and white pulp. Blood
containing residual antigen then percolates through the
MZ into the white pulp. The white pulp is surrounded by
the MZ, a structure that differs somewhat between hu-
mans and rodents. The human MZ, which consists of inner
and outer marginal zones, is surrounded by a perifollicular
zone; the rodent MZ is a single structure and has no peri-
follicular zone. The MZ is an important transition between
the innate and acquired immune systems, because it is the
first region after the red pulp encountered by bloodborne
antigens and is richly supplied with specialized phago-
cytic cells: the MZ macrophages and MZ metallophilic
macrophages. The MZ macrophages express Toll-like re-
ceptors (TLRs) crucial for pattern recognition of bacteria
and viruses and several other receptors that facilitate bind-
ing of pathogens. These include SIGNR1 and MARCO.
SIGNR1, a C-type lectin in the mouse that is a homologue
of human DC-SIGN (201), is also found in medullary and
subcapsular macrophages in the lymph node. On splenic
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FIGURE 2.4 Organization of the spleen white pulp. Top panel: Immunofluorescent staining of
a white pulp unit in the mouse spleen. T cells (anti-CD4+anti-CD8+, red) are localized around
the central arteriole. B cells (anti-IgM, green) are localized in follicles around the T cell area,
surrounded by a layer of metalophillic macrophages (labeled with monoclonal antibody-MOMA-
1) and a more peripheral layer of marginal zone macrophages (labeled with monoclonal antibody
ERTR9, orange). The marginal zone (MZ) is located between the metalophillic macrophage and
the MZ macrophage layers (not shown) (307). Bottom panel: Structure of the marginal sinus in
a thick (100 micrometer) frozen section of mouse spleen with targeted insertion of the LacZ gene
into the ephrin B2 locus. Eprhrin B2 is expressed at high levels in the central arteriole, in radial
branches of the central arteriole, and in the marginal sinus. LacZ is visualized by staining with
FITC-labeled anti-LacZ antibody. Note the transition from discrete arteriolar vessels to a network
of flattened vessels at the transition to the marginal sinus plexus (C. Zindl, University of Alabama
at Birmingham, Birmingham, AL). From Chaplin (308), with permission. (See color insert.)

MZ macrophages, it appears to be crucial for the capture of
a wide variety of pathogens, including yeast, bacteria, and
viruses (202, 203). MARCO (macrophage-associated recep-
tor with collaganeous structure), expressed constitutively
on MZ macrophages (204), is a class-A scavenger pattern
recognition receptor, which is a trimeric Type II protein.
The TLR, SIGNR1, and MARCO receptors, which are all
expressed on MZ macrophages, act synergistically to rec-
ognize, endocytose, and eliminate microorganisms (205).
MZ metallophilic macrophages are located at the border
of the MZ and differ from the MZ macrophages in that

they express the sialic acid-binding Ig-like lectin siaload-
hesin (Siglec-1), which binds to oligosaccharide ligands
present on many cells. The ability of siglecs to interact with
lipopolysaccharide on meningococcal bacteria (206) sug-
gests that the metallophilic macrophages may also serve
as an early line of defense. Lymphocytes express CD43,
a counter receptor for Siglec-1 (207), suggesting that the
metallophilic macrophages may use this pair of molecules
to facilitate movement of lymphocytes into the white pulp.
The MZ also contains a specialized subset of B cells that
differ phenotypically and functionally from follicular B
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cells; they can be considered as a bridge between the innate
and adaptive immune systems. They express higher levels
of IgM and a somewhat limited B cell receptor repertoire
compared to follicular B cells, and they express TLR9 and
respond to CpG DNA (208). The organization of the re-
mainder of the white pulp of the spleen is similar to that
of the lymph node, compartmentalized into T and B cell
areas. The white pulp consists of a central arteriole that
is surrounded by T cells, also known as the periarteriolar
lymphoid sheath (PALS), that are surrounded by B cells.
As in the lymph node, T cells interact with DCs and B cells.
B cells migrate to the follicles, where they interact with fol-
licular DCs. At the T–B cell border, T cells interact with B
cells. Germinal centers are the site of somatic hypermuta-
tion and Ig class switching. Plasma cells are found mainly
in the red pulp.

Although the spleen does not have an afferent lymphatic
system and initial antigen transport must occur through
the blood vasculature, a conduit system has been described
that allows antigens and chemokines to be transported
through the white pulp in a manner similar to that de-
scribed for the lymph node (209). This conduit differs with
regard to the identity of the transported molecules by the
fact that it contacts the blood, rather than the lymphatic
system.

Traffic In and Out: Chemokines and
Adhesion Molecules

Cell trafficking in the spleen is similar to that which oc-
curs in the lymph node in some respects and differs from
it in others. The lymphoid chemokines, CXCL13, CCL19,
and CCL21 position cells in the splenic white pulp as they
do in the lymph node. However, lymphoid chemokine pro-
duction is limited to stromal cells, since the spleen has
no HEVs. CXCL12 is expressed in the splenic red pulp
(210). As B cells differentiate into plasma cells, they down-
regulate CXCR5 and CCR7 and up-regulate CXCR4. As
plasma cells, they migrate toward that chemokine, out of
germinal centers and into the red pulp or return to the
bone marrow.

The role of adhesion molecules with regard to lym-
phocyte traffic in the spleen is still unclear. Since the
spleen lacks HEVs, the well-understood process by which
lymphocytes leave the circulation and enter into the
parenchyma of lymph nodes is not relevant, and there
is no evidence for expression of PNAd (211). However,
CD62L (L-selectin) is up-regulated in late transitional cells
in the spleen, hinting at the possibility of an additional
L-selectin ligand (212). Lymphocytes enter into the white
pulp through the marginal sinus and MAdCAM-1 and
ICAM-1 are expressed by cells lining that structure (213,
214). However, treatment with anti-MAdCAM-1 or anti-
α4β7 antibodies does not inhibit homing to the spleen,
suggesting that this ligand-receptor pair is not required for
lymphocyte entrance into the white pulp (213). Nolte et al.

reported that several molecules associated with homing to
lymph nodes, including L-selectin, CD44, PSGL-1, and α4
integrins, are not required for entry into the white pulp
(214). Early studies indicating that treatment with an an-
tibody that blocks the αL-integrin chain of LFA-1 inhibits
homing by only 20%, and that lymphocytes deficient in
LFA-1 enter the white pulp (214), suggested that LFA-1 is
not absolutely essential for entry of all cells into the white
pulp. However, both α4β1 and LFA-1 integrins are neces-
sary for B cell retention in the MZ (215), indicating a role
for VCAM-1 and ICAM-1. This effect is most pronounced
with regard to MZ B cells; follicular B cells express lower
levels of the integrins, and their entry into the spleen is
not affected by treatment with antibodies that inhibit α4
or αL. However, an important role for integrins in lym-
phocyte entry into the white pulp was revealed by com-
bined treatment with antibodies to VCAM-1 and LFA-1,
suggesting that entry into the white pulp is, in fact, integrin
dependent (216). Once lymphocytes have encountered
antigen, they most likely undergo changes in chemokine
receptors and adhesion molecules similar to those noted
in the lymph nodes, leave the white pulp, and enter the
red pulp (plasma cells) or the circulation. S1P1 plays a
role in the spleen, but it appears to contrast with that in
the lymph node. S1P receptors 1 and 3 are expressed by
MZ B cells and S1P1 is required for B cell localization in
the MZ (217); MZ B cells from S1P1-deficient mice are not
found in the MZ but are found in the follicles. Further,
MZ B cells down-regulate S1P1 after activation, allowing
their entrance into the white pulp. In contrast to the well-
defined route of egress of activated lymphocytes from the
lymph node through the efferent lymphatic vessels, the exit
route from the spleen is not understood. The observation
of channels that bridge into the marginal zone (218) sug-
gests one route of egress.

Development

Because the spleen has characteristics of both a
hematopoietic organ and a secondary lymphoid organ,
the genes that regulate its development include, in ad-
dition to LT, other genes concerned with patterning and
hematopoiesis. Several genes that contribute to the de-
velopment of the spleen are also crucial for normal de-
velopment of other nonlymphoid organs. The first sign of
splenic development in the mouse occurs at E10.5-11, as
progenitor cells begin to condense within the dorsal meso-
gastrium, adjacent to the stomach and dorsal pancreas.
The spleen and pancreas are so intimately associated that
it is difficult to distinguish between them at these early
stages. In fact, many genes that affect splenic develop-
ment also contribute to pancreatic development. Several
of these are homeobox genes and transcription factors
that are expressed in the spleno-pancreatic mesenchyme at
E10.5 (summarized in 195). The effects of just one of these
genes, Hox11 (now called Tlx1; 195), are on the spleen.
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The others affect multiple organs. Tlx1 was originally de-
scribed as an oncogene in T cell childhood acute leukemias
(10,14) involving the translocation breakpoint (219). Tlx1-
deficient mice are asplenic (220), and the product of this
gene is a cell survival factor (221). Several additional genes
that are important for development of lymph nodes, NALT,
and Peyers patches also contribute to splenic development.
Mice deficient in members of the LT/TNF ligand recep-
tor family and their downstream signaling molecules in
the classical and alternative pathways exhibit defects in
splenic development. However, none of these molecules is
necessary for the early splenic anlagen, as mice deficient
in any of the chemokines or cytokines retain a spleen. The
defects are mainly observed as an absence of particular
cell populations or disorganized white pulp. The changes
in organization are due in part to a reduction or near ab-
sence of lymphoid chemokines (CXCL13, CCL19, CCL21)
(222). Lymphoid chemokine mRNA expression is reduced
in the spleens of mice deficient in TNFR1, TNF, LTα, or
LTβ, though CXCL12 mRNA levels are normal. However,
treatment with an agonistic LTβR antibody induces ex-
pression of the lymphoid chemokines and CXCL12, sug-
gesting that signaling through both the classical and alter-
native NFκB pathways are responsible for organization of
splenic white pulp. Several cell populations are absent in
mice deficient in genes signaled by the LT/TNF pathways
(200). Mice deficient in LTα exhibit a disorganized white
pulp with loss of T and B cell compartmentalization, loss
of MZ macrophages, metallophilic macrophages, MZ B
cells, MAdCAM-1 sinus lining cells, and germinal centers.
Ltβ−/− mice exhibit similar characteristics except that the
disorganization is somewhat less pronounced. Tnf−/− and
Tnfr1−/− mice show defects in all the above, with the ex-
ception of MZ B cells. The cytokines necessary for main-
tenance of splenic architecture are produced by T cells, B
cells, and CD4+CD3− cells (223,224).

Plasticity after Virus Infection

Though much is known regarding changes in the lymph
node after immunization, the spleen has not been studied
as extensively in this regard. However, after infection with
cytomegalovirus, white pulp T–B compartmentalization is
disrupted (225). The spleens of lta-deficient mice exhibit a
marked reduction in expression of CCL21-ser. This is even
further reduced in cytomegalovirus infection, indicating
that, in the adult, LT-independent pathways can contribute
to maintenance of expression of lymphoid chemokines.

MUCOSAL-ASSOCIATED LYMPHOID
TISSUES

Mucosal-associated lymphoid tissues (MALT), though in
some cases less structurally defined than the other sec-

ondary lymphoid tissues, quantitatively include the vast
majority of lymphoid cells in the body. Because of their ini-
tial contact with the environment, they can be considered
to be the body’s gatekeepers. They are major producers
of secreted IgA, allowing protection of epithelial surfaces.
Further, the mucosal tissues play an important role in
mounting defense against pathogens by generating cells
that migrate to other sites. They are also responsible for
inducing and maintaining tolerance to food antigens and
commensal bacteria (226). The structure and organization
of these tissues provide insight into their biological roles.
Although the structure and location of some mucosal lym-
phoid tissues are predetermined, all are somewhat plastic
and prone to induction and remodeling, because they are
in intimate association with the external environment and
under constant exposure to environmental antigens. The
tonsils and adenoids in humans and the NALT in rodents
have a capsule, a clear organization, and are in fixed loca-
tions. The Peyers patches are structurally defined and lo-
cated in the intestine, but their number and location vary
by species and antigen exposure. The BALT and ILF are
located in fixed organs, the lung and the small intestine,
but are even more plastic and subject to environmental
influences.

Tonsils and Adenoids

The first defense against pathogens entering through the
alimentary and respiratory portals is a group of lym-
phoid accumulations around the wall of the throat called
Waldeyer’s ring (227). Humans have one adenoid and sev-
eral tonsils: two tubal, two palatine, and one lingual. These
tissues have an extensive epithelial surface, which pene-
trates into the organ with a series of crypts. These pro-
vide additional surface area for the capture of pathogens.
A specialized cell, called a mutifenestrated, microfold, or
membranous (M) cell, is located in the epithelial surface
of the tonsil, and, because of its high transcytotic capac-
ity, transports antigens to the underlying lymphoid tissue.
This tissue is compartmentalized and organized in a fash-
ion similar to lymph nodes, with B cell follicles, FDCs, ger-
minal centers, and interfollicular T cells and DCs (228).
The tonsils contain a large complement of B cells, many
of which are positive for IgA (227) and the polymeric IgA
receptor, or secretory component (229), crucial for trans-
port of that immunoglobulin across the epithelium. This
secreted IgA provides an early form of defense against
pathogens entering through the oral route. The cells in the
tonsil are directed to their respective locations in that or-
gan by chemokines similar to those in the lymph node,
which include CCL19 and its receptor CCR7 (230). CCL25
and CCL28 and their receptors CCR9 and CCR10 are also
detected in the tonsils (231). Tonsil HEVs express ICAM-1
(227) and, importantly, CD34, which, upon modification,
is bound by the PNAd-defining MECA-79 antibody (211,



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-02 Paul-3627G GRBT293-Paul-v1.cls April 12, 2008 17:51

Lymphoid Tissues and Organs 43

232). This allows entrance of L-selectinhi naı̈ve cells into
the organ to interact with antigen. MAdCAM-1 is expressed
weakly or not at all (233). Because the tonsils are fre-
quently inflamed, they also express additional chemokines,
cytokines, and adhesion molecules more typical of inflam-
matory sites, such as CCL19 (230), VCAM-1, and E- and
P-selectin (151).

Nose-associated Lymphoid Tissue

The NALT, a pair of lymphoid organs above the soft palate
in mice and rats, is considered analogous to human tonsils
and adenoids due to its common embryonic origin from
Waldeyer’s ring (234). Its biologic importance lies not only
in its immediate physical proximity to the external envi-
ronment, but more important, its demonstrated crucial
role with regard to generation of responses in the gen-
itourinary track (235). After nasal immunization, IgA is
detected in vaginal washes (149,236,237) and cytotoxic T
cells are found in vaginal draining lymph nodes (238). The
NALT drains into the cervical lymph node, and that node
has been demonstrated to play a role in NALT activity and
can even act as an inductive site in its absence (239). How-
ever, the NALT itself is clearly an inductive site for both
humoral and cellular immune responses (240) and sup-
ports class switching to IgA (241). The NALT includes M
cells and a large complement of B cells, surrounded by T
cells. Lymphoid chemokines CCL19, CCL21, and CXCL13
define T and B cell areas in a manner similar to the lymph
node. Both CCL19 and CXCL13 are made by stromal cells,
whereas, in contrast to lymph nodes, CCL21 mRNA is de-
tectable only in HEVs (149). NALT HEVs express high lev-
els of luminal and abluminal PNAd and HEC-6ST (149).
The major homing receptor-ligand pair to this organ in-
volves L-selectin-PNAd interaction, rather than MAdCAM-
1 (242).

Development

The NALT in the mouse and rat is hypocellular at birth
and undergoes dramatic changes at the age of weaning.
These changes include expression of LTα and LTβ and
lymphoid chemokines, T and B cell compartmentalization,
and HEV maturation (149). In fact, the fully developed
NALT is not apparent until 6 weeks after birth. Although
Id2 is required for initiation of the NALT (243), in contrast
to lymph nodes, RORγ T, LTα, and LTβ are not required
for its initiation (148). However, the organ is hypocellular
in mice deficient in the LTα, LTβ, IL7R, and NIK signaling
pathways (149,168,244). CXCL13, CCL19, and CCL21 are
also not required for initiation of the NALT structure; even
in the absence of these chemokines, at 10 days of age, a
small number of CD4+CD3− cells are apparent. Neverthe-
less, chemokines and LT are required for NALT organiza-
tion and function (148,149,245), and the alternative NFκB

pathway is required for T and B cell compartmentalization,
expression of chemokines, and the HEV genes glycam-1
and hec-6st (168). The data concerning the continued mat-
uration of NALT up to 6 weeks after birth strongly suggests
that environmental influences are important for its main-
tenance and development.

Bronchus-associated Lymphoid Tissue

BALT is less organized but more environmentally regu-
lated than Peyers patches or NALT. Some debate exists re-
garding whether BALT is a normal structure or whether it
is entirely dependent on antigenic stimulation. If the for-
mer, it would be considered to be a secondary lymphoid
organ; if the latter, a tertiary lymphoid organ (see discus-
sion following). This varies by species in that it is com-
mon in rabbits and rats, less frequent in guinea pigs and
pigs, and absent in cats and normal human lungs (246).
It is not a prominent structure in the laboratory mouse,
but its presence varies by strain and age (247). The BALT
is highly dependent on immunological stimulation in that
the number of lung lymphoid aggregates varies, at least
in the pig, by the extent of exposure to microbes (248).
The lung is capable of generating an immune response
in splenectomized ltα−/− mice that lack lymph nodes and
Peyers patches (249), suggesting that an organized tissue is
present or can be induced in the lung. An inducible form of
the BALT (iBALT) develops in ltα−/− mice upon infection
with influenza virus (250). The iBALT has many character-
istics of secondary lymphoid organs, including CXCL13
and CCL21 expression, T and B compartmentalization,
FDCs, and PNAd+ HEVs. Data obtained from mice that
lack all other lymphoid organs indicate that memory can
be generated in the iBALT (251). Similar structures have
been described in humans with pulmonary complications
of rheumatoid arthritis (245), though they were not ap-
parent in the lungs of patients with several other forms of
lung inflammation. Many of the infiltrates in the rheuma-
toid arthritis patients exhibit the characteristics of sec-
ondary lymphoid organs, including LTα, LTβ, lymphoid
chemokines, T and B cell compartmentalization, germinal
centers, DCs, PNAd, and a lymphatic vessel marker, M2A.

Peyers Patches

Peyers patches are lymphoid aggregates in the submucosa
of the small intestine (Figure 2.5, top panel). They are
present in most species, though their number and location
vary. They have a single layer of epithelial cells, called the
follicle-associated epithelium (FAE); interspersed in these
follicles are M cells that lack surface microvilli and surface
mucus, similar to those in the tonsil and NALT. Because
the Peyers patches lack afferent lymphatic vessels, the M
cells are critical transporters of antigen. As noted above,
M cells are transcytotic. Further, they express receptors
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FIGURE 2.5 Organization of the Peyers patch. Top panel: Pho-
tomicrograph of Peyers patch. The Peyers patch is located in the
intestine near intestinal villi. The follicle-associated epithelium
(FAE) is in contact with the gut lumen. M cells (not shown) in the
FAE transport antigen into the subepithelial dome, populated by
DCs and T cells. The interfollicular T cell–rich region surrounds
the B cell follicle and germinal center. Courtesy of A. Iwasaki (Yale
University School of Medicine, New Haven, CT). Bottom panel:
In situ hybridization of chemokine mRNAs. On the left, CCL21
mRNA defines the T cell zone and HEVs; on the right, CXCL13
defines the B cell zone.

for some pathogens, including HIV (252) and Salmonella
(253), facilitating their uptake. Below the FAE is a diffuse
area, the subepithelial dome, which includes DCs and lym-
phocytes. The Peyers patch organization is similar to that
of the lymph node with compartmentalized B cell folli-
cles, T cells, and antigen-presenting cells. T cells are found
in the subepithelial dome, in the interfollicular region,
and in germinal centers (Figure 2.5, bottom panel) (254).

Although M cells transport antigen across the epithelial
barrier, they are not believed to have a crucial role in pro-
cessing or presenting antigen. Peyers patches are popu-
lated by several subsets of DCs (255,256) that produce var-
ious chemokines, important in generating either immunity
or tolerance.

Traffic In and Out: Chemokines and Vasculature
Adhesion Molecules

Cells enter the Peyers patches through HEVs, whose ap-
pearance is similar to those in lymph nodes. However, in
contrast to peripheral lymph nodes, the HEVs of Peyers
patches express MAdCAM-1 (257), and homing depends on
α4β7 interaction on lymphocytes. Luminal PNAd is rarely
found in Peyers patch HEVs; only occasional abluminal ex-
pression is detected. This pattern is identical to that seen
in lymph node HEVs in hec-6st−/− mice (113), suggest-
ing that this modifying enzyme is not expressed in Peyers
patch HEVs. However, lymphocytes from mice that lack
in both L-selectin ligand and α4β7 home less efficiently to
Peyers patches than do lymphocytes from mice that lack
only one or the other of the ligands (258,259), suggesting
that an L-selectin ligand does contribute to homing to Pey-
ers patches. Although P-selectin is expressed only weakly
on Peyers patch HEVs, cells from mice deficient in that
molecule show reduced rolling and adhesion in vivo, im-
plicating P-selectin as well as MAdCAM-1 in homing to
Peyers patches (258).

Lymphoid chemokines CCL19, CCL21, and CXCL13 are
found in the T and B cell areas (260) (Figure 2.5, bottom
panel). CXCL12 mRNA is made by stromal cells, but the
protein is also found on HEVs (260), presumably trans-
ported in a manner similar to CCL19 (101). CXCL16 is con-
stitutively produced by the FAE (254), even under germ-
free conditions. CD4+ and CD8+ cells that express CXCR6
are found in the Peyers patches and require CXCL16 to
home to the subepithelial dome, indicating a role for this
chemokine receptor pair that has not been noted in lymph
nodes. CCL20 and its receptor CCR6 are particularly im-
portant in Peyers patches. CCL20 is made by the intestinal
epithelium, and it plays a crucial role in dendritic cell traf-
ficking to Peyers patches (261). Peyers patch HEVs express
CCL25, the ligand for CCR9, which has been defined as a
mucosal homing chemokine receptor (67). Efferent lym-
phatic vessels from Peyers patches drain primed lympho-
cytes to the mesenteric lymph nodes.

Development

Models for Peyers patch organogenesis and mainte-
nance have come from analysis of knock-out mice and
from carefully phenotyping the cells in the anlagen dur-
ing mouse embryonic development. Several cytokines
and chemokines have been shown to be crucial for PP
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development. ltα−/− and ltβ−/− mice completely lack Pey-
ers patches (147,262) as do mice that lack CXCR5, the re-
ceptor for CXCL13 (161). Since mice deficient in the LTβR
also lack Peyers patches (263), these effects are mediated in
large part through LTα1β2. However, some tnfr1−/− mice
lack organized Peyers patches, suggesting that either LTα3
or TNFα also influences generation or later stages in main-
tenance of Peyers patches (264). Similar to lymph nodes,
mice deficient in IL-7 also lack PP (156). Mice deficient
in CXCR5 or CXCL13 exhibit small or no Peyers patches
(160,161,260), as do mice deficient in RORγ t, Id2, NIK,

and factors in the classical and alternative NFκB path-
ways (162,263). Peyers patch development differs from
that of lymph nodes in the absence of a requirement for
RANKL (158). A model for the embryonic development
of Peyers patches, first proposed by Nishigawa and col-
leagues (265,266), has been experimentally substantiated
(267). This model proposes stages that are similar to those
described earlier for lymph node development and, in fact,
provided the framework for studies in that organ. The first
sign of Peyers patch development at E15.5 in the mouse
is the appearance of regions on the small intestine that
stain positively with antibodies to ICAM-1, VCAM-1, and
LTβR. The cells in these aggregates are called the orga-
nizer cells. CXCL13, CCL19, and CCL21 are also apparent,
as is IL-7. At E17.5, clusters of IL-7R+CD4+CD3+ inducer
cells are found. These express LTα and LTβ, CXCR5 and
CCR7, Id2, and RORγ . They also express α4β1 integrin
activated by CXCR5 (268) that allows interaction with the
VCAM-1+ organizer cells. At E18.5, mature T and B cells
enter through HEVs, CCL20 is produced by the FAE, and
DCs expressing CCR7 and CCR6 are found. By day 4, the
typical microarchitecture is apparent, with M cells and T
and B cell compartmentalization (269).

Peyers patches are quite plastic in that they are af-
fected by environmental influences, including bacterial
flora. Their number and cellularity increase after immu-
nization, and their lymphoid cell content decreases with
aging (1,270). Lymphocytes also influence the mainte-
nance of Peyers patches. Mice that lack mature T and
B cells have either undetectable or small Peyers patches
that lack follicles and germinal centers (271,272). B cell–
deficient mice retain some M cells, suggesting that T cells
may regulate M cell maintenance. When B cell–deficient
mice are reconstituted by a membrane IgM transgene,
FAE and M cells are found at levels comparable to those
of normal mice (271), indicating that cells in addition to
CD4+CD3− inducer cells are crucial for the maintenance
of mature, functioning Peyers patches.

Cryptopatches and Isolated
Lymphoid Follicles

Even more environmentally regulated lymphoid tissues
have been described in the adult gut. The cryptopatches

in the lamina propria containing lymphoid tissue-inducer
cells and DCs can give rise to ILF. The cryptopatches are
composed of lin−c-kit+ cells, DCs, and VCAM-1+ stromal
cells with few or no mature T and B cells. The cryptopatch
cells express RORγ t, IL-7R, and CCR6 (273), and their de-
velopment is dependent on IL-7, CCR6, and its receptor
CCL20. Cryptopatches are quite plastic, and although the
LT family is necessary for their development, they can be
restored by administration of wild-type bone marrow to
adult lta−/− mice.

After mice are exposed to microbes or during some
forms of autoimmunity, cryptopatches give rise to ILFs
(274,275), which resemble primitive lymph nodes. ILFs are
found in the colon and small intestine in the mouse and
serve as sites of mucosal immunity. ILFs include B cells
and T cells, and, in fact, require B cells, but not T cells, ex-
pressing LT for their formation (270). In contrast to lymph
nodes, they also require the TNFR1 (276). ILFs are quite
plastic; they resolve completely after mice are treated with
antibiotics or cytokine inhibitors (105,170,270,274,276).

TERTIARY LYMPHOID TISSUES

Similarities to Secondary Lymphoid Organs

Tertiary lymphoid tissues, also termed tertiary lymphoid
organs, are ectopic accumulations of lymphoid cells that
arise in nonlymphoid organs during chronic inflammation
through a process termed lymphoid neogenesis (also lym-
phoid neoorganogenesis) (2). The iBALT could be consid-
ered as either a secondary or tertiary lymphoid tissue. This
semantic issue epitomizes the plasticity of all lymphoid
organs and the fact that lymphoid organ regulation repre-
sents a continuum from ontogeny through chronic inflam-
mation. A notable difference between secondary lymphoid
organs and tertiary lymphoid tissues is the fact that the
latter can arise in almost any organ in the adult. Nonethe-
less, tertiary lymphoid tissues exhibit remarkable morpho-
logic, cellular, chemokine, and vasculature similarities to
secondary lymphoid organs. They exhibit T and B cell
compartmentalization, naı̈ve T and B cells, DCs, FDCs,
plasma cells and lymphoid chemokines CCL19, CCL21,
and CXCL13. Vessels with the morphological character-
istics of HEVs have been detected in tertiary lymphoid
tissues. In some cases, they express MADCAM-1. In oth-
ers, they express PNAd and the enzymes and scaffold pro-
teins necessary to generate that functional L-selectin lig-
and (118,178,277). Lymphatic vessels have been noted in
tertiary lymphoid tissues (278,279), though it is not clear
whether they function as afferent or efferent vessels.

Lymphoid neogenesis has been noted in humans in
autoimmunity, microbial infection, and chronic allograft
rejection (Table 2.2) (1). These accumulations occur in
atherosclerotic plaques with expression of FDCs, orga-
nized B cell follicles, HEVs (HECA-452), and CCL19 and
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◗ TABLE 2.2 Lymphoid Neogenesis in Human Autoimmunity, Infectious Diseases,
and Graft Rejection

Disease Affected Tissue Characteristics

Autoimmunity

Synovial membrane T and B cells, plasma cells, GCs, FDCs, CXCL13, CCL21, HEVs
(PNAd, HEC-6ST)

Sjögren’s syndrome Salivary glands T and B cells, plasma cells, GCs, FDCs, CCL21, CXCL12,
CXCL13 HEVs (PNAd)

Myasthenia gravis Thymus T and B cells, GCs, FDCs
Hashimoto’s thyroiditis Thyroid T and B cells, GCs, FDCs CCL21, CXCL13, CXCL12, plasma

cells, HEVs (PNAd)
Grave’s disease Thymus T and B cells, GCs, FDCs, CCL21, CXCL13, CXCL12, HEVs

(PNAd)
Multiple sclerosis Brain Lymphatic capillaries, B cell follicles and centroblasts, GCs,

CCL19, CCL21, CXCL12, CXCL13
Ulcerative colitis Colon CXCL13
Inflammatory bowel disease

(Crohn’s disease)
Bowel T cell-B compartments, LVs, HECA-452+ HEV

Psoriatic arthritis Joint T cells and B cells, CXCL13, CCL19, CCL21, HEVs (PNAd)

Infectious diseases

Borrelia burgdorferi/
Lyme Disease

Joints T and B cells, FDCs, HEVs

Borrelia burgdorferi/
Neuroborreliosis

Central nervous system/
cerebrospinal fluid

CXCL13

Hepatitis C virus Liver T cell-B compartments, MAdCAM-1
Bartonella henselae/cat scratch disease Granuloma CXCL13

Graft rejection

Organ
Heart Germinal centers
Kidney Germinal centers, lymphatic vessels

Original references are in Drayton et al. (1).

CCL21 in addition to those chemokines more often associ-
ated with acute inflammation (280). Ectopic lymphoid tis-
sues are also apparent in several animal models of autoim-
mune disease. The pancreatic infiltrates in early stages
of diabetes in the nonobese diabetic (NOD) mouse ex-
press lymphoid chemokines (281) and HEVs expressing
MAdCAM-1 (282,283), PNAd, and HEC-6ST (118). The
brain in experimental autoimmune encephalomyelitis, a
model of multiple sclerosis, has HEVs, CCL19, CCL21,
CXCL13, and FDCs (284–286). The thyroid in the BB rat
has T and B cell compartmentalization and DCs (287), and
the gut in autoimmune gastritis in the mouse has HEVs
and CXCL13 (288). Atherosclerotic plaques of apoprotein-
E–deficient mice exhibit a marked increase in T and B cells
and expression of CCL19 and CCL21 (289,290). Interest-
ingly, although recruitment of T and B cells to the ves-
sel wall depends in part on L-selectin, MECA-79–stained
HEVs are not seen (289), suggesting the existence of an
additional L-selectin ligand. Lymphoid neogenesis also
occurs in chronic mouse heart allograft rejection (291).

Tertiary lymphoid tissues have been induced in several
transgenic mouse models with the use of tissue-specific
promoters driving the expression of inflammatory cy-
tokines or lymphoid chemokines (1). These murine mod-
els, in addition to serving as examples of autoimmunity,
have provided invaluable insight into the regulation of sec-
ondary lymphoid organ development.

From Chronic Inflammation to Organized
Lymphoid Microenvironments

Data generated from analyzing the cellular and molecu-
lar requirements for secondary lymphoid organ develop-
ment have provided a paradigm for understanding the
development of tertiary lymphoid tissues in chronic in-
flammation. This paradigm proposes that the processes
and molecules governing secondary lymphoid organs are
also the basis of tertiary lymphoid tissue development (2)
and informs understanding of both secondary and tertiary
lymphoid tissues. The physiologic event(s) that precipitate
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lymphoid neogenesis remain unclear. Data obtained from
experiments in knockout and transgenic mice and clinical
observations indicate that cooperative activities of TNF/LT
family members and the lymphoid chemokines play cen-
tral roles in this process.

Inflammation is a localized response to tissue injury,
irritation, or infection often marked by tissue damage.
Acute inflammation is an early innate immune response
that is generally short-lived and self-limiting. However,
in some situations, acute inflammation transitions to a
chronic inflammatory response that is long-lived and self-
perpetuating. Tertiary lymphoid tissues arise under con-
ditions of constitutive cytokine or chemokine expression,
but the precise signal(s) that initiates their development is
unknown. By integrating studies of lymphoid neogenesis
in human pathologies and in animal models, it is becom-
ing clear that at least three critical events promote tertiary
lymphoid tissue formation: inflammatory (e.g., TNF/LT)
cytokine expression, lymphoid chemokine production by
stromal cells, and HEV development. It is not known if
lymphoid tissue inducer cells are necessary for lymphoid
neogenesis, although such cells have been noted in the
mouse models of lymphoid neogenesis (292).

Functions of Tertiary Lymphoid Tissues

Ectopic accumulation of lymphoid cells has been consid-
ered the hallmark of destructive inflammation. Indeed,
some tertiary lymphoid tissues are accompanied by tis-
sue damage. However, it is likely that tertiary lymphoid
tissues in chronic inflammation have roles in addition to
tissue destruction. In the case of microbial infection, it
is likely that lymphoid neogenesis occurs as a way to se-
quester pathogens and prevent their access to the other
parts of the body. This may represent a primitive form
of immunity. Although local antigen presentation within
the tertiary lymphoid tissue itself likely functions to pre-
vent bacteremia or viremia, the propensity for tertiary lym-
phoid tissues to develop into lymphomas, and the ability
of tertiary lymphoid tissues to serve as sites of prion ac-
cumulation, are obvious manifestations of possible detri-
mental functions (293). Further, the development of ter-
tiary lymphoid tissues in autoimmunity may perpetuate
disease.

Data from both human and murine studies provide
compelling evidence that tertiary lymphoid tissues are per-
missive microenvironments for the induction of antigen-
specific immune responses. Extensive immunohistochem-
ical analyses of tertiary lymphoid tissues in autoimmunity
and other chronic inflammatory states have established the
presence of GCs and FDC networks in these tissues; several
groups have demonstrated that tertiary lymphoid tissue
GCs can support B cell differentiation. Microdissection of
discrete lymphocytic foci and subsequent DNA sequence

analysis of germinal center B cells from the inflamed syn-
ovial tissue of patients with rheumatoid arthritis revealed
a restricted number of Vκ gene rearrangements, a result
consistent with oligoclonal B cell expansion in the syn-
ovial tissue (294). Somatic hypermutation is apparent in
synovial germinal center B cells (295). Further, synovial B
cells exhibit a limited number of heavy and light chain gene
rearrangements consistent with local clonal expansion of
these cells. The molecular analysis of tertiary lymphoid tis-
sue GCs from the salivary glands of patients with primary
Sjögren’s syndrome or the thymus of myasthenia gravis
patients demonstrates oligoclonal B cell proliferation in
these tissues in addition to somatic hypermutation of Ig
variable genes (296–298). Together, these studies indicate
that tertiary lymphoid tissue GCs in several autoimmune
pathologies can support antigen-driven clonal expansion
and extensive diversification.

Another important hallmark of antigen-driven B cell re-
sponses is the terminal differentiation of activated B cells
into Ig-secreting plasma cells. Plasma cells have been de-
tected in tertiary lymphoid tissues associated with GCs
in rheumatoid arthritis (299) and in Sjögren’s syndrome.
Mice expressing LTα under the control of the insulin pro-
moter (RIPLTα) exhibit tertiary lymphoid tissue at the
sites of transgene expression (i.e., pancrease, kidney, and
skin). After immunization with sheep red blood cells, ev-
idence of isotype switching is apparent in these cellu-
lar infiltrates (2). Although the presence of plasma cells
in tertiary lymphoid tissues is consistent with local anti-
gen presentation, it is occasionally unclear whether these
cells develop in the tertiary lymphoid tissues themselves
or have migrated from canonical secondary lymphoid tis-
sues. Nonetheless, when taken together, these studies in-
dicate that tertiary lymphoid tissues in several human
pathologies and animal models support antigen-driven B
cell differentiation marked by somatic hypermutation of
immunoglobulin variable genes, affinity maturation, iso-
type switching, and terminal differentiation into antibody-
secreting plasma cells.

T cell priming occurs in tertiary lymphoid tissues, as
suggested by the presence of isotype-switched plasma cells
in the RIPLTα tertiary lymphoid tissues (2) and T cell epi-
tope spreading in the central nervous system during ex-
perimental allergic encephalomyelitis (300). The restricted
TCR repertoire in a melanoma-associated tertiary lym-
phoid tissue (301) further supports the concept that ter-
tiary lymphoid tissues can act as priming sites. The demon-
stration of naı̈ve T cell proliferation in the islets of NOD
mice after surgical removal of pancreatic lymph nodes
(302) suggests, together with evidence noted above, that
tertiary lymphoid tissues present antigen to naı̈ve cells at
the local site and generate an immune response. Determi-
nant or epitope spreading, a phenomenon that arises in
several autoimmune diseases, occurs when epitopes other
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than the inducing antigen become major targets of an
ongoing immune response. It is considered to occur sub-
sequent to the tissue damage induced by the initiating
autoreactive T cells and therefore is the result of the pre-
sentation of new antigens (303). Data generated in murine
models of central nervous system inflammation support
the possibility that intermolecular and intramolecular epi-
tope spreading occurs in tertiary lymphoid tissues in the
central nervous system (300).

Plasticity and Adaptability of Tertiary
Lymphoid Tissues

Tertiary lymphoid tissues are the most plastic and adapt-
able of the lymphoid tissues. First, lymphoid neogene-
sis can be induced by a variety of stimuli. Their nimble-
ness in this regard suggests that they might represent the
most primitive tissues in the immune system. Tertiary lym-
phoid tissues can be “turned off” (i.e., resolved) upon re-
moval of the initial stimulus or after therapeutic interven-
tion. The destruction of the islets of Langerhans β cells
in Type I diabetes mellitus is an example of a situation
in which removal of the antigen stimulus is accompanied
by tertiary lymphoid tissue resolution. Antibiotic treat-
ment results in the resolution of tertiary lymphoid tissues
and even MALT lymphomas (304). Treatment has been
shown to resolve some established tertiary lymphoid tis-
sues, reversing insulitis and protecting against diabetes in
NOD mice (305). Such treatment can also “turn off” es-
tablished tertiary lymphoid tissues in a mouse model of
collagen-induced arthritis (306). These studies are similar
to those described earlier regarding the plasticity of lymph
nodes after mice are immunized or treated with LTβR-
Ig (185,193), again emphasizing the commonality of these
tissues.

CONCLUSION

The immune system depends on a remarkable organiza-
tion of tissues and cells. The organs have defined func-
tions that include generation of an immune repertoire
(primary lymphoid organs) and responding to antigens
(secondary lymphoid organs and tertiary lymphoid tis-
sues). Development of primary and secondary lymphoid
organs depends on precisely regulated expression of cy-
tokines, chemokines, and adhesion molecules. Similar sig-
nals regulate the transition from inflammation to tertiary
lymphoid tissues. Chemokines and adhesion molecules
regulate trafficking in and out of lymphoid organs. Sec-
ondary lymphoid organs are remarkably plastic in their
response to antigenic assault and adapt with changes in
expression of chemokines and adhesion molecules to max-
imize encounter of antigens with antigen-specific cells. Ter-
tiary lymphoid tissues, characteristic of many pathologic

states, may actually represent the most primitive form of
lymphoid tissues in their even greater plasticity and ability
to develop directly at the site of antigen exposure.
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INTRODUCTION

Defense mechanisms are found in all living things, some
surprisingly elaborate even in so-called “primitive” organ-
isms. Although in recent years new adaptive or adaptive-
like (somatically generated) immune systems have been
discovered in invertebrates and the jawless fish, adaptive
immunity-based on immunoglobulin (Ig), T cell receptors
(TCR), and the major histocompatibility complex (MHC)
is only present in jawed vertebrates (gnathostomes); be-
cause of clonal selection, positive and negative selection
in the thymus, MHC-regulated initiation of all adaptive re-
sponses, etc., the major elements of the adaptive immune
system are locked in a coevolving unit. In addition, a large
cast of supporting players, including a considerable ar-
ray of cytokines and chemokines, adhesion molecules, co-
stimulatory molecules, and well-defined primary and sec-
ondary lymphoid tissues, evolved in the jawed vertebrates
as well. This system was superimposed onto an innate sys-
tem inherited from invertebrates, from which some innate
molecules were coopted for the initial phase of the adaptive
response and others for effector mechanisms at the com-
pletion of adaptive responses. In jawed vertebrates, fine-
tuning or adaptations (or degeneration) in each taxon is
observed and not a steady progression from fish to mam-
mals as is seen—for example, in evolution of the telen-
cephalon (forebrain) in the nervous system or in heart
specialization. Given that all the basic adaptive immune
system features are present in cartilaginous fish and none
were lost (that we know of), variation on the theme (dif-
ferential utilization) rather than progressive installation of
new elements is the rule (1). In this chapter, there are only
a few cases of increasing complexity in the adaptive sys-
tem superimposed upon the vertebrate phylogenetic tree,
but many examples of contractions/expansions of existing
gene families; thus, on average “more (or less) of the same”
rather than “more and more new features” is the rule. We
observe a bush growing from a short stem rather than a tall
tree with well-defined branches, and thus deducing prim-
itive traits is not always easy.

Figure 3.1 displays the extant animal phyla ranging
from the single-celled protozoa to the protostome and
deuterostome lineages. It is often suggested or assumed
that molecules or mechanisms found in living proto-
stomes, like the well-studied Drosophila, are ancestral
to similar molecules/mechanisms in mouse and human.
While this is true in some cases, one should instead recog-
nize that Drosophila and mouse/human have taken just as
long (over 900 million years ago (MYA)) to evolve from
a common ancestral triploblastic coelomate (an animal
with three germ layers and a mesoderm-lined body cavity,
features shared by protostomes and deuterostomes), and
clearly Drosophila is not our ancestor (i.e., the manner by
which flies and mouse/human utilize certain families of
defense molecules may be quite different and both may be

nothing like the common ancestor). Thus, understanding
how model invertebrates and vertebrates perform certain
immune tasks is always an important first step, but we
only understand what is primordial or derived when we
have examined similar immune mechanisms/molecules in
species from a wide range of animal phyla. We will touch
on all of the defense molecule families listed in Figures 3.1
and 3.2 and Table 3.1 and will emphasize those that have
been conserved evolutionarily and those that have evolved
rapidly.

GENERAL PRINCIPLES OF IMMUNE
SYSTEM EVOLUTION

Rapid Evolution of Defense Mechanisms

Immune systems are often compared to the Red Queen in
Alice’s Adventures in Wonderland, (Red Queen’s Hypothesis
[2]), who must keep moving just to avoid falling behind:
“Now, here, you see, it takes all the running you can do, to
keep in the same place. If you want to get somewhere else,
you must run at least twice as fast as that!” Because of the
perpetual conflict with pathogens, the immune system is
in constant flux. This is exemplified by great differences in
the immune systems of animals that are even within the
same phylogenetic group (e.g., mosquito and fruitfly, both
arthropods). In fact, defense mechanisms are extremely
diverse throughout the invertebrate phla, as Keppler et al.
put it recently: “not homogeneous, not simple, not well
understood” (3). In the vertebrate frame of reference, the
most rapidly evolving system is natural killer (NK) cell
recognition, governed by different classes (superfamilies)
of receptors in mice and humans, but recently shown
to be extremely plastic even within the same family (4).
Rapid evolution of immune system molecules and mech-
anisms is a general rule, but we shall see that molecules
functioning at different levels of immune defense (recog-
nition, signaling, or effector) evolve at widely varying
rates (5).

Convergent Evolution

As mentioned earlier, when our informational database
was small, it was assumed that the same features appearing
in different taxa proved that they were present in the com-
mon ancestor as well (i.e., divergent evolution). While this
dictum still holds true and establishes one of the dogmas of
comparative immunology, later we discovered, because of
the aforementioned rapid evolution of immune systems,
often convergence of similar function has occurred in evo-
lution (i.e., the same function or molecular conformation
has arisen in different organisms), sometimes in species
that are relatively closely related. Although we will dis-
cuss several cases of convergent evolution throughout the
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LRR (NBS-LRR), TIR

Toll, IgSF, lectins, PPO, “MHC”, Rel, TIR

C′, PPO, “MHC”

LRR, Toll, lectins, PPO, IgSF, AMP, C ′/TEP, PGRP, GNBP, penaedins,
DSCAM (extensive diversity via splicing), Dicer, JAK/STAT, Rel, TIR

Toll (but not immune), IgSF, lectins, AMP, PGRP, GNB

Hemolysins, TNF(?), NK-like, PPO

PPO, lectins, AMP, IgSF, MDM, FREP, somatic DNA, Rel, TIR

NK-like

LRR, TLR (many!), Toll, NLR (many!), C ′/TEP, TNF, IL17 (many!),
SRCR (many!), PGRP, GNBP, lectin, PPO, IgSF V, RAG1/2, 185/333, Rel, TIR

LRR, TLR, lectins, PPO, TNF, C ′/TEP, IgSF V-C1, NK-like, "MHC", Rel, TIR

LRR, TLR, lectins, C ′/TEP, PPO, IgSF V, VCBP, TNF, Rel, TIR

LRR, TLR, lectins, C ′, IgSF V-C, APOBEC/AID, somatic DNA, VLR, Rel, TIR

LRR, TLR, NLR C ′, SRCR, TNF, IL-17, IgSF, NK, lectin, AMP, IgSF V-C1,
Ig/TCR, RAG1/2, APOBEC/AID, MHC I/II, somatic DNA, Rel, TIR 
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Plants
(250,000)

Protozoa
(50,000)

Porifera
(7,000)

Cnidaria
(10,000)

Arthropods
(770,000)

Nematodes
(20,000)

Platyhelminths
(20,000)

Annelids
(9,000)

Mollusks
(70,000)

Nemerteans
(1,000)

Sipunculids
(250)

Echinoderms
(7,000)

Urochordates
(3,000)

Cephalochordates
(25)

Jawless vertebrates
(60)

Jawed vertebrates
(58,000)

Sponges

Corals

Flies, mosquitos,
shrimp

C. elegans

Flatworms

Earthworms

Snails

Ribbon worms

Peanut worms

Sea urchins

Ciona, Botryllus

Amphioxus

Lamprey and Hagfish

Sharks Mammals

FIGURE 3.1 Major animal groups and immune mechanisms/molecules described to date in
each group. The first box in each row describes the animal taxon and the approximate number
of species in that group. The next box shows specific examples of species or subgroups. The third
box lists molecules/mechanisms found in each group: Underlined terms indicate somatic changes
to antigen receptors or secreted molecules. Figure modified from (20) and (32). See Table 3.1 for
definition of the acronyms.

chapter, for frame of reference, the NK cells, which use dif-
ferent receptor families in primates and rodents to achieve
precisely the same ends, are a striking example of conver-
gence (4).

Multigene Families

Immune genes are often found in clusters, with exten-
sive contraction and expansion via “birth and death” pro-
cesses (6). It is well known that such clusters can change

rapidly over evolutionary time due to unequal recombi-
nation and gene conversion (and not only in the immune
system, but in any cis-duplicating gene family). Often, fam-
ilies of related immune genes—especially those involved in
recognition events—are found near the telomeres of chro-
mosomes, presumably to further promote gene-shuffling
events. Nonclassical MHC class I loci and NK receptors are
two conspicuous examples of this phenomenon, again be-
lieved to be a consequence of the race against pathogens.
We will discuss many examples of how such multigene
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TLR
(LRR)

TIR

DD
CARD

NACHT

NLR
(LRR)

VLR
(LRR)

TCR
(IgSF)

PGRP GNBP

C-type
lectin

FIGURE 3.2 Major molecular fam-
ilies described in the text, and rep-
resentatives of each family: Leucine-
rich repeats (LRR), immunoglobulin
superfamily (IgSF), peptidoglycan-
recognition protein (PGRP), Gram
negative–binding protein (GNBP),
and C-type lectins. Representative
structures are shown above for LRR
(VLR, [104]), PGRP [306], and C-
type lectin [307]). Other acronyms
are defined in Table 3.1. For the NLR
model, the echinoderms have N-
terminal death domains (DD) while
all other animals have CARDs. Figure
modified from (32) with permission.

◗ TABLE 3.1 Molecules and Abbreviations Found Throughout the Text

Acroynym/Defense
Molecule Full Name Function

AID Activation-induced cytidine deaminase SHM/gene conversion/CSR
APOBEC Apolipoprotein B mRNA editing enzyme catalytic

polypeptide
Innate immunity (antiviral)

AGM Aorta/Gonad/Mesonephros Embryonic origin of hematopoietic cells
AMP Antimicrobial peptide Innate immunity
APAR Agnathan paired antigen receptor Similarities to Ig/TCR and NK receptors
Bf Factor B Enzyme of C′ cascade
C′ Complement Innate/adaptive immunity
CARD Caspase-recruitment domain Domain in intracellular defense molecules
CATERPILLER or CLR CARD, transcription enhancer, R(purine)-binding,

pyrin, lots of leucine repeats
Apoptosis/immunity/inflammation

CSR Class-switch recombination Adaptive humoral immunity
DSCAM Down’s syndrome cell-adhesion molecule Insect immune (adaptive?) defense and neuron specification
ECM Extracellular matrix
FBA F box associated domain Intracellular domain
FcRN Fc receptor neonatal MHC-like FcR
FREP Fibrinogen-related protein Mollusk (adaptive?) defense
GALT Gut-associated lymphoid tissue
GNBP Gram-negative binding protein Response to gram-negative bacteria
GPI Glycophosphatidylinositol Lipid linkage to cell membrane (e.g., VLR)
Hemolysin Cell lysis
ICE Interleukin-converting enzyme IL-1β processing
Ig Immunoglobulin Adaptive immunity
IgSF Immunoglobulin superfamily Innate/adaptive immunity
IFN Interferon Innate (type I)/adaptive (type II) immunity
IMD Immune deficiency Insect innate defense
IRF Interferon regulatory factor Innate (transcription factor)
ITAM Immunoreceptor tyrosine-based activation motif Signaling motif for NK and antigen receptors
ITIM Immunoreceptor tyrosine-based inhibitory motif Signaling motif for NK and antigen receptors
GC Germinal center
KIR Killer IgSF receptor NK cell receptor
Lectins e.g., Galectin, C-type, S-type Many (e.g., NK receptors, selectins)

(continued )
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◗ TABLE 3.1 Molecules and Abbreviations Found Throughout the Text (Continued)

Acroymym/Defense
Molecule Full Name Function

LMP Low-molecular-weight protein Proteasome subunit
LRR Leucine-rich repeat Innate/adaptive immunity module
MAC Membrane-attack complex C′, pore-forming
MACPF MAC-perforin domain Potential pore former
MASP MBP-associated serine protease Lectin C′ pathway
MBP (or MBL) Mannose-binding protein (lectin) Lectin C′ pathway
MDM Mollusk defense molecule IgSF defense molecule
MHC Major histocompatibility complex T cell recognition; innate immunity
MIF Macrophage inhibitory factor Innate immunity; inflammation
MyD88 (also dMyD88) Myeloid differentiation primary response gene 88 TLR adaptor
NK cell Natural killer cell Vertebrate innate cellular immunity
NALP NACHT leucine-rich repeat and PYD-containing

protein
Intracellular PRR

NBD-LRR Nucleotide-binding domain LRR Motif of intracellular defense molecules
NFκB Nuclear factor-κ B (Rel homology domain) Evolutionarily conserved transcription factor
NLR NACHT leucine-rich repeat protein Intracellular PRR
NOD Nucleotide oligomerization domain protein Intracellular PRR
NOS Nitric oxide synthase Intracellular killing innate defense molecule
PAMP Pathogen-associated molecular pattern Conserved target epitopes on Pathogens
PCD Programmed cell death Many pathways
Penaeidin Defense molecule in shrimp
PGRP Peptidoglycan-recognition protein Gram-positive bacteria defense family; receptor and effector
PPO Propolyphenol oxidase Plant/invertebrate defense (melanization)
PRR Pattern-recognition receptor Recognize PAMP, innate/adaptive immunity
Polμ DNA polymerase μ Error-prone polymerase (related to TdT)
PYD Pyrin domain Domain in intracellular defense molecules
PPO Prophenoloxidase invertebrate defense molecule
RAG Recombination-activating gene Ig/TCR rearrangement
RFP-Y Restriction Fragment Polymorphism-Y Chicken nonclassical MHC gene cluster
RIG Retinoic acid-inducible gene Intracellular double-stranded RNA recognition
SHM Somatic hypermutation Adaptive humoral immunity
SPE Spaetzle-processing enzyme Insect defense molecule in Toll cascade
SRCR Scavenger receptor cysteine-rich Innate immunity recognition molecule
TAP (and TAP-L) Transporter associated with antigen processing Transports peptides from cytosol to ER lumen
TCR T cell receptor Adaptive defense
TdT Terminal deoxynucleotidyl transferase Involved in Ig/TCR rearrangement
TEP Thioester-containing protein Opsonization (like C3)
TGF Transforming growth factor Immunosuppressive cytokine
UPD Unpaired Protostome cytokine induced by viral infection
TNF Tumor necrosis factor Proinflammatory cytokine (and family)
V-, C1-, C2-, I- Variable, constant 1 and 2, intermediate IgSF

domain
IgSF domain types

VCBP Variable domain chitin binding Amphioxus defense molecule
VLR Variable lymphocyte receptor Agnathan adaptive defense molecule
XNC Xenopus nonclassical Xenopus class Ib cluster
185/333 Sea urchin defense molecule (adaptive?) Defense

families have been exploited in different species through-
out the chapter.

Gene duplication, either in the clusters mentioned
above or as a consequence of en bloc duplications, cer-
tainly have been major features of immune system diver-
sity and plasticity. The evidence is becoming clearer that

two genomewide duplications (the so-called 2R hypothe-
sis) occurred early in vertebrate history, tracking very well
with the emergence of the Ig/TCR/MHC-based adaptive im-
mune system (7,8). This theory forms the basis for much
that will be discussed concerning the development of the
vertebrate adaptive immune response.
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Polymorphism

Polymorphism (and polylocism) increases the diversity
of recognition capacity in a population. It can be gener-
ated any time during the history of a gene family of ei-
ther receptor or effector molecules: MHC, Toll-like recep-
tors (TLR), Ig, TCR, NK receptors and related molecules,
and AMPs are just a few examples. Polymorphism pro-
vides populations with flexibility in the face of the chang-
ing pathogenic environment. This subject, central to the
studies on MHC, leukocyte receptor complex (LRC), and
natural killer cell complex (NKC), is becoming well doc-
umented for immunity-related genes in insects as well.
In Drosophila, polymorphism in signal transduction and
pathogen recognition genes is significantly associated with
variability in immunocompetence. Polymorphism in reg-
ulatory networks is indeed expected since parasites often
target its elements (5).

Somatic Generation of Diversity

Somatic modifications can take place at multiple levels
to generate immune system diversity. Long believed to be
the sole domain of jawed vertebrates, modifications at the
DNA level via somatic hypermutation (SHM), gene con-
version, or rearrangement (primary and secondary [e.g.,
receptor editing]) irreversibly modify genes within an indi-
vidual. The well-known V(D)J joining, class switch recom-
bination (CSR), and SHM are examples of this processes in
the Ig superfamily (IgSF) receptors of jawed vertebrates,
but recent work has shown quite convincingly that modifi-
cations to genomic DNA can also occur in the jawless fish
and some invertebrates (9). The list of organisms under-
going such diversity of germline immune genes will only
grow as more organisms are examined and more genome
and EST sequencing projects are undertaken (Figure 3.1).

Alternative splicing can be a source of tremendous di-
versity in some gene families encoding receptors involved
in immunity in insects and crustaceans. The DSCAM
(Down syndrome cell adhesion molecule) gene in several
invertebrates (described in detail; see page 70) was shown
to generate enormous diversity via RNA processing (10). In
the vertebrate lineage, this mechanism is important in de-
termining the function of different molecules, best known
for the Igs (transmembrane [TM] versus secreted forms,
as well as inflammatory versus neutralizing forms in non-
mammalian vertebrates).

Further diversity can be obtained by the assembly
of multichain receptors in which different components
are combined. The classical example in the jawed ver-
tebrate adaptive immune system is that of Ig light (L)
and heavy (H) chains of antibodies, but similar combina-
tion can occur with insect peptidoglycan-recognizing pro-
teins (PGRP), vertebrate TLR, and many other receptors
in which all the components have not been discovered.

MAJOR GENE FAMILIES INVOLVED
IN IMMUNITY

The involvement of relatively few gene families in the im-
mune system probably reflects the fact that there were
few evolutionary scenarios leading to recognition binding
with reasonable affinities, and once invented those features
were exploited in every niche where they were selectable
(11,12). Some of the most common families (Figure 3.2)
are IgSF, leucine rich repeat (LRR), C-type lectins, and the
tumor necrosis family (TNF), and certain other domains
in immune recognition (e.g., scavenger receptor cysteine-
rich, SRCR; see Table 3.1). As a means of introduction, we
describe in some detail two of these families, which are
displayed prominently in this chapter.

Leucine-rich Repeats

The LRR family of receptors has a long evolutionary
history (Figure 3.2) (13). LRR consist of 2 to 45 mo-
tifs of 20 to 30 amino acids in length XLXXLXLXXNX-
HXXHXXXXFXXLX that fold into an arc shape, the
concave part of which is well suited for protein-protein
or protein-carbohydrate interactions. Molecular model-
ing suggests that the conserved pattern LxxLxL, which is
shorter than the previously proposed LxxLxLxxN/CxL is
sufficient to impart the characteristic horseshoe curvature
to proteins with 20- to 30-residue repeats. LRR are often
flanked by cysteine-rich domains. LRRs occur in proteins
ranging from viruses to eukaryotes and include tyrosine
kinase receptors, cell-adhesion molecules, resistance (R)
factors in plants, and ECM-binding glycoproteins (e.g., per-
oxidasin) and are involved in a variety of protein-protein
interactions: signal transduction, cell adhesion, DNA re-
pair, recombination, transcription, RNA processing, dis-
ease resistance, apoptosis, and the immune response.

LRR-containing proteins can be associated with a vari-
ety of other domains, whether they are extracellular (LRR
associated with IgSF or fibronectin type III [FN3]) or in-
tracellular (caterpiller family LRR associated with a vari-
ety of effector domains, discussed later). In these chimeric
molecules, the LRR moiety is involved in recognition, most
likely due to its extraordinarily plastic structure. There are
at least six families of LRR proteins, characterized by dif-
ferent lengths and consensus sequences of the repeats (14).
Repeats from different subfamilies never occur simultane-
ously and have most probably evolved independently in
different organisms.

LRR proteins are involved in immunity from plants to
all metazoa. The functions they can exert in the immune
systems range from control of motility of hemocytes and
lymphocytes (15) to specific recognition of antigens via a
novel system of gene rearrangement (the variable lympho-
cyte receptors, or VLR, described later). LRR can occur in
soluble forms, the ECM, in the cytosol, or as TM forms,
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either integral membrane proteins or glycophoshatidyl-
inositol (GPI)-anchored. The apparent lack of unity in evo-
lution of some gene families, the change in commitment
from one function to another is also well illustrated by
the evolutionary fate of Toll and TLR. In triplobastic meta-
zoans the structurally closely related members of this fam-
ily range from not being involved in immunity (in several
invertebrates) to becoming the equivalent of a cytokine re-
ceptor or a pathogen recognition receptor (PRR), like the
vertebrate TLR (16).

Immunoglobulin Superfamily

IgSF domains are encountered in a very large number
of molecules in the animal kingdom and constitute the
most prevalent domain in defense molecules (17). They
are found intracellularly (e.g., connectin), as cell adhe-
sion molecules, many of which are in the nervous system
(e.g., neural cell adhesion molecule (NCAM)), coreceptors
and costimulatory molecules of the immune system (e.g.,
CD79, CD80), molecules involved in antigen presentation
to lymphocytes (e.g., class I molecules), certain classes cy-
tokine receptors (e.g., IL1R), and of course Ig and TCR,
where they were first characterized and were bestowed
with their name (Ig). They can be associated with other
domains, such as fibronectin (FN; e.g., titin) and LRR, or
they can be the sole constitutive elements of the polypep-
tide chain often linked to a TM segment and a cytoplas-

mic tail (or GPI-linked). The β barrel IgSF structure was
adopted independently in other families such as cadherins,
calycins, lipocalin, etc., and the superfamily has hundreds
of members and has been selected for several different
functions. These functions are somehow related, almost
all involved with protein-ligand interactions. The verte-
brate lymphocyte surface can express more than 30 dif-
ferent IgSF members (17).

IgSF domains are commonly classified according to dif-
ferent domain constitution in their β strands and loops
(Figure 3.3). All conform to the stable shape of a β bar-
rel consisting of two interfacing β sheets, usually linked
by a disulfide bridge. There are three types of domains:
variable (V) and two type of constant (C1 and C2); the so-
called I set domain is intermediate between the C1 and
C2. The V domain is most complex with more strands (C′

and C′′), which make up complementarity determining re-
gion (CDR) 2 in conventional Igs and TCRs. C1 domains
lack these strands entirely and C2/I domains have varying
sizes in the C′/C′′ region. V domains, either alone (e.g., the
new antigen receptor, NAR) or in association with another
V domain (e.g., Ig H/L), recognize the antigenic epitope,
and are therefore the most important elements for recog-
nition. Domains with the typical V fold, whether belonging
to the true V set or the I set, have been found from sponges
to insects (e.g., amalgam, lachesin and fascicilin), and
even in bacteria. The mollusk FREPS (fibrinogen-related
proteins, described; see page 70) have one or two V-like
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FIGURE 3.3 Major types of immunoglobulin superfamily (IgSF) domains (V, variable; I, inter-
mediate; C1, constant domain-1; C2, constant domain-2). The domains are made up entirely of
β strands that make up two sheets: A, B, D, E in one sheet and C, (C′, C′′), F, and G in the other
sheet. An intrachain disulfide bond is usually found that connects the two sheets (cys in the B
and F strands). In Ig and TCR, the V exon encodes the A–F strands and the J segment encodes
the G strand (a Gly-X-Gly tripeptide is encoded in the J segment of antigen receptors and in some
non-rearranging domains of the “VJ-type”). Information taken from (11,17).
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domains at their distal end, associated with a fibrinogen-
like domain.

The binding capacities of a V domain can reside in dif-
ferent areas of the molecule (interstrand loops, A-A’ strand,
F strand). In diversified molecules such as Ig/TCR, these re-
gions are the targets for variation in shape and charge. The
binding capacities can be modulated whether one domain
acts as a single receptor unit (e.g., IgNAR), or whether it
is associated with a contiguous domain (e.g., KIR, VCBP)
or with another polypeptide chain (e.g., TCR, Ig). In the
case of a dimer, the binding capacity can again be modu-
lated by the presence or the absence in the G strand of a
diglycine bulge, which can modify the space between the
faces of the Ig domain. In several cases, the sites responsi-
ble for binding are known (KIR, Ig, TCR); in many other
cases they are not known but inferred from crystal struc-
tures and/or variability plots (LITR, CHIR, FcRH, TREMs
DSCAM, hemolin (11]).

IMMUNITY IN PLANTS AND
INVERTEBRATES

Immune responses are often subdivided into recogni-
tion, signaling, and effector phases, which are sub-
jected to different pressures defined by whether orthol-
ogy is maintained and the relative divergence rates of the
genes responsible for the various phases (5). Recognition
molecules are from well-conserved families, but as de-
scribed earlier, their genes are subjected to rapid dupli-
cation/deletion so that orthology is rarely maintained. By
contrast, signaling pathways are well conserved (see Figure
3.6), despite the fact that the genes are often divergent in
sequence. Effector molecules can either be extremely con-
served (e.g., reactive oxygen intermediates) or extremely
divergent to the point of being species-specific (e.g., an-
timicrobial peptides, AMP). Here, we break down the im-
mune response into these three phases, beginning with the
cells involved in recognition.

Recognition

Initiation of an immune reaction can theoretically in-
volve either the recognition of non-self, altered self, or
the absence of self. Non-self recognition can take place
with receptors (PRR, pattern recognition receptors) for the
so-called pathogen-associated molecular patterns (PAMP),
which are defined as evolutionarily conserved epitopes ex-
pressed by molecules of pathogens but not host cells (18).
The second mode, altered self, is typified by molecules that
are induced in self-cells during infections and recognized
by conserved defense molecules, similar to the SOS sys-
tems mentioned later in the MHC section, or by peptide
presentation on MHC molecules. A third mechanism, “Am
I still myself,” depends on recognition of self-tags and their
changes in expression (19)—for example, NK recognition

of self-MHC molecules through KIR and C-type lectins.
These latter two mechanisms have not been described in
the invertebrates for immune defense against pathogens,
but it would not be surprising if they were revealed in the
future, considering the new features of invertebrate im-
mune systems that have been discovered recently.

Whether the invader is related to an animal host (cells
from individuals of the same species or cells from a par-
asitoid) or are very distant from the host (fungi and
bacteria), there are different principles of recognition.
Yet PAMP determinants have been identified on very dif-
ferent organisms—sugars such as β1,3 glucan of fungi,
lipopolysaccharide (LPS) and peptidoglycans of bacteria,
and phosphoglycan of some parasites—and they can trig-
ger the same cascade of events. The foreign ligand can be
bound by a molecule in solution that initiates an effec-
tor proteolytic cascade (e.g., clotting or the complement
cascade). However, a proteolytic cascade can be initiated
and result in the production of a self-ligand that interacts
with a cell surface receptor. In this way there need not be
a great diversity of cell surface receptors, an advantage in
the absence of clonal selection.

Of the more than 1 million described species of animals
(Figure 3.1) ∼95% are invertebrates representing 33 phyla,
some with one species (Placozoa, Cycliophora) and others
with more than 1 million (Arthropoda). Since they have
major differences in body plans, development, size, habi-
tat, etc., wildly different types of immune systems in di-
verse species should be expected. Early studies of inverte-
brate immunology reached no consensus of how immunity
should be examined, but because vertebrate immunity was
often defined through transplantation reactions, attempts
to reveal specific memory by allograft rejection as detailed
in the following discussions was often used. After (mostly
failed) attempts to demonstrate memory of such responses
in the invertebrates (see following discussion) and after ex-
tensive molecular studies, a consensus was reached that an
invertebrate adaptive immune system involving somatic
generation of antigen receptors and their clonal expres-
sion was highly unlikely (however, now with caveats noted
in following dicussion). Phagocytosis has long been cited
as one example of such conservation, together with sev-
eral proteins of the acute phase response and complement
cascades. During innate responses in which memory to a
particular antigen does not exist, selection is at the level
of the species polymorphism and diversity. However, the
term “innate” can be too rigid and masks the possibility of
other somatic alterations of invertebrate immune system
molecules, as will be discussed (20).

Invertebrate Cells

Examples of conservation of fundamental mechanisms
of genetic control of developmental pathway between
protostomes and deuterostomes, even in the absence of
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FIGURE 3.4 Comparison of blood cell differentiation in insects (Drosophila) and vertebrates.
Homologous transcription factors are noted with superscripts: 1, Srp and GATA; 2, Lz and AML-1;
3, Ush and FOG-1. This figure was modified from (23,25); details in the text.

homology of the cells or organ considered, are accumu-
lating: Wings are not homologous between Drosophila and
birds, yet they follow a similar logic of development that
includes a common network of genes. This applies also
to the organization and expression of the homeotic gene
clusters and eye formation through the function of a com-
plex of proteins including Pax-6 (21,22). The cell types in-
volved, besides direct interaction with the external layer
of cells on the skin, or external teguments, are special-
ized cells of mesodermal origin devoted to defense. This

is true for all coelomates where effector cells have been
identified (Figure 3.4). The cells can be circulating or ses-
sile, and often are found associated with the gut. Sev-
eral morphologically distinct hemocyte types in insects
cooperate in immune responses: They attach to invad-
ing organisms and isolate them, trapping larger organ-
isms in nodules or forming large multicellular capsules
around them. Indirect evidence for the role of hemo-
cytes in immune responses can be derived by contrast-
ing properties of such cells in healthy and parasitized
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animals (i.e., modifications in adherence and opsonic
activity).

All eumetazoa show heterogeneity of the free circu-
lating cells, generically called hemocytes (arthropods),
coelomocytes, amebocytes (annelids, mollusks, and echin-
oderms), or leukocytes (Sipunculids). However, the reper-
toire of insect “blood cells” is clearly less heterogeneous
than that of vertebrates. Basically three or four types of cell
lineages can be identified in Drosophila: plasmacyte, crys-
tal cells, and lamellocytes (Figures 3.4, 3.5) and an equiv-
alent number in Lepidoptera (butterflies). They ultimately
play important roles in development and in immunity. The
functional roles they play consist of immune defense, dis-
posing of apoptotic and other debris, contributing to the
extracellular matrix (ECM), and modeling of the nervous
system. The immunity role encompasses phagocytosis, en-
capsulation, and at time production of effector molecules
(Figure 3.5). Both roles require recognition of PAMPS or
self-derived defense molecules (i.e., opsonization) at the
cell surface (23–25).

Only in a few organisms has the characterization of
hemocyte lineages gone beyond morphological or basic
physiological functions. Among these free circulating cells
are always one or more types that can undergo phagocyto-

sis. Different cells participate in encapsulation, pinocyto-
sis, and nodule formation and can on stimulation produce
a great variety (within an individual and among species) of
soluble effector molecules that may eliminate the pathogen
(Figure 3.5). In an attempt to integrate all of the data avail-
able in invertebrates, Hartenstein (23) has proposed a uni-
fied nomenclature of four basic types: prohemocytes, hya-
line hemocytes (plasmatocytes or monocytes), granular
hemocytes (granulocytes), and eleocytes (chloragocytes).
These designations will be found in the following descrip-
tion of the blood cell types.

Although vertebrate blood cells are derived from meso-
derm, free-moving cells with analogous and sometime ho-
mologous functions, and genes can be found in all meta-
zoa including those that have no typical mesoderm (and
obviously no coeloms). Porifera (sponges) remain per-
haps the only metazoan completely without mesoderm and
they have many motile amoebocytes (26). They apparently
function for digestion, phagocytosis, and renewal of stem
cells. Some archeocytes seem to be the phagocytic effec-
tors. In triploblastic acoelomates like flatworms, motile
cells can be observed in the parenchyma, perhaps corre-
sponding to pluripotent cells—they can differentiate into
many cell types of unknown immune function.
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Earthworm (annelid) coelom-tropic coelomocytes are
called eleocytes. They contain glycogen and lipid and are
considered of the same lineage as the chloragocytes in-
volved in the production of immune effector molecules
such as fetidin or lysenin. The phagocytic cells of an-
nelids are apparently granular “leukocytes” derived from
the somatopleura and involved in wound healing, whereas
the ones derived from the splanchnopleura participate
in immunity. Heterogeneity of annelid coelomocytes is
not encountered in primitive oligochaetes or in hirudi-
nae (leeches). Phagocytic coelomocytes show an acid phos-
phatase activity and a beta glucoronidase activity (27). The
large coelomocytes and free chloragocytes (eleocytes) in
the typhlosole of Eisenia foetida appear to produce the bac-
teriolytic and cytolytic factor lysenin (28). Chloragocytes
were also identified with plaque assays and produce fetidin
(another name for lysenin). From electron microscopy
(EM) studies, macrophagelike cells seem to be involved
in graft rejection. In the closely related Sipunculid phy-
lum, two main cell types can be identified in the blood,
erythrocytes (a rare occurrence in invertebrates) and gran-
ular leukocytes. The latter are capable of cytotoxicity and
even have dense granules reminiscent of vertebrate “NK
cells” (29).

Two developmental series have been described in
mollusks—the hyaline and granular cells—but cephalo-
pods seem to have only one lineage. They participate in en-
capsulation, with hemocytes adhering around the foreign
body like Drosophila lamellocytes. Phagocytosis is carried
out by the wandering hemocytes (27). In oysters, EM re-
vealed different types of circulating hemocytes, including
granular hemocytes resembling the granulocytes of Sipun-
culus mentioned earlier (30). In crustaceans, the situation
is similar to that in mollusks, with three main populations
identified based again on the presence of granules in the
cytoplasm. The hyaline cells are involved in the clotting
process and the granular cells in phagocytosis, encapsu-
lation, and the pro-phenoloxidase (PPO) pathway (Figure
3.5). The hematopoietic organ is located on the dorsal and
dorsolateral regions of the stomach (24).

In insects, the so-called prohemocytes are believed to
be the stem cells (Figures 3.4, 3.5). They are only found
in the embryonic head mesoderm and the larval lymph
glands but not in the hemolymph. However, prohemocytes
are frequent in both the hemolymph and hematopoietic
organs of the lepidopteran Bombyx (silkmoth). Plasmato-
cytes of Drosophila have a phagocytic function. This type
of hemocyte is equivalent to the granulocytes of Bombyx,
which play a key role in phagocytosis in normal larvae.
Lamellocytes seem to be unique to Drosophila, but they
are probably the equivalent of the Lepidopteran plasma-
cytoid cells. Their precursors reside in the larval lymph
gland, where they differentiate in response to macroscopic
pathogens, following a brief phase of mitosis linked to
the presence of the pathogens and under hormonal con-

trol via ecdysone. The transcription factors (GATA, Friend-
of-GATA, and Runx family proteins) and signal trans-
duction pathways (Toll/NF-kappaB, Serrate/Notch, and
Janus Kinase/Signal transduction activators of transcrip-
tion (JAK/STAT)) that are required for specification and
proliferation of blood cells during normal hematopoiesis,
as well as during hematopoietic proliferation that accom-
panies immune challenge, have been conserved through-
out evolution (Figure 3.4). The specific differentiation of
lamellocytes requires the transcription factor Collier. The
mammalian early B cell factor (EBF), an orthologue of
Collier, is involved in B cell differentiation in mice. The
Drosophila crystal cells are responsible for melanization
through the PPO system (see later discussion). In silkworm
oenocytoids, crystallike inclusions are also found, but they
disappear later after bleeding (23,25,31).

Echinoderm coelomocytes express a diversity of effec-
tor functions, but no studies of lineages have been per-
formed. In echinoderms, the number of different coelo-
mocytes may vary according to the family. The sea urchin
is endowed with at least four cell types, only one of which
only is phagocytic and corresponds to the bladder or fili-
form forms. Another type is described as the round vibrat-
ing cell involved in clotting. Pigment cells (red spherule
cells) have been detected ingesting bacteria; the morphol-
ogy of phagocytic cells can vary enormously precluding
any easy classification (32).

In tunicates, amoeboid cells circulate in the blood and
are involved in a large number of processes, such as clot-
ting, excretion, nutrition budding, and immunity. Large
numbers of blood cells are present (avg. 107 per mL) in
the blood of ascidians such as Ciona. Hemoblasts are con-
sidered to be undifferentiated cells, perhaps the equivalent
of the prohemocytes of arthropods or the neoblasts of an-
nelids. Blood cells in ascidians proliferate in the connective
tissue next to the atrium. The pharyngeal hematopoietic
nodule of this animal contains a large number of hyaline
and granular cells called leukocytes with supposed inter-
mediary forms of differentiation between blast and gran-
ular mature types. The granular form is likely to be
involved in postphagocytic activity, like in the earth-
worms (33). Adoptive transfer of alloimmunity in the soli-
tary tunicate Styela can be achieved via lymphocytelike
cells (34).

In amphioxus, cells with phagocytic capacity have been
identified in the coelom with a morphology resembling
more the phagocytic echinoderm cells than urochordate
blood cells, a fact that is consistent with the new sys-
tematic positions of amphioxus and echinoderms (35).
Both free cells and the lining of the perivisceral coelom
are able to phagocytose bacteria. Recently, cells with the
morphological appearance of lymphocytes and expression
of lymphocyte-specific genes were detected in this species;
this is the earliest identification of such cells in phylogeny
(36,37).
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Hematopoietic Cell Origins: Hematopoiesis
in Invertebrates

The history of the hemocytes cannot be dissociated from
that of the mesoderm among the metazoa. The Bilaterian
ancestor was most likely a small acoelomate or pseudo-
coelomate worm similar to extant platyhelminths (flat-
worms) or nemathelminths (Figure 3.1). A specialized vas-
cular system or respiratory system was probably absent,
although cells specialized for transport and excretions
were likely present because they exist in most extant
Bilaterian phyla. One can further assume that groups
of mesoderm cells in the Bilaterian ancestor could
have formed epithelial structures lining internal tubules
or cavities (splanchopleura). In coelomates, the meso-
derm transforms into an epithelial sac, the walls of
which attach to the ectoderm (somatopleura) and the in-
ner organs (splanchnopleura). Blood vessels are formed
by tubular clefts bounded by the splanchnopleura. Ex-
cretory nephrocytes are integrated into those vascular
walls, which also gives rise to blood cells circulating
within the blood vessels (the pronephros of anurans and
head kidney of teleost fish are important heneatopoi-
etic organs in vertebrates, see Figure 3.14). Thus, fur-
ther evolutionary changes separated the three systems,
but there was a close original connection between
them.

The origin of hemocytes has been investigated mainly
in arthropods, particularly in Drosophila (Figure 3.4).
When examining principles that govern hematopoietic
pathways, similarities have been observed with verte-
brates, raising interesting evolutionary issues (23,25). In
jawed vertebrates, the yolk sac or its equivalent gives rise
to blood precursors that are primarily erythroid in na-
ture. In succession, definitive hematopoiesis occurs in the
aorta/gonad/mesonephros (AGM) region of the embryo,
encompassing all of the different cell types and multipo-
tent progenitors (although this is controversial). Like in
the vertebrates, hematopoiesis in insects is biphasic. One
phase occurs in the embryo and the other during larval
development. Additionally, these waves occur in distinct
locations of the embryonic head mesoderm and the larval
lymph gland. In the early embryo, expression of the GATA
factor serpent (Srp) can be detected in the head mesoderm.
This GATA family of zinc (Zn)-finger transcription factors
is conserved from yeast to vertebrates where they are in-
volved in various aspects of hematopoiesis. Blood cell for-
mation in the head follows Srp expression, whereas in the
lymph gland there is a long delay between Srp expression
and the appearance of the lymph gland–derived hemocytes
(38). Hematopoiesis in the head mesoderm and yolk sac
may be related evolutionarily. A further similarity occurs
at the AGM/lymph gland level in Drosophila. The lymph
gland develops from a part of lateral mesoderm that also
gives rise to vascular and excretory cells, much like the ver-

tebrate AGM. The conserved relationship between blood
precursors and vascular and excretory systems is intri-
guing.

Responses of Hemocytes

Proliferation of hemocytes on stimulation is an unresolved
issue in the invertebrates; clearly, clonal selection resulting
in extensive proliferation is not the rule. The turnover of
cell populations has been the object of numerous, often
unconvincing experiments. Still new data have emerged,
and it is clear that in several invertebrate phyla, prolif-
eration occurs in certain cell types following encounters
with pathogens. Very little cell proliferation occurs in the
circulation of crayfish, but cells in the hematopoietic tis-
sue divide after an injection of the PAMP β1,3-glucan. New
cells in the circulation developed into functional SGCs and
GCs expressing the pro–phenol oxidase (PO) transcript.
RUNT protein expression was upregulated prior to release
of hemocytes. In contrast, pro-PO was expressed in these
cells only after their release into the circulation (39).

By contrast to the study of transcription factors that reg-
ulate hematopoiesis, relatively little is known about cy-
tokines that drive hematopoiesis among invertebrates. It
was reported that differentiation and growth of hema-
topoietic stem cells in vitro from crayfish required the fac-
tor astakine, which contains a prokineticin domain (40);
prokineticins are involved in vertebrate hematopoiesis, an-
other case of conservation during the evolution of growth
factors and blood cell development.

Parasitization of Drosophila by the wasp Leptopilina
boulardi leads to an increase in the number of both lamel-
locytes and crystal cells in the Drosophila larval lymph
gland. This is partially due a limited burst of mitosis, sug-
gesting that both cell division and differentiation of lymph
gland hemocytes are required for encapsulation. In genetic
backgrounds where ecdysone levels are low (ecdysoneless)
the encapsulation response is compromised, and mitotic
amplification is absent. This ecdysone-dependent regula-
tion of hematopoiesis is similar to the role of mammalian
steroid hormones such as glucocorticoids that regulate
transcription and influence proliferation and differentia-
tion of hematopoietic cells (41).

Phagocytosis

To obtain phagocytosis at the site of microorganism in-
vasion implies recruitment of cells via chemoattraction.
In vertebrates, this can be done by several categories of
molecules, such as chemokines like IL-8 or the comple-
ment fragments C3a and C5a (as mentioned later, C3a frag-
ments as we know from mammals may be found in tuni-
cates but not other nonvertebrates; yet, C3 may be cleaved
in different ways in the invertebrates.) C3b, MBL, and
many other lectins can function as opsonins, and recent
studies of TEPs, DSCAMs, and eater have added to this
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FIGURE 3.6 Comparison of immune response induction, intracellular pathways, and immune
outcome in Drosophila and vertebrates. Note that the initiation of the response and the outcome(s)
are quite different, but the intracellular signaling pathways are well conserved evolutionarily
(details in the text). This figure was modified with permission from (31).

repertoire (Figure 3.5) (31). Ingestion follows phagocyto-
sis, and then killing occurs by an oxidative mechanism
with the production of reactive oxygen radicals and ni-
tric oxide. These mechanisms are conserved in phylogeny,
as described earlier. Unique to mammals and presumably
all jawed vertebrates, the activation of phagocytes also
leads to upregulation of the antigen processing machinery,
costimulatory molecules, and proinflammatory cytokines
that can enhance adaptive immunity (Figure 3.6) (42).

Melanization

A major defense system in invertebrates is the melaniza-
tion of pathogens and damaged tissues (Figure 3.5) (43).
The process is controlled by the circulating enzymes PPO
and PO. The system is activated by GNBP, PGRP, LPS-
binding proteins, and other proteins that can bind to var-
ious PAMPs (Figure 3.5). The complexes launch a cas-
cade of serine protease activities resulting in cleavage

of the pro-form of a prophenoloxidase-activating enzyme
into the active form that in turn activates the PPO into
PO. This leads to the production of quinones and fi-
nally melanin. Melanization can completely inhibit par-
asite growth, whereas concomitant with PPO activation,
many other immune reactions are initiated, such as the
generation of factors with antimicrobial, cytotoxic, op-
sonic, or encapsulation-promoting activities. The presence
of specific proteinase inhibitors (of the serpin family) pre-
vents unnecessary activation of the cascade and overpro-
duction of toxic products. Phenoloxidase is the key enzyme
responsible for the catalysis of melanization. It is a marker
of the prophenoloxidase-activating system, and it can be
an immune effector by itself as demonstrated in ascidians.
It is therefore interesting to assess its conservation within
all metazoa. A survey of the different organisms revealed
the presence of phenoloxidase in many deuterostome and
protostome phyla, and related molecules are also present
in sponges. In arthropods, several PPO genes are present in
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the genome (nine in Drosophila and Aedes). Some may have
different “immune” functions, such as injury repair. Sev-
eral components that would maintain the role of melaniza-
tion in immunity may be lacking in different phyla even
if many elements are conserved, and so far the best ex-
amples of melanization associated with immunity are still
found almost exclusively among arthropods and to a lesser
extent in annelids. Despite the presence of molecules in-
volved the pathway, the PPO cascade per se does not exist
in vertebrates.

DEFENSE FAMILIES, BOTH RECOGNITION
AND EFFECTOR

NOD and Intracellular Sensors

As mentioned earlier, proteins with the LRR motif are
commonly found in defense molecules (Figure 3.2). One
major family of intracellular sensors in animals is the
NOD/NLR/CATERPILLER (CLR) group: (CARD (caspase-
recruitment domain), Transcription Enhancer, R (purine)-
binding, Pyrin, Lots of LEucine Repeats), which have an
N-terminal CARD domain (a death domain [DD] in echin-
oderms), a central NBD (nucleotide-binding domain) or
NACHT domain that regulates oligomerization, and C-
terminal LRRs that provide the specificity for PAMPS (44)
(Table 3.1, Figure 3.2). The composition of each mem-
ber can vary drastically in structure and function. Sev-
eral prominent members of the human CLR family include
CIITA, CIAS1, and NOD2 and are linked to immunologic
disorders that are hereditary, such as Crohn’s disease. This
indicates that these molecules not only are directly in-
volved in defense but also regulate immune pathways (45),
perhaps similar to new paradigms for how they function
in plant defense. Thus far, the NLR have only been found
in deuterostomes, which is somewhat surprising consider-
ing that plants have intracellular defense proteins with a
similar structure.

The plant resistance (R) immune defense genes encode
a NBD/LRR motif combined to other protein domains.

It has been proposed that the large number of NBD/LRR
proteins in plants is due to gene-for-gene relationship for
recognizing pathogen-specific products (46). The speci-
ficity of plant R proteins also depends principally on the
LRR, and these are targets for diversifying selection, as de-
scribed earlier for multigene families. Homo- and hetero-
associations might generate further diversity to mediate
appropriate responses. Recent evidence suggests that on
recognition of pathogen effector molecules, the plant intra-
cellular sensors derepress genes involved in basal defense
by inactivating suppressor factors (47).

NLR are expressed by echinoderm coelomocytes, repre-
senting a highly diversified family (>200 members, similar
to the TLR and SRCR, see later discussion) (Figures 3.1,
3.2). As mentioned, it is surprising that these genes do not

seem to be represented in protostomes. On the contrary,
in the vertebrates a search of the Danio rerio database did
yield a large number of NBD/LRR sequences (32). NOD
binds its ligand intracellularly, and the CARD domain asso-
ciates with a kinase (RIP2) that activates the NFκB/MAP ki-
nase cascade. In humans, most NLR genes are encoded in
clusters on chromosomes 11p15, 16p12, and 19q13, where
six sequences are found in a single region.

The retinoic acid-inducible gene-1 (RIG-1) is a newly de-
scribed intracellular defense molecule that is unrelated to
the NOD proteins, with N-terminal CARD and C-terminal
helicase domains (48). With the helicase domain, RIG-1
binds to double-stranded RNA found in viruses or even to
degraded cellular RNAs as a sign of distress (49). RIG genes
are found in all vertebrates tested, and the family also has
been expanded in the sea urchin.

PGRP and β1-3 Glucan Receptors

Numerous ligand-binding receptors have been recognized
at the surface of invertebrate hemocytes (Figures 3.2, 3.5)
or in solution. Insects have up to 19 PGRPs classified into
short (S) and long (L) forms. S forms are soluble and found
in the hemolymph, cuticle, and fat-body cells (31). L forms
are mainly expressed in hemocytes as integral membrane
proteins where their final structure depends on combi-
natorial association of different isoforms, modulated by
alternative splicing. The expression of insect PGRPs is
often upregulated by exposure to bacteria. They can acti-
vate the Toll or immune deficiency (Imd) signal transduc-
tion pathways or induce proteolytic cascades that generate
antimicrobial products, melanization, or induce phagocy-
tosis, and hydrolyze peptidoglycan (Figure 3.6). Homo-
logues of PGRP are encountered in vertebrates, but they
are only in soluble forms that display direct microbicidial
activity (50). Both soluble and TM forms are present in sea
urchins, some with potential catalytic function. Human
PGRP genes are found on chromosomal paralogues 1q21
and 19q13/p13. In mice, a PGRP homologue (TagL) may
be secreted as an inducible protein or retained on intra-
cellular membranes. All detected splice-variant isoforms
of TagL bind to bacteria and peptidoglycan. This binding
was associated with the C-terminal portion of the polypep-
tides. Thus, this variety of isoforms of a single gene may
play a role in circulating bacteria recognition in mammals.

Gram-negative binding proteins (GNBP, or beta 1-3 glu-
can receptors) are related to bacterial beta1-3 glucanases.
They are found in insects and other arthropods (Figures
3.2, 3.5) where they bind gram-negative bacteria, fungal
β-1, 3-glucans, LPS, or bacterial lipoteichoic acid (with-
out necessarily showing glucanase activity.). An ortho-
logue is present in the sea urchins, but not in vertebrates.
Drosophila GNBP1, together with PGRP-SA, is required
to activate the Toll pathway in response to infection (31).
GNBPs have also been examined in both termites and
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Daphnia. The Daphnia GNBP, like the Drosophila pro-
teins, are under purifying selection. However, in termites,
two GNBP genes showed some evidence of positive se-
lection. It is possible that living in colonies exposes ter-
mites to higher pathogen pressures and more host-specific
pathogens, resulting in stronger selection acting on their
immunity genes (51).

Down Syndrome Cell Adhesion Molecule

DSCAM in Drosophila and other insects was described
originally by neurobiologists as an axon-guidance protein,
dependent on a large number of isoforms (>30,000) gener-
ated by alternative splicing of the Igsf domains and the TM
segment. Recently, DSCAM was shown to be involved in in-
sect immunity as well, expressed in cells of the hematopoi-
etic lineage; like in the nervous system, a large number of
splice variants are involved, clearly different from the ones
expressed in neurons (10). DSCAM consists of nine Igsf do-
mains and FN domains, present as either a membrane or
soluble form (presumably generated by proteolysis of the
membrane form). The membrane forms apparently signal
through a known transduction pathway (DOC PAK) that
has not yet been examined in detail. Each cell expresses
only a fraction of the isoform repertoire.

Suppressing DSCAM (RNAi) and anti-DSCAM treat-
ment significantly inhibit phagocytosis. Soluble DSCAM
constructs with different exon combinations were found
to have differential pathogen-binding properties. In ad-
dition, suppression of DSCAM in mosquitoes results in
an impaired immunity to Plasmodium; exposure of hemo-
cytes to different pathogens in culture gives rise to specific
modifications and selection of alternative splicing patterns
(52). The diversification of DSCAM seems to be specific
for arthropods since neither flatworm nor sea urchin (nor
vertebrate) DSCAM is diversified. The vertebrate DSCAM
has only two forms, using two alternate TM exons. Human
DSCAM is duplicated on chromosomes 21 and 11 but does
not appear to be involved in immunity (53).

FREPs

Mollusk (genus Biomphalaria) FREPs are proteins found
in the hemolymph with an IgSF moiety (one or two V-like
domains) and a fibrinogen domain. FREP gene expression
is upregulated following exposure to mollscan parasites
such as schistosomes (54); a strain resistant to schisto-
somes shows an upregulation of the FREP 2 and 4 genes
of up to 50-fold. The original discovery of FREPs followed
the recovery of snail proteins that bound to worm antigens
and thus this is one case in which the correlation between
an invertebrate receptor and its ligand is clear. However, it
is not known whether the IgSF or fibrinogen domain (or
both) bind to the antigen or what effector functions are
induced after FREP binding.

FREP diversity is remarkable in that many polymor-
phic genes as well as alternate mRNA splicing are used to
generate the diversity. In addition, there appears to be a
diversification mechanism that modifies the FREP genes,
either via mutation or gene conversion in the region that
encodes the IgSF domains (55). There are ∼11 germline
genes as suggested by Southern blotting with two to three
members/gene subfamily. Therefore, finding 25 sequences
within one individual for one member of a subfamily was
strongly suggestive of somatic mutation.

185/333

There are a number of additional expanded gene fami-
lies in the sea urchin genome that encode proteins with
immune-related functions (Figure 3.1). The 185/333 genes
were first noted because they are highly upregulated in
coelomocytes after exposure to whole bacteria and LPS
(56). Transcripts of the 185/333 genes constitute up to 6.5%
of mRNA in activated coelomocytes. The 185/333 genes
represent another family of linked and diverse genes that
may be upregulated during immune responses. The en-
coded proteins have no detectable similarity to any other
gene family, but they are highly diversified and are pro-
duced by a subset of coelomocytes. The mechanism by
which diversity is generated is not known.

Variable Domain Chitin-binding Proteins

First discovered in amphioxus but present in Ciona as well,
VCBP consist of two Ig domains of the V type but with
a different folding motif when compared to Ig or TCR
V domains followed by a chitin-binding domain (CBP).
The CBP resembles chitinases found throughout the an-
imal kingdom, and, like dedicated chitinases, VCBP are
usually expressed in the gut. Apparently, there are no cell-
surface expressed forms and thus all VCBP are likely to
be effector molecules. Their diversity is enormous, appar-
ently entirely because of polymorphism and polylocism.
Each individual can carry up to five genes per haplotype,
and in limited studies (11 individuals) an identical haplo-
type has not been encountered. While the general structure
of the V domain is like that of the vertebrate rearranging
antigen receptors (but with some unusual properties, in-
cluding packing in a “head-to-tail” dimeric fashion, totally
unlike Ig and TCR)(57). VCBP diversity does not reside
in the Ig/TCR CDR resides but rather in the A, A′, and B
strands, like in DSCAM.

Penaeidins

Another example of diverse defense molecules is the pe-
naedins, present in crustaceans (shrimp). Penaeidins are
AMPs consisting of a conserved leader peptide followed
by an N-terminal proline-rich domain and a C-terminal
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cysteine-rich domain. Three classes of penaeidins, PEN2,
PEN3, and PEN4, are expressed by shrimp hemocytes.
A great diversity of isoforms is generated, with substitu-
tions and deletions within the proline- and cysteine-rich
domains, suggesting that this is a highly diverse gene fam-
ily (58). Each penaeidin class is encoded by a unique gene
and isoform diversity is generated by polymorphism.

Scavenger Receptors

The SRCR (SRCR) superfamily is an ancient and highly
conserved group of cell surface and secreted proteins,
some of which are involved in the development of the
immune system as well as the regulation of both innate
and adaptive immune responses. Group B SRCR domains
usually contain eight regularly spaced cysteines that al-
low the formation of a well-defined intradomain disulfide-
bond pattern. Scavenger receptors are best known for their
housekeeping function of taking up lipids modified by ox-
idation or acetylation, but they have many other functions
as well, such as uptake of apoptotic bodies (CD36 [59]).

SRCR have been studied mainly in the coleomocytes of
echinoderms. Within six hours after bacterial injection, sea
urchin coelomocytes upregulate a variety of genes, includ-
ing an extremely diverse family of SRCR (60). A very large
number of SRCR domains are present (∼1,200), but each
individual may express different groups of SRCR genes at
different levels (and even with differential splicing). To as-
sume that they are all involved in defense is premature,
because SRCR genes can be both up- and downregulated
after infection with bacteria. As mentioned, this high level
of gene duplication is a general rule in the echinoderms.
Recently, a new TM receptor in the SRCR family was dis-
covered in Drosophila called eater, which, along with TEPS
and DSCAM, is a major player in phagocytosis (61).

In mammals, the SRCR family as a whole is also poorly
defined but is involved in endocytosis, phagocytosis, and
adhesion, and some members act as PRR that bind to LPS
or other bacterial components. One mammalian SRCR
(gp340) is secreted into the saliva where it binds strepto-
cocci and helicobacter. SRCR are widespread in the human
genome and participate as domains in the structure of nu-
merous receptors (e.g., S4D-SRCRB, CD6, CD5-L, CD163),
but without showing the high level of duplication seen in
the echinoderm families.

C-type Lectins

Lectins were originally defined by their ability to bind car-
bohydrates, and some have been described previously (and
throughout the chapter). They are found in many phyla in
either membrane or secreted forms (62). C-type lectins,
including CD94 and the Ly49 and NKG2 families, are en-
coded in the NKC and are central to NK cell function. A
molecule resembling CD94 has been detected on a sub-

set of hemocytes in Botryllus and Ciona, the functions of
which are unknown (63). Effector cells of immunity proba-
bly also carry the receptors for the histocompatibility locus
described recently (see below).

Another large gene family that is implicated in the re-
sponse of the sea urchin to immune challenge includes 100
small C-type lectins, suggesting the existence of a complex
immune system in the sea urchin (32). Diversity of im-
mune receptors due to polymorphism within a population
can be enormous. In some cases, polymorphism might be
such that hardly two identical individuals are found within
a population.

Peroxidasin

Among molecules containing LRR motifs and acting extra-
cellularly, peroxidasin occupies a special place because of
its involvement in hemocyte biology in insects and because
of its homology to the LRR motifs in the agnathan VLR.
Drosophila peroxidasin is an assembly of a cysteine-rich
motif, six LRR, and four IgSF domains (64). The molecule
is conserved in vertebrates although a role in immunity has
not been reported. Another molecule called peroxinectin,
with similarity at the level of the peroxidase region, has
been described in crustaceans and shown to be associated
with immunity via the PPO cascade (65). Its involvement
in immunity is unlike any other effector so far described
but illustrates the utility of LRR in many different types of
molecules and processes. Pathogens bound by AMP can be
phagocytosed or walled off by a barrier of flattened hemo-
cytes and ECM. The ECM forms a basement membrane
that becomes stabilized partly through peroxidases that
generate tyrosine-tyrosine bonds. The combination of LRR
and Ig structures suggests that peroxidasin may precisely
mediate adhesion of cells to the ECM.

Defensins

Each metazoan phylum produces a variety of molecules
with intrinsic antimicrobial activity (66). Some fami-
lies are evolutionarily conserved, but generally they di-
verge rapidly and orthologous relationships are not ap-
parent. There are numerous reviews at the following site:
www.bbcm.univ.trieste.it/∼tossi/pag4.htm#uno. The best-
studied group of AMPs is the defensins, which are amphi-
pathic cationic proteins; their positively charged surface
allows them to associate with negatively charged mem-
branes (more common in pathogens), and a hydropho-
bic surface that allows them to disrupt the membranes
(either by disordering lipids or actually forming pores).
Most of the molecules are proteins, but an antimicrobial
lipid called squalamine, which also is modeled to have hy-
drophobic and positively charged surfaces, is found at very
high levels in dogfish body fluids (67). Defensins can either
be constitutively expressed (e.g., in respiratory epithelia in
mammals), or inducible (e.g., see the following discussion

http://www.bbcm.univ.trieste.it/~tossi/pag4.htm#uno
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for Drosophila, Figures 3.5, 3.6). Certain responses that
seem systemic, like the production of Drosophila defensins,
can also take place locally in the damaged tissues them-
selves; otherwise, a systemic response is initiated in organs
distant from the site of infection, such as the fat body in
Drosophila where induction of bactericidal peptide expres-
sion occurs. Defensins are the focus of great attention in
commercially bred species such as oysters, mussels, and
crustaceans, and it is hoped that they will be applied to
medicine, whether they are derived from invertebrates or
from vertebrates.

Toll and Toll-like Receptors (TLR)

Toll receptors were originally described in Drosophila as
genes involved in early development. Later, they were also
shown to be essential sensors of infection, initiating an-
timicrobial responses (68). This family was then revealed
to be a major player in innate immunity in the verte-
brates as well. As mentioned earlier, across the metazoa,
structurally closely related members of the Toll family
range from not being involved in immunity (in C. elegans
and apparently in the horseshoe crab), to being the equiv-
alent of a cytokine receptor (in Drosophila), to being
pathogen recognition molecules in the vertebrates. Six
spaetzlelike and eight Toll-like molecules have been iden-
tified in Drosophila, but only one or two of them are used
in immunity. In jawed vertebrates, they belong to a multi-
gene family of PRR specific for diverse PAMPs and exhibit-
ing different tissue distributions and subcellular locations
(69,70). In humans, many are on chromosome 4p and q
(TLR 2, 1, 6, 10), but the others are distributed on chro-
mosomes 9, 1, 3, and X.

Ectodomains of TLRs comprise 19 to 25 tandem repeats
of LRR motifs made of 20 to 29 aa capped by characteris-
tic N- and C-terminal sequences (Figure 3.2). All of the Toll
receptors are homologous and appear similar in domain
constitution among insects, echinoderms, and mammals.
They also share the TIR domain, which is the intracellu-
lar segment shared with the IL1/18/33 receptors of verte-
brates, as well as other molecules in plants. TIR domains
associate with Myd88 to initiate signaling cascades culmi-
nating in the activation of NFκB/Rel (see further discus-
sion later). The specificity of vertebrate TLR binding is con-
centrated in residues in the concave face of the receptor,
which can be modified by various insertions after position
10 of the repeat (Figure 3.2). This feature is not present
in the Tolls of invertebrates, which, as mentioned, are ac-
tivated indirectly by pathogens. Thus, recognition within
the Toll/TLR family is different in vertebrates and inver-
tebrates, whereas the signaling cascades activated by Toll/
TLR are remarkably conserved (31) (see below, Figure 3.6).

In Drososphila, Toll is triggered by an interaction with
the unique ligand spaetzle, which is the product of a se-
ries of proteolytic cascades, with the most critical enzyme
being recently identified (Spaetzle-processing enzyme or

SPE [71]). Activation of the cascades triggers the produc-
tion of AMPs (Figure 3.6). The specificity of recognition
is not achieved at this receptor level but rather in solu-
tion via other intermediates (see below). In the horseshoe
crab, Toll activation by coagulin could perhaps trigger the
expression of wound healing proteins involved in restora-
tion of tissues. C. elegans has only one Toll receptor, and
rather than being antimicrobial, it promotes avoidance of
a flatworm pathogen (72).

The arsenal of TLR in vertebrates is endowed with more
specific and diverse capacities. Each vertebrate TLR has
its range of specificities and, in addition, combinations
of different TLR can create different binding specificities
(e.g., the association of TLR2 with TLR6 or TLR1 and 2
[73]) This divergence in recognition function is well illus-
trated by the phylogenetic analysis of the Toll and Toll-
related receptors in the different phyla, such as arthropods
and vertebrates. Toll and related proteins from insects and
mammals cluster separately in the analysis, indicating
independent generation of the major families in proto-
stomes and vertebrates (74). Consistent with the expan-
sion of SRCR and NLR genes in sea urchins, hundreds
of TLRs also were found in this species (32). TLR of the
protostome-type are in small number (three members)
while the vertebrate-type has been enormously amplified,
all within a single family (222 members) and most with-
out introns. Vertebrate TLRs do not diverge rapidly and
evolve at about the same rate, and while there have been
some duplications in amphibians and fish, they are not
greatly expanded like in the echinoderms (no more than
∼20 genes in any species).

PROTEOLYTIC AND SIGNALING CASCADES

Proteolytic cascades are initiated immediately following
interaction of foreign material bound by preformed pro-
teins in solution, and this principle is conserved through-
out evolution. Indeed, the proteolytic cascade upstream of
production of the Toll ligand spaetzle resembles the com-
plement or clotting cascades. The PPO cascade of arthro-
pods leading to melanization and the genesis of antibacte-
rial products described above is another example in which
peptidoglycans on microbial surfaces initiate a cascade re-
sulting in the degranulation of hemocytes.

The best-studied immune proteolytic cascade that is
(perhaps) surprisingly well conserved in the animal king-
dom is complement (5,75). In contrast to the other defense
molecules that we have discussed, orthologous comple-
ment genes can be detected in all of the deuterostomes
without a great deal of expansion/contractions of the gene
family (5). The three major functions of complement in
jawed vertebrates are: (a) coating of pathogens to promote
uptake by phagocytes (opsonization); (b) initiation of in-
flammatory responses by stimulating smooth muscle con-
traction, vasodilation, and chemoattraction of leukocytes;
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FIGURE 3.7 Evolution of the complement system. The general pathways and appearance of the
various components in the phylogenetic tree are emphasized (75).

and (c) lysis of pathogens via membrane disruption (Fig-
ure 3.7). The focal point of complement is C3, which lies
at the intersection of the alternative, classical, and lectin
pathways of complement activation. It is the only known
immune recognition molecule (besides its homologue C4)
that makes a covalent bond with biologic surfaces. C3 has
a nonspecific recognition function, and it interacts with
many other proteins, including proteases, opsonic recep-
tors, complement activators, and inhibitors. In the alter-
native pathway, C3 apparently exposes its thioester bond
in solution, and in the presence of host cell surfaces lack-
ing regulatory proteins that stop C3 in its tracks (by cleav-
ing it into iC3b), it associates with the protease factor B
(B or Bf). After binding to C3, B becomes susceptible to
cleavage by the spontaneously active factor D, resulting in
formation of the active protease Bb that in combination

with the covalently attached C3 cleaves many molecules of
C3 in an amplification step. Another nonadaptive recogni-
tion system, the lectin pathway, starts with the MBL (or
the lectin ficolin), which is a PRR of the collectin family
that binds mannose residues on the surface of pathogens
and can act as an opsonin. MBL is analogous to C1q, with
its high-avidity binding to surfaces by multiple interaction
sites through globular C-terminal domains, but apparently
it is not homologous to C1q. Like C1q, which associates
with the serine proteases C1r and C1s, the MASP pro-
teases (MBL-associated serine proteases) physically inter-
act with MBL and not only activate the classical pathway
of complement by splitting of C4 and C2 (the same func-
tion as C1s; MASP-2 appears to be the active protease), but
also can activate the alternative pathway in ways that are
not understood and thus completely bypass the classical
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pathway. Indeed MASP-1 and -2 are homologs of C1r and
C1s. Both C1q and MBL can be involved in promoting the
uptake of apoptotic bodies by phagocytes, via receptors
that remain elusive. Recently, it has been shown that an-
other lectin, ficolin, is also capable of initiating the MASP
pathway (76), and it would not be surprising if other ac-
tivators were discovered in the future. Finally, the classi-
cal pathway, which is dependent on antibody molecules
bound to a surface, results in the same potential effec-
tor outcomes described earlier for the alternative pathway.
Novel molecules initiating this pathway are C1q, C1r, C1s,
C4, C2, as well as specific negative regulatory proteins.

C3 and MBL (and ficolin) are vital players in the im-
mediate innate immune response in vertebrates, and both
have been described in non vertebrate deuterostomes.
Thus far, the best-studied invertebrate systems for investi-
gation of C3 evolution are the sea urchin and the ascidians
Halocynthia and Ciona, in which C3 and B molecules and
genes have been analyzed in some detail (32,75). In con-
trast to the very high levels of C3 found in the plasma of
jawed vertebrates, sea urchin C3 is not expressed at high
levels but is induced in response to infection in coelomo-
cytes. The C3 opsonic function clearly has been identified,
but so far initiation of inflammatory or lytic responses (if
they exist) has not been obvious. Receptors involved in the
opsonization in echinoderms have not been identified, but
in the ascidian gene fragments related to the C3 integrin
receptor CR3 were identified, and antisera raised to one of
the receptors inhibited C3-dependent opsonization.

Hagfish and lamprey C3-like genes were thought to be
ancestral C3/C4 genes because the sequence predicts two
processing sites (leading to a three-chain molecule), like
C4, but a C3-like properdin-binding site is clearly present.
However, like C3 in other animals the hagfish protein is
composed of only two chains of 115 and 72 kDa, and sea
urchin and ascidian C3 sequences predict only two chains
(one proteolytic processing site). The lamprey, but not sea
urchin C3, has a recognizable C3a fragment known from
mammals to be involved in inflammation, so complement’s
role in inflammation may be a vertebrate invention (but see
below).

Thioester-containing proteins (TEPs) have been iso-
lated from Drosophila and the mosquito Anopheles (77).
While the insect molecules function in a C3-like fashion
(opsonization), phylogenetic analysis does not show them
to be more related to C3 or α2-macroglobulin. TEPs in
both these species function as opsonins, binding to para-
sites and promoting their phagocytosis or encapsulation.
The evolution of multimember TEP families in these two
insects followed independent evolutionary paths, perhaps
as a result of specific adaptation to distinct ecological
environments. The Drosophila genome encodes six TEPs
(whereas there are 15 genes in Anopheles), three of which
are upregulated after an immune challenge. Two of the
Drosophila genes evolve rapidly (under positive selection),

perhaps in response to certain parasites’ capacity to block
TEP activation.

Recently, C3-like genes were identified in the coral (78)
and in the horseshoe crab Limulus (79). Good phylogenetic
support was obtained for their relationship to C3, as com-
pared to other members of the thioester-containing family
like the TEPs. This suggests that the emergence of C3 as
a defense molecule predates the split between protosomes
and deuterostomes. A gene resembling the proteolytic en-
zyme Bf was discovered in these protostomes as well (and
in sea anenomes), suggesting that the entire system was
in place a billion years ago (Figure 3.1). The lack of C3 in
many other protostomes suggests that the ancestral gene
was lost and replaced by the TEPs in the majority of pro-
tostomes species (75).

In jawed vertebrates and some lower deuterostomes,
certain species express more than one C3 gene, suggest-
ing that the innate system might compensate in animals
that do not optimally make use of their adaptive immune
system. Changes in the amino acid composition of the
C3-binding site are found that may somehow regulate the
types of surfaces bound by the different isotypes. Likewise,
in lower chordates such as Ciona, C3 and other comple-
ment components can be duplicated. Diversification of the
carbohydrate recognition domains has been observed also
in the Ciona MBL family (nine members).

Like Ig/TCR/MHC, the classical complement pathway
and the terminal pathway membrane-attack complex
(MAC) appear first in cartilaginous fish. However, because
MBL can activate the classical pathway in mammals, it is
possible that some portion of this pathway exists in pre-
jawed vertebrates. Nevertheless, C4 and C2 genes have not
been detected to date in jawless fish or invertebrates. A
bona fide C2 homologue has only been identified to the
level of amphibians, although duplicate B genes were iso-
lated from cartilaginous fish and teleost fish that may func-
tion both in the classical and alternative pathways (75).
The lytic or MAC pathway, which is initiated by the cleav-
age of C5 into C5a and C5b, also has not been described
in taxa older than cartilaginous fish. Thus, opsonization
and perhaps the induction of inflammatory responses were
the primordial functions of the lectin/complement path-
ways. However, a cDNA clone for CD59, a molecule that
inhibits MAC formation in self-cells, was identified from
a hagfish library, and some of the terminal components of
the pathway have been detected in lower deuterostomes
with no described functions. Interestingly, proteins with
the MAC/perforin (MACPF) domain have been detected
throughout the animal kingdom, and some are even in-
volved in cytotoxic reactions; however, it seems that only
vertebrates have bona fide terminal C components that are
highly evolved for targeted destruction of cell membranes
(32,75).

C3, C4, C5, and α2m are members of the same small
family. A new cell surface–expressed (GPI-linked) member
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of this family with unknown function, CD109, has been dis-
covered (80). The protease inhibitor α2m, clearly present
in invertebrates (protostomes and deuterostomes) and ver-
tebrates, is thought to be the oldest, but obviously this must
be viewed with caution considering the new data in coe-
lenterates. Along with its ability to bind to and inactivate
proteases of all known specificities through a “bait region,”
it has been shown to be opsonic as well in some situations.
α2m, C3, and C4 have internal thioester sites, so this fea-
ture is primordial; C5 subsequently lost the site. The first
divergence probably occurred between α2m and C3, with
C5 and then C4 emerging later in the jawed vertebrates.
Consistent with Ohno’s vertebrate polyploidization scheme
is the fact that C3, C4, and C5 genes are located on three of
the four previously described paralogous clusters in mam-
mals (see Figure 3.14), and this also fits with the absence
of classical (no antibody) and lytic (no MAC) pathways in
phyla older than cartilaginous fish. α2m is encoded at the
border of the NK complex in mice and humans, and there
are some tempting similarities between these regions and
the other MHC paralogues. The C3a and C5a receptors that
promote the inflammatory responses on complement acti-
vation have been identified in several vertebrates and (per-
haps) some lower dueterostomes (81); they are G protein–
coupled receptors whose genes may also be found on the
Ohnologues (C3aR, chr 12p13; C5aR, chr 19q13). If indeed
such receptors are found in the prejawed vertebrates, as
suggested by recent pioneering experiments in Ciona (82)
and Styela (83), it will be interesting to determine whether
they are involved in some type of inflammation, thought
to be the domain of the vertebrates (84).

Signaling Through Innate Surface
Recognition Molecules

Four pathways of innate immunity triggering have con-
served elements (if not the complete pathways) in eukary-
otes: the Toll/TLR-like receptors, the TNFα/IMD receptors,
the intracellular Nod, and the JAK/STAT (Figures 3.2, 3.5,
3.6). Although Toll receptors have been found in almost all
triploblastic coelomates, most of the work and the eluci-
dation of pathways has been accomplished in Drosophila
because of the well known advantages of the model. The
diversity of peptides that can be produced via the Toll/Imd
pathways is substantial and classified in several categories
depending on the type of pathogen that is recognized (e.g.,
gram [+], drosocin, gram (−), [−], diptericin; fungal, dro-
somycin) with different effector functions. Drosophila an-
timicrobial molecules were originally discovered by Hans
Boman and colleagues in 1981, a seminal finding that her-
alded the molecular analyses of innate immunity in the
invertebrates (85).

Toll and Imd Pathways
As described, invertebrate toll receptors are homolo-

gous to the vertebrate TLR in the sense that they are in-

tegral membrane proteins with an LRR binding regions.
Drosophila Toll is activated after it binds spaetzle, the prod-
uct of a proteolytic cascade activated in solution after
the interaction of molecules produced by fungi or gram-
positive bacteria with soluble PRR; as mentioned, the
enzyme that mediates this cleavage has recently been iden-
tified (71). The Toll-interleukin 1 receptor (TIR) cytoplas-
mic domain of the Toll receptor then interacts with MyD88
(itself having a TIR domain) followed by Tube and Pelle,
leading to activation of the homologous NFκB system
(Cactus or Diff) that then induces transcription of vari-
ous defense peptides (31,86,87). This is remarkably simi-
lar to the cascade of events following activation of mam-
malian TLRs where after their interaction with PAMPs at
the cell surface, a cascade is induced through TLRs, includ-
ing MyD88, IRAK, TRAF, TAK1, to NFκB via the IKK sig-
nalosome (Figure 3.6). Thus, infection-induced Toll activa-
tion in Drosophila and TLR-dependent activation in mam-
mals reveal a common ancestry in primitive coelomates
(or previous), in which defense genes under the control
of a common signaling pathway lead to activation of Rel
family transactivators.

The Imd pathway is employed for Drosophila responses
to gram-negative bacteria (31,88). After interaction with a
newly characterized cell surface receptor (the PRR PGRP-
LC described earlier), in a cascade similar to the mam-
malian TNFαR signaling pathway, Drosophila tak1, an
IKK signalosome, and a Relish-mediated (instead of Diff)
NFκB step, results in transcription of antibacterial pep-
tides like diptericin (Figure 3.6). The Drosophila intra-
cellular pathway is like the mammalian TNFα recep-
tor cascade, which also progresses via a death domain
Mekk3, the signalosome, and NFκB resulting in cytokine
production. In both cases, a link to pathways leading
to programmed cell death is possible; overexpression of
Drosophila Imd leads to apoptosis. When the activation
of either the fly Toll or Imd pathway is considered, they
are analogous to a mammalian cytokine/cytokine recep-
tor system (e.g., TNFα) in which a soluble self-molecule
activates cells via a surface receptor. Fitting with the
recent paradigm put forward on recognition, signaling,
and effector phases of the immune response, the diver-
sity of external recognition systems is not matched by
an equivalent diversity of intracellular signaling pathways
(5). There are conserved signaling cascades coupled to the
receptors, giving the impression of conservation of the
innate immunity pathways; yet these pathways are also
used in development, so which is primordial is an open
question.

Responses to Viruses in the Invertebrates
Compared to responses to extracellular pathogens in

the invertebrates, the study of responses to intracellular
pathogens like viruses is in its infancy. First discovered
in plants and in C. elegans, the RNAi pathway of defense
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against viruses is also operative in Drosophila and Anophe-
les (89). Double-stranded RNAs (dsRNA, viral or other-
wise) are recognized by the enzyme Dicer 2, generating
siRNAs that can associate with complementary RNAs and
induce their degradation.

Viruses also induce an “interferonlike response”
through a cytokine receptor (domeless) that is homolo-
gous to the IL6 receptor and signals through the JAK/STAT
pathway. After viral infection, unknown signals (ds RNA?)
induce the production of cytokines of the unpaired (Up)
family that bind to domeless on neighboring cells and up-
regulate a large number of genes involved in defense (Fig-
ure 3.5). Nothing is known about the effector pathways of
these responses, but mutants of one of the induced genes
results in increased viral load.

In summary, arthropods (and presumably other inverte-
brates) use an RNAi pathway as well as a signaling pathway
to combat viruses (90,91). As opposed to the systemic plant
RNAi response, the same pathway in protostomes is rather
cell autonomous. This response was lost in the vertebrates,
presumably because: 1) Viruses have been able to effec-
tively counter this response and render it ineffective, and
2) there have been remarkable evolutionary innovations
in the vertebrate innate and adaptive immune systems to
combat viruses. The discovery of a viral immune response
quite like a type I interferon (IFN) response in vertebrates
demonstrates that the three major signaling pathways of
defense in Drosophila, Toll, Imd, and JAK/STAT, are similar
to the vertebrate TLR/IL-1R, TNF, and IL6/IFN pathways,
respectively (90).

Natural Killing Activity Across Metazoa

The word cytotoxicity encompasses vastly different proto-
cols of cell killing by different cell types. It can be an effec-
tor function of cells of the adaptive (CTL or NKT cells) or
of the innate arm (bona fide NK, see following discussion)
of the jawed vertebrate immune system. Similarly the term
NK cells covers different cell types and functions. NK cells
of vertebrates can “recognize” missing self-MHC class I,
but also ligands induced on stressed cells following virus
infection, transformation, or stress. They can also have an
immunoregulatory role by interactions with APCs. Many
of these features obviously profit from a comparative ap-
proach.

In natural killing, the common denominator is the spon-
taneous reaction—that is, it does not require any (known)
antigenic priming, but does require cell contact. Some
form of natural killing can be observed from the earliest
metazoans onward. Some marine sponge and corals avoid
fusion with one another by the utilization of cytotoxic cells
or induce apoptosis at the level of the teguments (92). Phe-
nomena more similar to vertebrate NK killing are observed
in sipunculid worms, where allorecognition among popu-
lations was shown to result in killing of allogeneic eryth-

rocytes by lymphocytelike cells (93). Similar cases can be
also encountered in annelids and molluscs (94). The role of
IgSF and lectin receptors known to be involved as NK cell
receptors in vertebrates has not been examined in these in-
vertebrates, even though some candidate homologues have
been identified.

When comparative morphology or function is not infor-
mative, searching for conservation of transcription factors
or cell surface markers may be useful. Surveys of IgSF
genes across databases have not yielded any promising
candidates to date. Despite the presence of polymorphic
IgSF members of the receptor tyrosine kinase (RTK) family
in sponges, their role in allorecognititon or killing has not
been demonstrated (95). As mentioned, similarities were
found among the lectin families, especially in prochordates
where cytotoxicity has been reported and associated with
a discrete population of hemocytes, the granular amoe-
bocytes. The urochordate genome (Botryllus, Halocynthia,
Ciona) encodes many lectins with or without typical car-
bohydrate recognition signatures. Among them, a puta-
tive CD94 homologue has been cloned and its expression
followed in Botryllus; this gene is differentially regulated
during allorecognition, and a subpopulation of blood cells
carries the corresponding receptor on its cell surface. An
orthologue exists in Ciona. The function of urochordate
CD94 is difficult to envisage, because these animals do not
have the known ligand for the CD94 and NKG2 complex
(i.e., MHC class I molecules). In addition, polymorphic re-
ceptors and ligands for the Botryllus histocompatibility re-
actions have been uncovered (see below), and CD94 does
not seem to have any role in this process. However, CD94
is not an independent receptor, and finding it without its
partner (NKG2 family members) that can be either acti-
vating or inhibiting does not reveal much. It can even be
recruited in other cell types such as those in the nervous
system, at least in Ciona (96).

Other C-type lectin homologs of CD209 and CD69 are
linked to the CD94/L gene on Ciona chromosome 1 (LDP,
personal observation). Could they be part of a “pre-NK
complex”? Interestingly, all the human homologs of those
lectin genes are present either in the NK complex on 12 p13
(CD94, CD69) or on an MHC paralogue 19p13 (CD209).
Taken together with studies of the chicken MHC, which en-
codes some C-type lectins (see below), the data suggest that
a conserved MHC-linked region containing several lectin
genes was present before the emergence of MHC class I
and II genes.

In addition, a number of genes encoding membrane
proteins with extracellular C-type lectin and immunore-
ceptor tyrosine-based inhibitory motifs (ITIMs) or im-
munoreceptor tyrosine-based activation motifs (ITAMs),
plus their associated signal transduction molecules, were
identified in Ciona, which suggests that activating and
inhibitory receptors have an MHC class I and II–
independent function and an early evolutionary origin.
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The ligands of these Ciona molecules are of great inter-
est to uncover. ITIM- and ITAM-containing molecules have
not been encountered in the protostomes (97).

VERTEBRATE ADAPTIVE IMMUNITY

Until recently, it was believed that only the jawed verte-
brates had an adaptive immune system. From the dis-
cussion of invertebrate immune responses earlier, clearly
there are mechanisms to generate high levels of diversity
(apparently, even somatically), one of the hallmarks of an
adaptive response (9). As described in the Introduction, we
feel that the boundary between innate and adaptive immu-
nity is artificial, and at times it is not a useful dichotomy
when studying immune responses in diverse organisms
(20). Despite this reluctance to exclusively categorize sys-
tems as innate or adaptive, some features clearly fall into
the latter category, such as clonal expression of highly di-
verse receptors and specific memory. This condition is not
fulfilled for the DSCAM, FREP, penaedin, or 185/333 inver-
tebrate systems described earlier (to our knowledge), but
of course we must be open to new mechanisms outside to
the jawed vertebrate style of adaptive immunity.

Agnathan VLR

Long ago, the jawless vertebrates (hagfish and lampreys)
were reported to mount humoral responses to sheep red
blood cells (SRBC), keyhole limpet hemocyanin (KLH),
bacteriophage, Brucella, and human RBC. For anti–group
A streptococcal antigens, hagfish “antibodies” recognize

predominantly rhamnose, while mammals recognize N
acetylglucosamine. These “antibodies,” or at least a propor-
tion of them, were actually the complement component C3
(98). The alternative complement pathway was known in
cyclostomes from earlier studies (see earlier discussion),
and now most investigators believe that hagfish/lamprey
have no rearranging Ig/TCR genes. Lamprey and hagfish
do, however, possess cells resembling lymphocytes and
plasma cells, with expression of lymphocyte- or at least
leukocyte-specific genes, but the quest for RAG or bona
fide Ig or TCR genes has been a miserable failure. Reports
of specific memory in allograft rejection was difficult to
reconcile with absence of the rearranging machinery and
the possibility to generate specific lymphocyte clones (99).

Our view of the jawless fish immune system has been ra-
dically transformed over the past three years. Pancer et al.
(100) prepared cDNA libraries of naı̈ve lymphocyte RNA
subtracted from lymphocyte RNA derived from lamprey
larvae (ammocoetes) that had been immunized to a bacte-
rial/PAMP mixture and found a highly diverse set of LRR
sequences enriched in the immunized animals. The clones
were not only diverse in sequence, but also in the number
of LRR “cassettes” found between invariant 5′ (LRR NT)
and 3′ (LRR CT) cassettes (Figure 3.8). Unlike what has
been discussed earlier for immune genes in many species
(especially the sea urchins), there were not a great num-
ber of the germline NT and CT cassettes, suggesting that
a somatic recombination process, convergent with Ig/TCR
rearrangement, occurred in the developing lamprey lym-
phocytes. The 5′ and 3′ LRR cassettes are separated by an
intron in the genes encoding the germline VLR. Upstream
and downstream of the invariant exons are a large number
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LRR-Ve
LRR-CP
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Insertion of flanking
LRR modules

Clipped VLR?
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FIGURE 3.8 Genetics, generation of di-
versity, and speculative cell biology of
the hagfish variable lymphocyte receptor
(VLR) system (308). The top line shows
an incomplete VLR gene (NT and CT,
N-terminal and C-terminal cassettes, re-
spectively). During lymphocyte ontogeny,
upstream and downstream LRR cassettes
are inserted between the NT and CT gene
segments, resulting in an intronless, ma-
ture VLR gene (2nd line). VLR proteins are
attached to the lymphocyte surface via a
GPI linkage and may be released into the
blood on antigenic stimulation. Boxed is
a hagfish VLR protein, the structure of
which was recently elucidated by Kasa-
hara and colleagues (104).
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of LRR, which become inserted between the 5′ and 3′

cassettes, presumably during differentiation of the lym-
phocyte (Figure 3.8). Individual lymphocytes apparently
express a uniquely rearranged VLR gene in monoallelic
fashion. The potential VLR repertoire may be as great as
1014, vastly outnumbering the lymphocytes within an indi-
vidual.

Fragments of homology between the LRR cassettes al-
low for joining and then priming of the synthesis of a copy
of the particular transferred cassette. Because these small
regions of homology are found throughout the cassettes,
“hybrid” LRR can also be formed, further enhancing the
diversity over a simple insertion of cassettes. This type of
genomic change resembles the initial stage of gene con-
version, but because there is not a complete transfer of
genetic material between two homologous gene segments,
but actually an addition of sequence, the assembly of the
mature VLR is more similar to a recombinational mech-
anism described in yeast called “copy choice” (101). The
enzymology of “copy choice” has not been examined; since
a gene conversionlike process occurs, perhaps an APOBEC
family member is involved. Indeed, APOBEC family mem-
bers have been detected from the lamprey genome project
and seem to be expressed in a lymphocyte-specific fashion
(102). Because APOBEC family members are involved in
repertoire building in jawless and jawed vertebrates, mu-
tation/gene conversion may have predated RAG-mediated
repertoire building of the repertoire.

VLR expressed on naı̈ve lymphocytes are predicted to
be associated via a GPI linkage, which has been proven
in transfection experiments of mammalian cells. These re-
ceptors can also function as effectors in a soluble form:
Lampreys immunized to anthrax spores responded with
the production of soluble antigen-specific VLRs (103). Pre-
sumably, on stimulation, the lamprey lymphocyte either
cleaves the GPI linkage, or there is a biosynthetic process
that allows “plasma cells” to secrete the molecules. Such a
type of recognition, activation, and “secretion” is obviously
quite similar to the B cell system of the jawed vertebrates.

VLR homologs were found in two additional lamprey
species (Lampetra appendix and Ichthyomyzon fossor),
whereas two types of VLR genes A and B are expressed
in hagfish, the only other order of contemporary jawless
vertebrates. As in the sea lamprey, the incomplete hagfish
germline VLR-A and -B generate somatically highly diverse
repertoires. The presence of VLRs in both orders of ex-
tant agnathans lends additional molecular evidence favor-
ing a monophyletic origin of cyclostomes. Across phyla,
the comparison of the short LRR motifs can be mislead-
ing. VLR homologs have been identified in Ciona with 32%
identity 47% similarity conservation, although without any
demonstration of diversity or involvement in immunity. In-
terestingly the amphioxus genome harbors a large number
of intronless VLR-like sequences. They might represent an
alternative germline VLR diversity akin to the echinoderm

gene families (TLR, SRCR) described earlier; one could
even speculate that they are related to the ancestral VLR
before invasion of its analogous “RAG transposon” (dis-
cussed later).

The crystal structures of three VLR have been deter-
mined (one VLR-A and two VLR-B). As expected for mem-
bers of this family (see earlier discussion), the framework,
or backbone, of the LRR is very similar between the cas-
settes. Diversity between cassettes is concentrated in the
concave surface, presumably the region coming in contact
with antigen. The first glance at these diverse receptors in
consistent with the idea that VLR-based immunity is an
anticipatory immune system, convergent with the Ig/TCR
system of jawed vertebrates (104).

In sum, the VLR cell-surface receptors and the solu-
ble molecules appear to be analogous to the jawed verte-
brate membrane and secreted BCR, though much needs
to be done to understand how VLR-bearing lymphocytes
become stimulated. If there is only one type of lymphocyte
in the lamprey, one would expect activation to be simi-
lar to T-independent pathways in jawed vertebrates (i.e.,
either direct stimulation through the surface VLR or sur-
face VLR stimulation in combination with a PRR/PAMP
interaction). Are VLR responsible for the graft rejections
seen in the old experiments? It does not seem likely since
MHC molecules have not been detected in the jawless fish.
Grafting experiments should be repeated to study potential
VLR involvement.

The independent development of two different strate-
gies for receptor somatic diversification at the dawn of
vertebrate evolution approximately 500 million years ago
reveals the magnitude of the selective pressure applied on
to the immune system and the emergence of individualized
adaptive responses (99). Apparently, the elaborate innate
and “semi-adaptive” immune responses that have evolved
in several invertebrates were not sufficient for survival at
particular times in evolution.

T Cell Receptors

Ig, TCR, and MHC class I and class II are all composed of
IgSF domains (Figure 3.3). The membrane-proximal do-
mains of each Ig/TCR/MHC chain are IgSF C1-set domains,
while the N-terminal domains of Ig and TCR proteins are
V-set domains encoded by genes generated via rearrange-
ment of two or three gene segments during ontogeny (the
membrane-distal domains of MHC are a special case; see
later discussion). In all vertebrates studied to date, TCR
are membrane-bound and never secreted, while almost all
Ig proteins have TM and secreted forms (105).

α/β Constant Domains
Genes encoding the two types of TCR, α/β (which ac-

counts for all known MHC-restricted regulatory and effec-
tor functions) and γ /δ (which to the best of our knowledge
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recognize antigens in an Ig-like manner and may play im-
munoregulatory or homeostatic roles during certain in-
fections) existed in the earliest jawed vertebrates. cDNA
sequences from species in the oldest vertebrate class (car-
tilaginous fish) revealed genes homologous to all four
mammalian TCR chains. As mentioned, although many
IgSF members exist in the invertebrates, thus far no bona
fide Ig/TCR sequences (i.e., IgSF genes generated by so-
matic rearrangements) have been isolated from jawless
vertebrates or invertebrates, a theme repeated through-
out the chapter. Several genes from jawless fish and lower
deuterostomes resemble antigen receptors, and they will
be described in another section.

While TCR genes have been cloned from representa-
tives of most vertebrate classes, few biochemical data are
available, except in birds where α/β and γ /δ TCR have
been identified with monoclonal antibodies (mAbs) (106).
In amphibians, the Xenopus α/β TCR was coimmunopre-
cipitated with cross-reactive antibodies raised against hu-
man CD3ε chains (107). α chains from diverse vertebrates
are poorly conserved, and the structure of the Cα IgSF
domain itself is unusual: Only strands A, B, C, E, and F
can be identified; strands E and F are shorter than those
of mammals, and strand D is absent. The lack of conserva-
tion in this extracellular domain, as well as deletions found
in bird and teleost fish TCR (especially in the connecting
peptide), suggest that the coreceptor may be structurally
distinct from mammalian CD3 complex components. Even
within a class, the sequence divergence is great—for exam-
ple, catfish Cα has only 44% and 29% amino acid identity
to trout and pufferfish Cα, respectively.

Pre-Tα, which associates with TCR β chains during thy-
mocyte development, has been identified only in mammals
(108). The pre-Tα protein has no V domain, suggesting
that the Vβ with which it associates acts as a single-chain
binder. Unlike all of the other TCR chains, pre-Tα has a
long cytoplasmic tail, which seems to be important for T
cell differentiation. Interestingly, the pre-Tα gene is linked
to the MHC in mammals, and phylogenetic studies should
be performed to determine whether this linkage group is
ancient (see later discussion).

The TM region and cytoplasmic tail of Cα are the most
conserved parts of the molecule. Cα and Cβ TM segments
in all species have the so-called CART motif, in which con-
served amino acids form an interacting surface with the
CD3 complex (109). Besides CART, the opposite TM face
with conserved residues Ile-Lys-Leu interacts with other
CD3 components. The cytoplasmic region is remarkably
conserved among all vertebrates. TCR β genes have been
sequenced from several species of cartilaginous and bony
fish and two species of amphibians (axolotl and Xenopus).
In addition to the typical IgSF domain features, there are
several conserved regions among vertebrate TCRβ chains,
especially at positions 81–86, probably involved in TCR
dimerization. There are also remarkable differences: The

solvent-exposed segment 98–120 in mammals is absent in
all nonmammalian vertebrates. This loop has been shown
in mouse TCR to be important for negative selection events
in the thymus; perhaps the absence of this region in non-
mammalian vertebrates results in subtle differences in tol-
erance induction as compared to mouse/human (110). The
number of Cβ genes varies in different species: The horned
shark has more TCR Cβ genes than the skate, but its
genome size is largest of any elasmobranch so far stud-
ied. Unlike all other vertebrates, the axolotl has four Cβ

genes as well as 4 DJCβ clusters that rearrange to the same
collection of Vβs.

Like Cα, Cβ sequences are not well conserved in evolu-
tion (e.g., the X. laevis Cβ gene does not cross-hybridize
with X. tropicalis genomic DNA, and catfish Cβ has only
41%–42% identity with other teleost Cβ and 26% iden-
tity with horned shark Cβ). Two different catfish Cβ cDNA
sequences were identified, suggesting the existence of ei-
ther two loci or allotypes, as is found in mammals. Indeed,
the damselfish Cβ was shown to be encoded by two poly-
morphic genes, and this feature seems to extend to other
teleosts. As the polymorphic sites are believed to interact
with the associated CD3-signalling molecules, the authors
suggested that signals might be transduced to T cells in
different ways depending on the particular expressed Cβ

allele. Also the damselfish Cα gene seems to be encoded by
polymorphic alleles as well (111).

α/β Variable Domains
Because T cell recognition is MHC-restricted, TCR V re-

gions have been evolutionarily selected for different prop-
erties as compared to Ig; indeed TCR V regions are much
less similar to each other than are Ig V regions (105). Fur-
ther, TCR Vs, unlike IgVH, have conserved CDR3 lengths,
suggesting that there is a restricted size for recognition
of MHC-peptide complexes (112).Four Vα families were
identified among only six skate cDNA clones, and six Vα

families were identified in trout, and three in channel cat-
fish. In the axolotl, five Vα and at least 14 Jα segments were
identified, and 32 different trout Jαs have been sequenced.
Thus, the α loci in all vertebrates examined have many J
segments, and consistent with the mammalian paradigm,
the absence of D and the large numbers of J segments fa-
vors the potential for receptor editing during thymic posi-
tive selection. A large number of Vβ gene families are an-
other evolutionarily conserved feature. At least seven TCR
Vβ families were isolated from horned sharks, and four to
six in skate. at least four in trout (one with limited amino
acid sequence similarity to the human Vβ 20 family), and
19 in Xenopus. In axolotls, Vβs are classified into nine cat-
egories, each with 75% or more nucleotide identity; since
only 35 genes were cloned, there are probably more fami-
lies, and several are related to mammalian Vβ genes (hu-
man Vβ13 and Vβ20). The D segment is encountered in
all vertebrate classes, alone or in conjunction with other
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Dβ. These segments usually encode glycines, suggesting a
selection for flexibility in TCR CDR3 (112).

The Fugu α/δ locus suggests an organization similar to
mouse/human, but with more rearrangement by inversion
(interestingly, similar to the Ig L chain loci in teleosts; see
discussion later in the chapter). The complete elucidation
of the salmon α/δ TCR locus demonstrated extraordinary
diversity of all gene segments, including the large number
of Jα segments, and the flounder TCR loci are also highly
diverse (105,113). Pulsed field gel analysis suggested that
the horned shark α and δ TCR loci are closely linked (114).

The γ/δ TCR
cDNA sequences from the skate have significant iden-

tity with prototypic mammalian γ and δ TCR genes with
extensive V region diversity, putative D segments in δ, and
varying degrees of junctional diversity (114). Some of the
six Vαs can associate with Cδ, and no specific Vδ has been
detected, strongly suggesting that like mammals, the ax-
olotl δ locus lies within the α locus. Vδ diversity was di-
minished in thymectomized animals, and TCR δ chains are
expressed by cells in lymphoid organs, skin, and intestine.
Chicken γ /δ T cells were identified long ago (106). Expres-
sion is found in thymus, spleen, and a γ /δ T cell line, but
not in B cells or α/β T cell lines. Three V subfamilies, three
J gene segments, and one C gene were identified at the TCR
γ locus. All Vγ subfamilies participate in rearrangement
during the first wave of thymocyte development, and the γ

repertoire diversifies from embryonic day 10 onward, with
random V-J recombination, nuclease activity, and P and N
nucleotide addition. A new type of γ /δ TCR has been de-
scribed in sharks and marsupials, which will be described
in the IgNAR section that follows.

In ruminants and chickens (so-called GALT species—
see discussion later in this chapter), the γ /δ repertoires
are quite diverse, and there seems to be ligand-mediated
selection of γ /δ cells during ontogeny. In sheep, where γ /δ
TCR diversity is thymus dependent and follows a develop-
mentally regulated progression, no invariant γ /δ TCRs are
found. The degree of γ /δ expression is correlated with the
evolution of the TCR V families in warm-blooded verte-
brates. Indeed, mammals can be classified into “γ /δ low”
(humans and mice, in which γ /δ T cells constitute limited
portion of the T cell population) and “γ /δ high” (sheep, cat-
tle, and rabbits, in which such γ /δ cells compose up to 60%
of T cells). TCR V genes form subgroups in phylogenetic
analyses, and humans and mice have representative loci in
most subgroups whereas the other species appear to have
lost some (115). Thus, γ /δ-low species have a high degree
of TCR-V gene diversity, while γ /δ-high species have lim-
ited diversity. Interestingly this pattern is similar to that
found for IgVH genes (see discussion later in this chapter).

Generally speaking, the γ /δ TCR can either be used for
innate recognition (e.g., the cells in the skin of mice or the
blood of humans) or adaptively with an enormous reper-

toire in ways we do not understand well—this will be dis-
cussed in more detail in the IgNAR and Conclusions sec-
tions.

Immunoglobulins

A typical Ig molecule is composed of four polypeptide
chains (two heavy [H] and two light [L]) joined into a
macromolecular complex via several disulfide bonds (Fig-
ure 3.9; note that an entire review issue has recently been
devoted to the topic of comparative aspects of Igs, Dev.
Comp. Immunol. 2006, Vol 30, issues 1 and 2). Each chain
is composed of a linear combination of IgSF domains,
much like the TCR, and almost all molecules studied to
date can be expressed in secreted or TM forms.

Ig Heavy Chain Isotypes
Like all other building blocks of the adaptive immune

system, Ig is present in all jawed vertebrates (Figures 3.1
and 3.9). Consistent with studies of most molecules of the
immune system, the sequences of IgH chain C region genes
are not well conserved in evolution, and insertions and
deletions in loop segments occur more often in C than in
V domains. As a consequence, relationships among non-μ
isotypes (and even μ isotypes among divergent taxa) are
difficult to establish. Despite these obstacles, recent work
has allowed us to infer a working evolutionary tree among
all of the isotypes.

IgM
IgM is present in all jawed vertebrates and has been

assumed to be the primordial Ig isotype. It is also the iso-
type expressed earliest in development in all tetrapods; un-
til recently it was believed to be the case in fish as well,
but this view has changed recently (see discussion later
in this chapter).The secretory μ H chain is found in all
vertebrates and usually consists of one V and four C1 do-
mains and is heavily glycosylated. H chains associate with
each other and with L chains through disulfide bridges in
most species, and IgM subunits form pentamers or hexam-
ers in all vertebrate classes except teleost fish which form
tetramers (116). The μ CH4 domain is most evolutionarily
conserved, especially in its C-terminal region. There are
several μ-specific residues in each of the four CH domains
among vertebrates, suggesting a continuous line of evo-
lution, which is supported by phylogenetic analyses. Like
TCR TM regions described earlier, μ TM regions are also
well conserved among sharks, mammals, and amphibians,
but the process by which the Ig TM mRNA is assembled
varies in different species (117). In all vertebrate classes
except teleosts, the μ TM region is encoded by separate
exons that are spliced to a site on μ mRNA located ∼30 bp
from the end of the CH4-encoding exon. In contrast, splic-
ing of teleost fish μ mRNA takes place at the end of CH3
exon. In holostean fish (gar and sturgeon), cryptic splice



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-03 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 11:8

Evolution of the Immune System 81

MAMMALS

IgM IgD (IgW)

(IgY)

(IgY)

(IgM1gj)
8

IgMgj

IgE

IgG Camelid IgG

IgY

IgM/IgD/WIgA

IgX IgNAR

IgZ/T

(IgY)

(IgY) (IgY′, IgF) IgX1

(IgZ/T)4

or

or

or

IgG (IgY) IgE IgA

BIRDS

REPTILES

AMPHIBIANS

BONY FISH

2 3

5 6
7

CARTILAGINOUS
FISH

or

Camelid

IgG/IgNAR IgZ/T

250

350 300
400

400 400

100

100

FIGURE 3.9 Ig isotypes in the jawed vertebrates. The bottom panel displays the approximate
divergence times of all isotypes. IgM/D/W was found at the inception of adaptive immunity (160).
1: IgX is in the IgA column because it is preferentially expressed in the intestine, but it is actually
most similar in sequence to IgM; 2: secreted IgM in teleost fish is a tetramer—the TM form only
has three C domains; 3: the teleost fish IgD H chains incorporate the μC1 domain via alternative
splicing; 4: the new bony fish isotype, IgZ/T, may not be found in all fish species; 5: the secreted
form of shark/skate IgM is present as a pentamer and monomer at ∼equal levels; 6: the TM form
of IgW has 4 C domains; 7: a major TM form of IgNAR has three C domains, and IgNAR is related
to camelid IgG by convergent evolution; 8: no TM form has been found (to date) for IgM1gj.
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donor sites are found in the CH4 sequence that could lead
to conventional splicing, but in the bowfin there is another
cryptic splice donor site in CH3. Some modifications appar-
ently related to the particular environment were noticed
in the Antarctic fish Trematomus bernacchii. There are two
remarkable insertions, one at the VH-CH1 boundary and
another at the CH2-CH3 boundary; the latter insertion re-
sults in a very long CH2-CH3 hinge region. Rates of non-
synonymous substitutions were high in the modified re-
gions, suggesting strong selection for these modifications.
These unusual features (also unique glycosylation sites)
may permit flexibility of this IgM at very low temperatures
(118).

It has been known for a long time that in all elasmo-
branchs, IgM is present at very high amounts in the plasma
of cartilaginous fish and that it is found in two forms: mul-
timeric (19S) and monomeric (7S) (119). It is unlikely that
the two forms are encoded by different gene clusters since:
1) Peptide maps are identical; 2) early work by Clem found
the sequences of the cysteine-containing tail of 19S and 7S
H chains to be identical; and 3) all identified germline VH
families are represented for the 19S form (116). Although
most studies (but not all) reported that 19S and 7S are not
differentially regulated during an immune response, in a
recent study, the 19S response wanes over time and a stable
7S titer is maintained for periods of up to two years after
immunization (120). In addition, antigen-specific 7S anti-
bodies observed late in the response have a higher binding
strength than those found early, suggesting a maturation
of the response, also generally at odds with the previous
literature. Finally, when specific antibody titers were al-
lowed to drop, a memory response was observed that was
exclusively of the 7S class. This work has shown that a
“switch” indeed occurs in the course of an immune re-
sponse; whether the “switch” is due to an induction of the
19S-producing cells to become 7S producers, or whether
there are lineages of 19S- and 7S-producing B cells is an
open question. One working hypothesis is that J chain ex-
pression is important for regulating whether a B cell makes
19S or 7S Ig, but of course that could be at the lineage level
or the switch level.

IgM1gj. Nurse shark Ginglymostoma cirratum expresses
an IgM subclass in neonates (121). The VH gene of this
subclass underwent V-D-J rearrangement in germ cells
(“germline-joined” or “gj”; see discussion later in this chap-
ter). Expression of H1gj is detected in primary and sec-
ondary lymphoid tissues early in life, but in adults only in
the primary lymphoid tissue, the epigonal organ (see later
discussion). H1gj associates covalently with L chains and is
most similar in sequence to IgM H chains, but like mam-
malian IgG, it has three rather than the typical four IgM
constant domains; deletion of the ancestral IgM second
domain thus defines both IgG and IgM1gj. Because sharks
are in the oldest vertebrate class known to possess anti-

bodies, unique or specialized antibodies expressed early
in ontogeny in sharks and other vertebrates were likely
present at the inception of the adaptive immune system. It
is suggested that this isotype interacts either with a com-
mon determinant on pathogens or a self-waste product.

IgNAR (Ig NAR) and NAR-TCR. A dimer found in the
serum of nurse sharks and so far restricted to cartilagi-
nous fish, IgNAR is composed of two H chains each con-
taining a V domain generated by rearrangement and five
constant C1 domains (122). IgNAR was originally found in
sera, but TM forms exist as cDNA and cell-surface staining
is detected with specific mAbs. The single V resembles a
fraction of camel/llama (camelid) IgG that binds to anti-
gen in a monovalent fashion with a single V region (116).
In phylogenetic trees, NAR V domains cluster with TCR
and L chain V domains rather with that VH. A molecule
with similar characteristics has also been reported in rat-
fish, although it was independently derived from IgM like
the camelid molecule emerged from bona fide IgG. IgNAR
V region genes accumulate a high frequency of somatic
mutations (see later discussion).

The crystal structure of a Type I IgNAR V regions
showed that, in contrast to typical V regions, they lacked
CDR2 and had a connection between the two IgSF sheets
much like an IgSF C domain (Figure 3.3, [123,124]). The
domain wraps around its antigen (hen egg lysoszyme),
with the CDR3 penetrating into the active site of the en-
zyme. The structure of a type II V region was revealed as
well, showing a disulfide bond between CDR1 and CDR3
that forces the most diverse regions of the molecule to
form a raised cap, similar to what has been described
for camelid V domains (116,124). In total, the differential
placement of disulfide bonds forces major changes in the
orientations of CDR1 and CDR3 and provides two major
conformations for antigen binding.

While analyzing the TCRVδ repertoire in nurse sharks,
an entirely new form of this chain, which encodes three
domains, V-V-C, was detected (125). The C is encoded by
the single-copy Cδ gene, and the membrane-proximal V is
encoded by a Vδ gene that rearranges to the DJδ elements.
The membrane distal V domain is encoded by a gene in the
NAR family, found in a rearranging VDJ cluster typical of
all cartilaginous fish Ig clusters. The NAR-TCR V genes, un-
like IgNAR V genes that have three D segments, only have a
single D region in each cluster. The particular Vδ loci linked
to each NAR-TCR gene—called NAR-TCR-supporting Vδ—
encode a cysteine in CDR1 that likely makes a disulfide
bridge with the NAR-TCR V domain. The J segment of
the rearranged NAR-TCR V gene splices at the RNA level
directly to the supporting Vδ segment, which has lost its
leader exon. This organization likely arose from an IgNAR
V cluster that translocated to the TCRδ locus upstream of
a Vδ gene segment. After modifications of the supporting
Vδ genes, this entire V-V gene set duplicated and diverged



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-03 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 11:8

Evolution of the Immune System 83

several times in different species of sharks. About 25% of
the expressed nurse shark TCR δ repertoire is composed of
this new type of TCR (encoded by 15-20 V-V genes in this
species) and have proposed that the typical γ /δ TCR acts
as a scaffold on which sits the single chain NAR V.

Our interpretation is that, true to the proposal that γ /δ
TCRs interact with free antigen, the NAR V is providing
a binding site that can interact with antigen in a different
way than conventional heterodimeric Vs. Thus, this is the
first case in which a particular V region family has been
shown to be associated with a BCR and TCR; in the case of
the BCR, the function likely resides within the Fc portion
of IgNAR and for the TCR the function (cytokine secretion,
killing) lies within the T cell itself. Interestingly, a second
TCRδ chain locus has also been described in marsupials
with properties similar to NAR-TCR (126). In this case,
there are also two V domains, but one (proximal to the
membrane) is germline-joined and only the membrane-
distal domain undergoes rearrangement. This new TCRδ

locus is preferentially expressed early in development. Dis-
covery of two such antigen receptor loci in sharks and mar-
supials suggests that this type of receptor will be found in
other vertebrates as well.

IgR/IgNARC/IgW/IgX/IgD

All elasmobranchs studied to date have another isotype
called IgW (116). It was probably discovered long ago in
skates as a non–IgM-secreted isotype called IgR, but no
protein sequence of this molecule has been obtained for
confirmation. Subsequently, an Ig gene was discovered in
skates encoding a three-domain molecule with an unusual
secretory tail that was named IgX (not to be confused with
another isotype with that name in amphibians, Figure 3.9).
A high molecular weight (MW) species detected by north-
ern blotting with an IgW probe suggested that there might
be a longer form of this isotype, subsequently shown to be
true in the sandbar shark (IgW), nurse shark (IgNARC—it
was so-named because the C domains had highest similar-
ity to IgNAR C domains) and skate). It was originally be-
lieved that sharks only expressed the long (seven-domain)
IgW form, but they were later shown to have both secretory
forms); the reason for the discrepancy was shark-to-shark
variation in expression of the short form, for unknown rea-
sons (127). The major IgW TM form, like IgM, is composed
of five domains, but variants with three domains—like the
secretory forms—were also detected. Very little is known
about the function of this isotype, as IgW-specific mAbs
have not been generated as they have for IgM and IgNAR.

IgW was thought to be a dead-end isotype in the carti-
laginous fish, but a homologue was found in the lungfish
(128). It also is present in two secreted forms, one with
eight domains and the other, like in the elasmobranchs,
with three domains (unfortunately the secretory tail was
not sequenced, and the TM form was not studied). Re-

cently, an Ig isotype was found in X. tropicalis most re-
lated to the lungfish IgW (129,130). Computer searches of
databases for the X. tropicalis genome project uncovered a
new isotype flanked by the IgM and IgX genes at the IgH
locus (Figure 3.10). The deduced amino acid sequence ob-
tained from the exons on the genomic scaffold suggests a
nine-domain molecule. The N-terminal C domains and the
TM regions are most similar to mouse and human IgD re-
gions, and its genomic location also suggests that it is an
IgD equivalent. Thus, these new data reveal that like IgM,
IgW/D is an isotype that was present at the emergence of
all extant vertebrate taxa.

An interesting feature of this IgD/W locus is that it is
highly plastic in evolution, both in terms of the number
of domains in different fish species and the plethora of
splice variants found, at least in cartilaginous fish (127). In
sharks, two of the C domains were derived ∼250 million
years ago by a tandem duplication event, and there was
a Xenopus-specific, two-domain tandem duplication event
as well. Within teleost fish, the number of C exons for this
isotype is different in various species, and the secreted and
TM forms seem to be encoded by different loci in the catfish
(Figure 3.10). In addition to the splice variants described
earlier in the cartilaginous fish and lungfish, in teleosts,
the IgM C1 domain exon is spliced into the IgD transcript
(131). Even in mammals, there are different numbers of
C domains in different species, and even exons that have
emerged quite recently in evolution. It is our impression
that this is the Ig locus that evolution “plays with,” per-
haps using it for different functions in vertebrate taxa. We
are obviously at the beginning of our analysis of this sys-
tem, but perhaps an evolutionary perspective of IgD/W will
eventually lead to an understanding of the function of this
ancient isotype.

IgZ/T
A third, novel bony fish isotype was uncovered in

screens of the EST and genomic databases called IgZ in
zebrafish and IgT in trout (132,133). Its genomic organi-
zation parallels the TCR α/δ locus in that the IgZ/T D, J,
and C elements are found between the VH and Cζ /Cμ ex-
ons (Figure 3.10). IgZ/T is a five-domain H chain predicted
to associate with L chains. The authors propose that lym-
phocytes bearing IgZ may be B1 cell equivalents, but a
preliminary VH repertoire analysis does not suggest that
unique sets of V regions are expressed on IgZ compared
to IgM. IgT is not preferentially expressed over IgM early
in trout development, and there is high expression in the
spleen throughout ontogeny into adulthood. The effector
function of IgZ/T is not known, but there may be species-
specific differences in expression during ontogeny and in
adult life among bony fishes.

Other Isotypes Related to IgG, IgE, IgA and the Switch.

Other isotypes consist of four C domains in nonmam-
malian vertebrates, including Xenopus IgY and IgX, non-μ
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FIGURE 3.10 Organization of H and L chain genes in all jawed vertebrates. All cold-blooded
gnathostomes except bony fish have three L chain isotypes, κ , λ, and σ ; mammals have κ and
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white. The top line shows a germline V, D, J gene with canonical RSS and promoter elements.
Isotypes for each class are found in Figure 3.9. See text for details.

isotypes of Rana, IgY of axolotl, and IgA and IgY of birds
(116,134). In Xenopus, IgY is thymus dependent; IgM and
IgX are not, although thymectomy impacts specific IgM
antibody production (i.e., antigen-specific IgM can be pro-
duced, but there is neither an increase in affinity after im-
munization nor elicitation of plaque-forming cells). IgM
and IgX plasma cells are abundant in the gut, while IgY

is expressed primarily in spleen. Axolotl IgM is present in
the serum early during development and represents the
bulk of specific antibody synthesis after antigenic chal-
lenge. In contrast to Xenopus IgY, the axolotl orthologue
appears late in development and is relatively insensitive to
immunization. From one to 7 months post-hatching, ax-
olotl IgY is present in the gut epithelium, associated with a
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secretory component. IgY progressively disappears from
the gut and is undetectable in the serum of 9-month-old
animals. Thus, axolotl IgY, like Xenopus IgX, may be anal-
ogous to mammalian IgA. Xenopus IgX and IgY are not
homologous (similar to sequence) to any mammalian non-
μ Ig isotype and are most similar to IgM. The TM and
cytoplasmic domains of Xenopus TM IgY, however, share
residues with avian IgY and mammalian IgG and IgE, sug-
gesting that mammalian/avian isotypes share a common
ancestry with amphibian IgY (135). This homology is es-
pecially interesting, because a study in mice suggested that
the IgG cytoplasmic tail is the central molecular element
promoting rapid memory responses. Finally, another Xeno-
pus isotype was discovered from the databases, called IgF
(130) or IgY ′ (because it is closely related to IgY, probably
duplicating within the Xenopus lineage). Like other iso-
types described in this section, it only has two C domains,
but rather than alternative splicing, the gene is organized
in such a manner. There has been no biochemical identifi-
cation of IgF to date.

Although cartilaginous and teleost fish have multiple
Ig isotypes, CSR appears first in evolution in amphib-
ians (134,136). CSR results from fusing switch regions up-
stream of the μ gene and another 3′ isotype gene, accompa-
nied by the deletion of the intervening sequences. Among
vertebrates, mammalian and bird class switch regions are
GC-rich and contain tandem repeats in which certain mo-
tifs such as TGGGG, GGGGT, AGCT, GGCT are abundant.
Because of the GC richness of these regions, transcription
generates stable R loops that provide single-stranded sub-
strates for AID activity. The first comparative studies on
switch were done in the amphibian Xenopus, where the
switch μ and χ region is not GC rich but AT-rich and cannot
form R loops (137). Replacement in mouse of the switch
region with the Xenopus switch μ showed that it mediated
efficient CSR and that the junctions were associated with
the short palindromic AGCT motifs, already recognized as
the main component of the Xenopus switch μ region. As
predicted from the absence of R loops, Xenopus switch μ

supported recombination in both orientations. The break-
points were located in the AGCT palindrome-rich region
of the switch box. Other motifs have been identified in the
other switch regions, such as in IgX and chicken isotypes;
all of these correspond to the DGYW hotspot consensus.
AID-mediated deamidation in the context of these motifs
may be the conserved major event in the initiation of CSR.

As mentioned, a single gene can encode different Ig
forms, such as for duck IgY, cartilaginous fish IgW, and
camel IgG loci (116). It has been suggested that the two
avian IgY short and long forms could be the functional
equivalents of both IgE and IgG, respectively; the same
may be true of the cartilaginous fish IgW short and long
forms with two and six domains, respectively. As men-
tioned, IgF or IgY’ also falls into this category but not
through alternative splicing (130).

VH Evolution

Diversity of the immune repertoire depends on the vari-
ety of V segments inherited in the germline and on the
further diversification by rearrangement (CDR3 only) and
SHM (all CDR). Early in life the repertoire depends chiefly
on the inheritable genes as one finds little N-region diver-
sity and somatic mutation (with exceptions; see discus-
sion later in this chapter). A central question is how an-
tibody germline V genes diversify CDR during evolution
while they are subject to homogenizing forces operating in
most multigene families. Perhaps environmental antigens
have played a major role in shaping the germline reper-
toire and have selected some VH/VL germline sequences
used by neonates. VH families arose in a bony fish lineage
and have been conserved for hundreds of millions of years
(138). Conserved regions defining families are found on
solvent-exposed faces of the VH, at some distance from the
antibody-combining site. Phylogenetic analyses show clus-
tering of VH into groups A, B, C, D, and E. All cartilaginous
fish VH belong to the monophyletic group E; bony fish VH

genes cluster into all groups (one group [D] unique only to
them). By contrast, group C includes bony fish sequences
as well as VH from all other classes except cartilaginous
fish. Another phylogenetic analysis classifies mammalian
VH genes in three “clans” (I, II, and III), which have coex-
isted in the genome for >400 million years. Only in car-
tilaginous fish does it appear that VH gene families have
been subjected to concerted evolution that homogenized
member genes (except for the IgM1gj V region described
earlier). It has been debated whether Ig V genes could be
under direct positive selection, because these genes hyper-
mutate somatically. However several features (e.g., codon
bias) and discovery of high-replacement/silent ratios in
germline gene CDR codons indeed argue for positive se-
lection during evolution (139,140).

In summary, much of the VH germline repertoire has
been conserved over extremely long periods of vertebrate
evolution. The birds and some mammalian species that
rely on gut-associated lymphoid tissue (GALT) to gener-
ate Ig diversity (see the discussion later in this chapter)
are exceptions with a reduced germline repertoire (at least
expressed repertoire), but as will be seen later in this dis-
cussion, gene conversion and SHM compensate for this sit-
uation in formation of the primary repertoire. Even in the
cartilaginous fish where there is a single VH family, there is
nevertheless heterogeneity in CDR1 and CDR2 sequences
(as well as hypermutation) that must boost diversity in the
expressed repertoire.

Ig Light Chains
L chains can be classified phylogenetically not only by

their sequence similarity, but also by the orientation of
their V and J RSS, which differ for mammalian λ and κ .
There has been much debate regarding the affiliations of
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L chains in various vertebrates, but as sequences have ac-
cumulated, a picture starts to emerge (141). Contrary to
what was believed, the κ and λ L chains emerged early
in vertebrate evolution, probably in the cartilaginous fish
or placoderms (Figure 3.10). In addition, a third L chain,
σ , originally described in Xenopus as a dead-end isotype,
appears to be the ancestral clade and is present in all cold-
blooded vertebrates.

Elasmobranchs have four L chain isotypes (types I, II,
III, and IV), and the combined data suggest that they are
present in all elasmobranchs. Type IV seems to be the an-
cestral group and is the orthologue of the unusual Xenopus
σ L chain, and type I is a dead-end variant of this iso-
type called σ -cart (for cartilaginous fish). Type II L chains
are the λ of birds, Xenopus, and mammals and have been
cloned from sharks and skates; all genes of this isotype
are “germline-joined.” The type III is clearly κ-like, at
least in the V region (and RSS orientation). These rela-
tionships are more noticeable in the V sequences, which
have some defining characteristics such as CDR length;
while the C sequences also fall into the same clusters,
they do so with much less phylogenetic support (141). Dif-
ferent elasmobranch species express the L chain isotypes
preferentially—for example, κ in nurse sharks, σ in horned
sharks, and λ in sandbar sharks. This pattern of expression
may be due to expansions/contractions of the different iso-
type genes in various elasmobranch lineages (142).

Almost all of the L chains in bony fish can be catego-
rized as either κ or σ , despite the large number of gene ex-
pansions and contractions. Genes in different species can
be found either in the cluster type organization, translo-
con, or some intermediate type ([143]; discussed later in
this chapter). In some species, mAbs were produced that
distinguish L chain classes, such as the F and G L chains
of the catfish, which are both of the κ type but are quite
divergent in sequence.

MAb studies suggested the existence of three Xenopus L
chain isotypes of 25, 27, and 29 kD with heterogeneous 2D
gel patterns and preferential association of some L chain
isotypes with IgY H chains (142). Indeed, three Xenopus
L chains genes have been isolated: ρ (now κ), σ , and λ.
Only one C gene is present in the ρ locus, and it encodes
the most abundant L chain. The V and J RSS are of the
κ-type, and the five identified J segments are nearly iden-
tical (Figure 3.10). The locus is deleted, like mammalian
κ , when the other isotype genes are rearranged. Southern
hybridizations with genomic DNA from different animals
showed VL sequences to be both diverse and polymorphic.
The third X. laevis L chain isotype predicted from the bio-
chemical studies is related to mammalian λ genes and con-
sists of six distinct VL families. In the σ locus, the J segment
has an unusual replacement of the diglycine bulge by two
serines. The Rana major L chain type has an unusual intra-
chain disulfide bridge that is seemingly precludes covalent
association of its H and L chains (142).

Two L chain types were identified in reptiles. Chickens
and turkeys only express one L chain (λ) with a single func-
tional V and J gene, and the manner by which diversity is
generated is likely responsible for this unusual evolution-
arily derived arrangement (discussed later). Nonproduc-
tive rearrangements are not detected on the unexpressed L
chain allele, and thus there is a strong pressure to generate
functional joints (discussed later). Such a system probably
rendered a second (or third) L chain locus superfluous.
Within mammals (marsupial Monodelphis domestica), the
Vλ repertoire is composed of at least three diverse families
related to distinct placental families, suggesting the diver-
gence of these genes before the separation of metatherians
and eutherians more than 100 million years ago. Opossum
λJC sequences are phylogenetically clustered, as if these
gene duplications were recent and the complexity of the λ

locus seems greater than that found at the H chain locus
(144).

In summary, all vertebrate groups except the birds have
two to four L chain isotypes, all of which can be categorized
as κ , λ, or σ (and in cartilaginous fish, σ -cart) (141). How-
ever, we are still at a loss to understand the significance
of possessing multiple isotypes, because there is scant evi-
dence that L chains have any effector functions. It has been
suggested that different isotypes may provide distinct CDR
conformations in association with H chains, or there may
be L chain/H chain preferences that provide some advan-
tage that is not obvious (145). At least the differential CDR
sizes for σ as compared to κ /λ suggest that the former ra-
tionale is plausible.

The J Chain
The joining (J) chain is a small polypeptide, expressed

by mucosal and glandular plasma cells, that regulates poly-
mer formation of IgA and IgM. J chain incorporation into
dimeric IgA and pentameric IgM endows these antibod-
ies with the ability to be transported across epithelial cell
barriers. J chain facilitates creation of the binding site
for poly-Ig receptor (spIgR, secretory component in the
Ig polymers), not only by regulating the polymeric struc-
ture, but apparently also by interacting directly with the
receptor. Therefore, both the J chain and the pIgR/SC are
key proteins in secretory immunity (146). Mouse IgM is
synthesized as hexamers in the absence of J chain and as
pentamers in its presence. Since some Xenopus EM stud-
ies suggested the existence of Ig hexamers, it was of in-
terest to examine J chain conservation over evolutionary
time. J chain cDNAs have been reported in all jawed ver-
tebrates. The existence of Xenopus J chain suggests that,
unlike mouse IgM, Xenopus IgM forms hexamers with
J chain; alternatively the previous EM studies identified
IgX as the hexameric isotype (the χ chain has a stop codon
before the Cys of CH4 domain and thus cannot make a co-
valent attachment to J chain) (134). The highest level of
J chain expression was detected in frog and bird intestine,
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correlating well with a role for J chain in mucosal immu-
nity (although obviously not for IgX secretion). Elasmo-
branch J chain shows high similarity to the N-terminal
half of J chains from other vertebrates but is divergent or
even missing in the other regions (146). This result suggests
that the function of J chain may be solely for IgM polymer-
ization in elasmobranchs, and the transporting function
arose later in evolution; consistent with this idea, Xeno-
pus, but not shark, J chain is capable if interacting with
human IgA and poly-Ig receptor. There was a claim for J
chain’s presence in many protostomic invertebrates since
a homologue was cloned in earthworms (147), but no J
chain sequences have appeared in any of the protostomes
or deuterostome invertebrate databases (e.g., C. elegans,
Drosophila).

Antigen Receptor Gene Organization

VH Regions
A rearranged VH gene consists of a leader (encoded by a

split exon) followed by four framework regions and three
CDRs (Figure 3.10). Canonical VH CDR1 nucleotide se-
quences are conserved in all jawed vertebrates, likely as
targets for SHM (148). A major germline difference is the
lack of conserved octamers and TATA box in the 5′ region
of shark Vs. In all species, functional V genes are assem-
bled by rearrangement and joining of germline V, D, and J
elements. Cartilaginous fish H chains are encoded by large
numbers of clusters (>100 in horned shark; ∼15 in the
nurse shark) (116,149). For IgNAR, there are only four V
regions/haploid genome, and only a few IgW V genes are
detected in nurse sharks (but a large number in skates). In
teleosts, seven VH families have been characterized in the
catfish, each containing up to 7 to 10 genes (most with
open reading frames), and in the trout, 11 VH families
were identified. Xenopus has at least 11 V families, three
of which (VH1-3) contain 20 to 30 members and ∼10%
to 30% pseudogenes; the other families are smaller (one
to eight genes), so the total number of functional VH ele-
ments is ∼90 to 100. Reptiles have very large pools of VH

segments: The turtle Pseudemys scripta has four families,
with ∼700 VH/haploid genome (10% to 20% pseudogenes),
and at least 125 genes homologous to the mouse VH S107
gene were detected in another turtle species, Chelydra ser-
pentine. Importantly, the VH complexity does not seem to
limit diversity of the antibody repertoire in any ectother-
mic vertebrate studied to date. There are actually fewer
functional human VH (44 functional, 79 pseudogenes that
fall into seven families) than in many ectotherms. Dynamic
reorganization of the H chain V regions seems to have oc-
curred at least eight times between 133 million and 10 mil-
lion years ago (138). Perhaps species that utilize somatic
mutation/selection “optimally” rely less on germline diver-
sity, and therefore fewer functional genes are required.
Only ∼10% of Xenopus VH are pseudogenes in the three

families (VH1-3) that have been exhaustively studied; thus,
Xenopus, with fewer lymphocytes, has a greater number of
functional VH genes than humans.

Chondrichthyan Germline-joined Genes
In all vertebrate species, functional Ig genes are as-

sembled by rearranging DNA segments scattered on the
chromosome. However, in cartilaginous fish, some V genes
are the products of V(D)J rearrangement in eggs/sperm
(9,116,150). Type I L chain (σ ) genes are all germline-
joined in skates but split in horned sharks, and the piece-
meal germline joins (e.g., VD, VDD, VDDJ) found in many
horned shark H chain gene clusters and in nurse shark L
chain type I (σ ) clusters strongly suggest that the germline-
joining is a derived feature (Figure 3.10). Definitive proof
came from a study of a germline-joined nurse shark type III
(κ) L chain gene, shown by phylogenetic analysis to have
been joined within the past 10 million years (150). When
there is a mixture of joined and conventional genes, the
split genes are expressed in adults, while the joined genes
are expressed at significant levels only early in ontogeny.
When all of the genes in a particular family are joined (e.g.,
skate type I L chain genes and type II (λ) L chains in all elas-
mobranchs), they continue to be expressed into adult life at
high levels. In mammals, what may appear like germline-
rearranged V genes are in most cases processed pseudo-
genes (e.g., pseudo Vκ on chromosome 22 in human or in
mouse). However, it is possible that the surrogate L chain
gene VpreB is the product of a germline-joining event in
the line leading to mammals.

Organization of Rearranging Genes
As mentioned, shark IgH chain genes are structured

into perhaps hundreds of clusters, each consisting of V,
D, J, and C elements (116); all evidence from studies in
horned shark, nurse shark, skate, and sandbar shark (and
holocephalan ratfish) suggest that V, D, and J genes rear-
range only within one cluster (Figure 3.10). While there is
extensive N-region diversity and sometimes usage of two
D segments (three Ds in IgNAR), and there are VH sub-
families having substantial CDR1/2 heterogeneity, diver-
sity of the primary repertoire is lower than in other ver-
tebrates since there is no (or infrequent) rearrangement
between clusters. The special constitution of the shark H
and L chain loci suggests an exclusion mechanism similar
to that of mouse TCR γ loci, also in clusters. It appears
that only one VH transcript is expressed in each lympho-
cyte, consistent with isotypic exclusion, despite the many
clusters (151). Bony fish (teleosts and chondrosteans, such
as the sturgeon), frogs, reptiles, and mammals have very
similar architectures of their H chain locus—the so-called
translocon configuration (Figure 3.10). As described ear-
lier, multiple families of VH genes, each consisting of
many apparently functional elements (1 to 30 per family),
are separated from a smaller number of genomic D and
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J elements. The possibility of combinatorial rearrange-
ment enables more diversification than is possible with
the cartilaginous fish clusters for a given number of seg-
ments. In birds, the organization is similar but all V genes
except those most 3′ to the D elements are pseudogenes
(discussed later in this chapter).

L chain gene organization is more variable. In elasmo-
branchs, the organization is the same (i.e., in clusters) as
the H chain locus without the D segments. The prototypic
horned shark type I (σ ) L chain has a cluster organiza-
tion in which V, J, and C segments are closely linked. As
mentioned earlier, bony fish L chain genes have the shark
cluster-type organization, but some species have multiple
V genes in some clusters, demonstrating that there is rapid
evolution of not only sequence, but also gene organization
in this taxon (143). In Xenopus, there are multiple Vκ(ρ)
presumably derived from one family, 5J and a single C gene
segment (152). In cartilaginous fish and birds, there has
been coevolution of Ig gene architecture for H and L loci,
but the teleosts have shown that this is not a rule.

D Segments
D segments are always present in one of the two loci en-

coding an Ig/TCR heterodimer (IgH and TCR β,δ), and the
pressure that maintains this asymmetry is unknown. Car-
tilaginous fish have one or two D genes/H chain clusters,
and there are only minor variations among the clusters. In
teleosts, amphibians, and reptiles, where the organization
of the H chain locus is similar to humans, the number of Ds
deduced from cDNAs ranges from 10 to 16. Two germline
D segments have been identified in Xenopus, and their RSS
follow the rules defined in mammals. In birds, there are 15
very similar DH.

There are several reasons why D segments may have
been preserved throughout evolution. Incorporation of D
segments augments CDR3 diversity and size, obviously
directly influencing the combining site (116,134). Three
different Ds contribute to IgNAR CDR3, and besides gen-
erating great diversity, CDR3 length and amino acid com-
position fulfills special tertiary structure requirements:
D-encoded cysteine residues bond with cysteine(s) in the
body of the V domain, thereby stabilizing a loop involved
in the antigen-binding of this unusual monomeric receptor
(123). A similar situation has been reached by convergence
in the monomeric variant of camel IgG. Finally, rearrange-
ment of one locus “locks it in” and allows the second locus
to undergo receptor editing, as is the case for negative se-
lection of the B cell repertoire and positive selection of the
T cell repertoire.

Major Histocompatibility Complex

T cells distinguish self from nonself through the presen-
tation of small peptides bound to MHC class I and class
II molecules (i.e., MHC restriction). The genetic restric-

tion of T cell–APC collaboration, processing of antigen by
professional APCs, and T cell education in the thymus de-
scribed in mice hold true (or is assumed) for most ver-
tebrate classes (153). No MHC-regulated T cell responses
have been documented in cartilaginous fish, but the iden-
tification of polymorphic class I and II and rearranging
TCRα/β genes (discussed earlier) strongly suggest that
functional analyses will reveal MHC restriction of adaptive
responses. Similarly, urodele amphibians are notorious for
their poor immune responses (discussed later in this chap-
ter), and biochemical and molecular evidence suggests that
class II polymorphism is low in the axolotl. In addition, like
the cod, axolotls have very high numbers of expressed class
I loci, which might play into their poor adaptive immunity.

Class I/II Structure Through Evolution

The three-dimensional organizations of class I and class
II are remarkably similar: The two membrane-distal do-
mains of both molecules form a peptide-binding region
(PBR) composed of two antiparallel α helices resting on a
floor of eight β strands, and the two membrane-proximal
domains are IgSF C1. Although sequence identity among
class I and class II genes in vertebrates is low (like most
other immune genes), the four extracellular domain or-
ganization and other conserved features are likely to be
found in the ancestral class I/II gene (154). An intrachain
disulfide bridge exists within the class I PBR α2 and class
IIβ1 domains, but not the class I/II PBR α1 domains, and
phylogenetic trees show that these respective domains are
most similar (Figure 3.11). Bony fish class II α1 domains,
like class II DMα molecules that are as old as the bona fide
class II genes, do have a disulfide bridge. The exon/intron
structure of class I and class II extracellular domains is also
well conserved, but some teleosts have acquired an intron
in the exon encoding the IgSF β2 domain. Other conserved
features of class I genes include a glycosylation site on the
loop between the α1 and α2 domains (shared with class II
β chains), a Tyr, and one to three Ser in the cytoplasmic
regions that can be phosphorylated in mammals, as well
as several stabilizing ionic bonds. Class II, with its two
TM regions, differs from class I with only one; conserved
residues in the class II α and β TM/cytoplasmic regions fa-
cilitate dimerization. In summary, because sequence simi-
larity is very low among MHC genes in different taxa, these
conserved features are important for function and main-
tenance of structure (154).

β2m was the second IgSF molecule (C1-type) ever to
be identified, originally found at high levels in the urine of
patients with kidney disease. It associates with most class I
molecules (discussed later in this chapter). Besides mam-
mals, β2m genes have been cloned from representatives
of all vertebrate classes except cartilaginous fish. The β2m
gene is outside the MHC in all species tested and is a single-
copy gene in all species except cod and trout, in which it
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        S1              S2          S3         S4    H1                H2                     
   ---------          -----      ------      ----- ------ ----------------------------        

PBR               Y-7                                                 Y-59                    Y/R-84    
HLA-A2a-1 --GSHSMRYFFTSVSRPGRGEPRFIAVGYVDDTQFVRFDSDAASGRMEPRAPWIEQEGPEYWDGETRKVKAHSQTHRVDLGTLRGYYNQSEA  

IDR1a-1 KEEHVIIQAEFYLNPD----QSGEFMFDFDGDEIFHVDM------AKKETVWRLEEFGRFASFEAQGALANIAVDKANLEIMTKRSNYTPITN
F S-53     N-62   N-69     ===    

S1           S2           S3      S4          H1         H2            H3
---------     ---------      ----    ----       ------    ---------- ----------------    

PBR                  101#                                         T  KW-146,7        164#      Y-171       
HLA-A2a-2 ----GSHTVQRMYGCDVGSDWRFLRGYHQYAYDGKDYIALKEDLRSWTAADMAAQTTKHKWEAA-HVAEQLRAYLEGTCVEWLRRYLENGKETLQRT
DR1b-1 GDTRPRFLWQLKFECHFFNGTERVRLLERCIYNQEESVRFDSDVGEYRAVTELGRPDAEYWNSQKDLLEQRRAAVDTYCRHNYGVGESFTVQRR   

            15#   === W-61 79# HN-81,2          

S1(A) S2(B) S3(C S4(D) S5(E) S6(F S7(G)
------- -------- ----- ------- ------- ------- -----

C-1 Igsf P L C FYP W NG P Y C V H P
HLA-A2a-3 --DAPKTHM--THHAVSDHEATLRCWALSFYPAEITLTWQRDGEDQTQDTELVETRPAGDGTFQKWAAVVVPSGQEQRYTCHVQHEGLPKPLTLR
DR1a-2 --VPPEVTVLTNSPVELREPNVLICFIDKFTPPVVNVTWLRNGKPVTTGVSETVFLPREDHLFRKFHYLPFLPSTEDVYDCRVEHWGLDEPLTKHW----
DR1b-2 --VHPKVTVYPSKTQPLQHHNLLVCSVSGFYPGSIEVRWFRNGQEEKTGVVSTGLIHNGDWTFQTLVMLETVPRSGEVYTCQVEHPSVTSPLTVEW----
b2m IQRTPKIQVYSRHPAENGKSNFLNCYVSGFHPSDIEVDLLKNGERIEK-VEHSDLSFSKDWSFYLLYYTEFTPTEKDEYACRVNHVTLSQPKIVKWDRDM

TM/CYT CON. PIECE TRANSMEMBRANE CYTOPLASMIC
HLA-A2 EPSSQPTIP IVGIIAGLVLFGAVITGAVVAAV MWRRKSSDRKGGSYSQAASSDSAQGSDVSLTACKV
DR1a EFDAPSPLPETTE NVVCALGLTVGLVGIIIGTIFII KGVRKSNAAERRGP
DR1b RARSESAQSK MLSGVGGFVLGLLFLGAGLFI YFRNQKGHSGLQPRGFLS

FIGURE 3.11 Amino acid residues conserved in classical class I and class II molecules in all
jawed vertebrates. Displayed are sequences of HLA-A2 and DR1, for which crystal structures are
available (309,310). Bold residues are found in the majority of classical class I/II sequences (or all
but one class). Residues above the alignment for class I PBR a-1 and a-2 (Y-7, Y-59, Y/R-84, T-123,
K-146, W-147, Y-171; note that Y-84 is invariant in mammals but R in all other vertebrates), and
below the alignments for class II PBR a-1 and a-2 (Fa-53, Sa-55, Na-62, Na-69, Wb-61, Hb-78,
Nb-82) are invariant residues that bind to mainchain atoms of acquired peptides. For the IgSF C1
domains, residues above the alignment are conserved in C1 set domains (17). Double-underlined
residues are conserved glycosylation sites. Cysteines in the class I a-2 and class II b-1 that form
conserved PBR disulfide bonds are indicated. Strands (S) and helices (H) for the PBR and strands
for the IgSF domains are displayed. Figure modified from Kaufman et al (154).

has undergone multiple duplications. Based on the levels
of similarity between the various domains of class I and
class II, it is expected that β2m was originally encoded in
the MHC and may still be present in some extant verte-
brates (154).

Classical and Nonclassical Class I and Class II
Class Ia (classical) and class Ib (nonclassical) genes are

found in all of the major groups of jawed vertebrates. Class
Ia genes are defined by their ubiquitous expression, their
presence in the MHC proper, and by high polymorphism.
In addition, class Ia proteins almost always have eight
conserved residues at both ends of the PBR that interact
with “mainchain” atoms of bound peptides and constrain
their size to eight or nine residues; this feature often dis-
tinguishes class Ia from class Ib (discussed later in this
chapter). Thus, tight binding of peptides, a likely source
of conformational changes in class I allowing transport
through the ER and cell surface expression, is an evolu-
tionarily conserved trait (155). In nonmammalian verte-
brates, one of these residues at the C-terminus is lysine

rather than tyrosine, the functional significance of which
is unclear (154).

The class Ia/Ib distinction holds in most taxa: One to
three polymorphic class Ia genes are expressed ubiqui-
tously in most species, while other minimally polymor-
phic or monomorphic class Ib genes can be expressed in
a tissue-specific fashion. The class Ib genes can be split
into two major groups: one set that is most related to the
class Ia genes within a taxon and thus recently derived,
and one group that is ancient and emerged near the origin
of the adaptive immune system. In mouse and human, the
set most closely related to class Ia genes are closely linked
within the MHC. In nonmammalian vertebrates, however,
this first set are found in gene clusters on the same chro-
mosome as the MHC proper but far enough away to seg-
regate independently from MHC—for example, chicken
(Rfpy) and Xenopus (XNC) (153). One Xenopus class Ib
gene is expressed specifically in the lung and thus likely
has a specialized function, and chicken Rfpy is associated
with resistance to pathogens. Class Ib genes related but un-
linked to the classical class I have also been found in bony
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and cartilaginous fish, and quite recently a lineage of class
II–linked class I genes was discovered in bony fish (dis-
cussion later in this chapter for significance; (156). Thus,
class Ib genes that arise in each taxon seem to have true
class I–like functions, but perhaps have become special-
ized (sometimes the distinction between class Ia and class
Ib is blurry; see the discussion later in the chapter) (157).
The second set of older class Ib genes that predates diver-
gence of taxa can have very different functions. For exam-
ple, the neonatal Fc receptor (FCRN) is involved in binding
and transport of IgG molecules across epithelia as well as
protecting them from degradation (the Brambell receptor).
Further, molecules only described so far in mouse/human
are composed only of a PBR without IgSF domains; these
unusual class I molecules do not bind peptides but rather
are important for the regulation of NK and T cell function
during infection. The paradigm for these SOS responses
is the MIC class Ib molecule, which does have an IgSF
domain but clearly does not bind peptides. Some teleost
class Ib genes that fall outside the major cluster of fish
class I genes may fit into this category (158,159). Finally,
molecules like CD1 bind nonpeptidic antigens for presen-
tation to innatelike NK-T cells. The phylogenetic analysis
predicts that CD1 and FcRN are old class I genes, which
may be present today in all vertebrates (however, discus-
sion later in this chapter about CD1); the age revealed by
the phylogenetic tree also correlates well with the hypoth-
esis that ancient duplication events predating the emer-
gence of jawed vertebrates resulted in the appearance of
CD1, FcRN, and MHC-linked class I genes (see discussion
later in this chapter). Was the original function of class I
linked to antigen presentation (peptidic or otherwise), in-
duction of an SOS response, or to housekeeping functions?
We do not currently have the answer, because class Ia and
class Ib molecules are just as ancient. The discovery of class
I–like genes in animals derived from ancestors predating
adaptive immunity (if such genes exist) will help resolve
this question, but to date no recognizable MHC molecules
or their kin have been detected in pre-jawed vertebrates
(32).

Class II molecules also have nearly invariant residues
that bind to main chain atoms of peptides, but these are
in the center of the groove (Figure 3.11). Thus, tight bind-
ing to main chain peptide atoms occurs in the center of
the class II PBR, and peptides are free to protrude from
both ends (154). The only nonclassical class II molecules so
far identified are the previously mentioned DM molecules
that lack these residues. Thus far, DM molecules have been
cloned only from tetrapods and have not been detected
in any fish species, despite the large genomic and EST
databases for the bony fish (160). Thus, they either had not
emerged at the time fish arose or were lost in the bony fish
lineage; phylogenetic trees suggest the latter and would be
consistent with the rapid rate of genome evolution in the
teleosts (161,162).

Polymorphism of MHC Class I and Class II Genes
High levels of polymorphism and genetic diversity are

characteristic of most classical MHC genes, in fact the
highest of any gene family studied to date. MHC variation
among taxa has been derived via mutation, gene conver-
sion, and recombination, and alleles are formed over evo-
lutionary time. However, it is the retention of ancient allelic
lineages through selection that accounts for the high levels
of diversity observed within species (163). The repertoire
of antigens recognized by MHC alleles is determined by
the amino acids in the PBR, such that different MHC alle-
les recognize different sets of peptide derivatives. Although
even minor alterations of the anchor residues in the PBR
can drastically change the peptide binding capacity of an
MHC molecule, in general, MHC alleles that differ by only
a few amino acids can overlap considerably in their pep-
tide binding repertoires, while highly divergent alleles bind
unique sets of peptides. The differential binding capacities
of MHC alleles form the basis of two models of balancing
selection proposed to account for the extreme diversity ob-
served at MHC. Overdominance, or heterozygote advan-
tage, assumes that heterozygous individuals are capable
of binding a wider array of pathogenic peptides than ho-
mozygous individuals; hence, they should be selectively fa-
vored (164). Alternately, negative frequency-dependent se-
lection is based on the premise that a coevolutionary arms
race between host MHC and pathogens exists, resulting in
the development of escape mechanisms by pathogens to
common MHC alleles and according an advantage to rare
alleles (165). Although numerous individual studies exist
providing support for one or the other of these selective
mechanisms, from a population genetics standpoint, they
give very similar theoretical results and are difficult to dis-
tinguish.

MHC Gene Organization
As mentioned earlier, because class I and class II pro-

teins are structurally similar, it is no surprise that their
genes are linked, a primordial trait subsequently lost only
in bony fish. But why are structurally unrelated class I
processing genes, including the immune proteasome com-
ponents lmp2 and lmp7 and the TAP genes, also found
in the MHC? There are two possible scenarios: primor-
dial linkage of ancestral processing and presenting genes
in the MHC or later recruitment of either the process-
ing/presenting genes into a primordial MHC. Based on
the presence of similar clusters of MHC genes on paralo-
gous chromosomal regions in humans and mice, Kasahara
et al. (7,166) proposed that ancestors of class I, class II,
proteasome, transporter, and class III genes were already
linked before the emergence of the adaptive immune sys-
tem (Figures 3.12, 3.13). Genomewide duplications around
the time of the origin of vertebrates (the 2R hypothesis), as
proposed by Ohno (167), may have provided the raw mate-
rial from which the immune system genes was assembled
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– Highly conserved MHC compared with humans

– Class II, class I, TAP, proteasome genes tightly linked (Adaptive MHC)

– MECL1 in class III region

– IgSF(VJ) NK-like receptors in class III region

– Translocation of class I and subsequent expansion

– Translocation of MECL1 to chromosome 16

– Compaction of genome including MHC; loss of “non-essential” genes especially LMP from the genome

– Expansion of non-classical class I/II far from MHC proper

– CD1 genes linked to MHC

– C type lectin NK receptor genes linked to MHC
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FIGURE 3.12 MHC evolution. White indicates that the gene is found in at least one other
species besides human; black designates a gene with known or inferred immune function; asterisk
indicates an ancestral gene found on at least two paralogous MHC regions in mammals; large box
indicates at least two genes in the particular region; double slash indicates linkage far away on the
same chromosome; space between lines indicates that the genes are on different linkage groups.
The teleost MHC is a composite of the zebrafish, trout, Fugu, and medakafish maps. Extensively
modified from (153,311).
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FIGURE 3.13 Genomewide duplica-
tion (2R) model of MHC evolution. Dis-
played are the MHC paralogous re-
gions and their human chromosomal
designations, first identified by Kasa-
hara (7,166). Note that such paralo-
gous regions have also been studied
for chemokine receptors (259), TNF
and TNF receptors (312), and IgSF
molecules involved in cell-cell interac-
tions and costimulation (11). Asterisks
indicate that NK cell receptors (NKR)
of the IgSF and C-type lectin categories
from the NKC and LRC, respectively, are
likely to have been in the Ur MHC based
on linkages seen today in various taxa.
VJ and C1 genes noted in the Ur MHC
were likely related to the antigen recep-
tor ancestor.

(discussed later in this chapter). As for all other adaptive
immune genes described so far, neither class I/II nor im-
munoproteasome/TAP have been isolated from hagfish nor
lampreys, and all of these genes as well as other genes in-
volved in immunity could have emerged as a consequence
of the duplications. Because class I genes are found on two
or three of the clusters, class I–like molecules may have
predated class II in evolution. Indeed, NK-like recognition
of a class I or class I–like molecule encoded in an ancestral
linkage group may have been at the origin of the adaptive
immune system (discussed later in this chapter).

TAP is an interesting case in that the MHC-linked genes
were clearly not part of the Ur MHC, but rather they were
“recruited” to the MHC early in evolution. TAPs are mem-
bers of the very large ABC transporter family and are most
closely related to bacterial ABC transporters; this suggests
that TAP1/2 were derived from a bacterial, or more likely a
mitochondrial, gene, via horizontal transfer (168). Further,
a close homologue of TAP1/2, TAP-L (TAP-like), unlike all
of the other Ig/TCR/MHC genes we have discussed, is found
in jawless fish (169). TAP-L’s function is not known, but it
may be involved in cross presentation (170). In summary,
the TAP genes are not following any of the “rules” that
seem to hold true for the other genes involved in adaptive
immunity. This story will be exciting to monitor.

In all nonmammalian vertebrates, and even in marsupi-
als (171), the imunoproteasome and TAP genes are closely
linked to class I genes, not to class II, in a true “class I
region.” This result is most striking in bony fish (Fugu,
zebrafish, medaka, trout), because class I/lmp/TAP/TAPBP
and class II are found on different chromosomes (153,162;
Figure 3.12). The class III region, historically defined by

the innate immune genes such as Bf/C2, and C4 are also
present in the Xenopus and elasmobranch MHC, showing
that association of class I/II with such genes is ancient
(160). If Kasahara’s interpretation is correct—that is, that
MHC syntenic groups found on different mammalian chro-
mosomes resulted from ancient block duplications—it is
expected that the physical association of ancestral class I,
II, and III genes predated the emergence of jawed verte-
brates, and such syntenies in ectothermic vertebrates are
not surprising (Figures 3.12, 3.13). Indeed, linkage stud-
ies in nonvertebrates amphioxus and Ciona do support an
ancient linkage of class I, II, and III genes (172). Taken
together, the data reveal that lack of synteny of class I,
class II, and class III genes in teleosts is a derived char-
acter (161). Independent assortment of class I and class
II may allow these genes to evolve at different rates: In
some telesots, class Ia alleles form ancient, slowly evolv-
ing lineages, whereas class II genes evolve at similar rates
as mammalian MHC alleles (173,174).

The chicken MHC, the B complex, is on a microchromo-
some, and intron sizes and intergenic distances are both
quite small so that the entire complex is only a few hun-
dred kb as compared to more than 4,000 kb in humans
and Xenopus. Class Ia (BF), class IIβ (BL and DM), and
TAP genes are in the MHC, but there is no evidence for
immunoproteasome genes, and almost all class III genes
have been deleted except for C4 (175). The quail MHC
is similar, although is somewhat expanded, especially in
genes related to the C-type lectin NK receptors (176). Al-
though most class III genes are found on other chromo-
somes, lmp2/7 and MECL1 genes are actually absent from
the genome; indeed, peptides bound to chicken class I
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molecules sometimes have C-terminal glutamic acid or as-
partic acid, which are rare after proteolysis by mammalian
proteasomes containing lmp2 and lmp7. To explain the
correlation of diseases with particular haplotypes, Kauf-
man proposed that the chicken has a minimal essential
MHC composed of only those genes absolutely required
to remain in the complex. This concept has been reen-
forced recently by an analysis of resistance to viral in-
fection (Rous sarcoma virus) governed by classical class
I molecules (177).

Surprisingly, CD1 genes are closely linked to the chicken
MHC (178,179). As mentioned earlier, CD1 genes in mam-
mals seem to be on one of the MHC paralogous regions,
and it was suggested that it arose as a consequence of the en
bloc duplication (see Figure 3.13). While this is still possi-
ble (i.e., there was differential silencing of CD1 and other
class I genes on the two paralogous chromosomes), the
more likely scenario is that CD1 arose by gene duplication
within the MHC itself in an ancestor of warm-blooded ver-
tebrates; no bona fide CD1 genes have been detected to date
in any fish or amphibians.

In summary, in all animals except placental mammals,
classical class I genes map closely to the TAP and lmp
genes, suggesting that the processing, transport, and pre-
senting genes were in an original “class I region” (153,180).
The tight linkage of the functionally, but not structurally,
related genes strongly suggests that such genes coevolve
within particular MHC haplotypes. Indeed, in Xenopus
there are biallelic lineages of class Ia, LMP7, and TAP
that are always found as a set in wild-caught animals.
Although teleosts underwent an explosive adaptive radi-
ation 100 million years ago and primordial syntenies have
been lost in many cases (162), there are deep lineages of
class Ia genes in many species, also found for Xenopus and
cartilaginous fish class Ia genes. A recent study in medaka
suggests that divergent noncoding regions between the
class I processing and presenting genes do not permit re-
combination between lineages, hence preserving the link-
age disequilibrium (181). In (most) eutherian mammals,
the class I region is not closely linked to lmp/TAP and is
very unstable, with rapid duplications/deletions expected
in a multigene complex; the same class I instability extends
to the non-MHC linked class Ib genes in Xenopus species.

Class I/II Expression
In Xenopus species, immunocompetent larvae express

high levels of class II on APCs such as B cells, but express
only very low levels of class Ia molecules on hematopoietic
cells until metamorphosis. Expression of the immunopro-
teasome element lmp7 and all identified class Ib isotypes
is also very low. Larval skin and gut, organs with epithe-
lia in contact with the environment, appear to coexpress
class I (transcripts) and class II (182). Such expression
may provide immune protection during larval life; per-
haps expression of class Ia is limited to organs that un-

dergo massive destruction and remodeling at metamor-
phosis. Class II molecules also change their distribution
after metamorphosis and are highly expressed by unstim-
ulated T cells. Axolotl class II molecules are also regulated
differentially during ontogeny, expressed in young animals
on B cells and then expanding to all hematopoietic cells,
including erythrocytes, later in life. Changes in MHC ex-
pression are not correlated with cryptic metamorphosis
in axolotls, but class II expression by erythrocytes is cor-
related to the switch from larval to adult globins. Unlike
Xenopus, class I transcripts isolated so far are expressed
early in ontogeny, from hatching onward.

Carp class I and class II transcripts are detected in em-
bryos 1 day after fertilization and reach a plateau at day
14. However, the suspected class Ia protein does not ap-
pear until week 13, whereas β2m can be detected several
weeks earlier (183). It was suggested that another class
I molecule is expressed during early development of the
carp hematopoietic system, perhaps one of the unusual
nonclassical molecules that groups outside the teleost clus-
ter. Interestingly, recent work has shown that class I is ex-
pressed in the brain of young, but not adult fish, suggest-
ing that class I molecules may play a role in neurogenesis
(184).

Lymphoid Tissues and Cells of
Jawed Vertebrates

Hematopoisis and Transcription Factors
As mentioned earlier, transcription factors of the family

PAX 2/5/8, GATA 1,2,3, ets/erg, and runt domain-containing
factors have been cloned in several invertebrates (Figure
3.4). One plausible model to explain the genesis of true
lymphocytes in vertebrates is that closely related mem-
bers of transcription factor families are the result of a
relatively late divergence in lineage pathways followed
by specialization of duplicated genes (185). These dupli-
cations could be those that apparently occurred during
the history of chordates (see MHC and “origins” section).
Within deuterostomes, the generation of true GATA 2 and
3 probably occurred after echinoderms diverged from the
chordate branch and the GATA, ets, EBF, Pax5 dependent
pathways of T/B cell differentiation are thus specific to
vertebrates. It is already known that lampreys express a
member of the purine box 1 (PU.1)/spleen focus-forming
virus integration-B (Spi-B) gene family that is critically and
specifically involved in jawed vertebrate lymphocyte differ-
entiation. Expression has been detected in the gut, which
may be related to the fundamental nature of “GALT” as a
lymphoid cell-producing organ (see Figure 3.14).

In vertebrates, the generation of T, B and NK lympho-
cyte lineages from pluripotent hematopoietic stem cells
depends on the early and tissue-specific expression of
Ikaros (and related loci), which by means of alternative
splicing produces a variety of zinc finger DNA-binding
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FIGURE 3.14 Evolution of lymphoid tissues in the vertebrates. All jawed vertebrates have a
thymus and a spleen with demarcated T and B cell zones. Fish have different bone marrow equiv-
alents (Epigonal, Leydig, head kidney), and amphibians are the oldest group with lymphopoietic
bone marrow (also the fist to have a typical IgH chain class switch). Germinal centers are found
only in warm-blooded vertebrates, see (134,189).

transcription factors. The orthologues of Ikaros, Aiolos,
Helios, and Eos have been identified in the skate Raja
eglanteria, where two of the four Ikaros family members
are expressed in their specialized hematopoietic tissues
(epigonal and Leydig organs; discussed later), like in mam-
mals (186). An Ikaros-related gene has been identified in
the lamprey P. marinus, in which neither Ig nor TCRs have
been identified. In lower deuterostomes, single genes that
seem to be related to the ancestor of the Ikaros and Ets fam-
ily of transcription factors exist, further suggesting that the
division of labor between the family members in the jawed
vertebrates was a result of en bloc duplications (187,188).
The conservation of Ikaros structure and expression rein-
forces its role as a master switch of hematopoiesis.

Lymphoid Tissues
In addition to the molecules and functions char-

acteristic of adaptive immunity, primary (lymphocyte-
generating) and secondary (immune response-generating)
lymphoid tissues also define the specific immune system
(134,189). The thymus is present in all jawed vertebrates,
but not in the jawless fish, further solidifying the lack of (at
least) conventional T cells outside the gnathostomes. All
animals have hematopoietic cell-generating tissues (Fig-
ures 4.4, 4.14), and outside of the so-called GALT species, B
cells develop in such bone marrow equivalents in all jawed
vertebrates. With the advent of clonal selection, the accu-
mulation and segregation of T and B cells in specialized
organs for antigen presentation became necessary, and in-
deed the spleen is found in all jawed vertebrates, but not in
agnathans or invertebrates. As mentioned earlier, if there
is only one type of lymphocyte in agnathans that expresses
VLR genes, then regulation by other cell types may not be
required to initiate immune responses (i.e., the agnathans

may be an example of a B cell–only system regulated cell
autonomously through the antigen-specific receptor and
costimulatory receptors).

All vertebrate species rearrange their antigen receptor
genes (except the case mentioned earlier for some carti-
laginous fish germline-joined genes [9,190]). Besides rear-
rangement, with combinatorial joining of gene segments
and imprecision of the joins, there are two other sources
of diversity to generate the repertoires: the TdT enzyme
that modifies boundaries of rearranging gene segments,
and somatic mutations, found exclusively in B cells usu-
ally introduced during immune responses (9,134). How-
ever, progression of rearrangement during B and T cell
development and diversification follow different rules in
different vertebrates. It is conceivable that species hatch-
ing early with just a few lymphocytes are under pressures
to develop a rapid response and may not use the same
mechanisms as species protected by the mother’s uterine
environment. It is also possible that immune systems of
species with few offspring are under stronger pressures
than species that have many offspring, and this could be
reflected in the manner diversity is generated. Studies of
B and T cell differentiation have been performed in many
vertebrates. RAG and TdT genes have been cloned in rep-
resentatives of many classes, probes that allow the moni-
toring of lymphocyte development (discussed later in the
chapter). Reagents have become available, permitting an
accurate monitoring of T cell appearance in the lymphoid
organs of ectotherms (crossreactive anti-CD3 sera or TCR
probes), as well as mAbs and gene probes specific for Ig
H/L chains that allow examination of B cells. As a rule, the
thymus is the first organ to become lymphoid during de-
velopment. Another emerging rule is that development of
the thymus-dependent MHC-restricted T cell repertoire is
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similar in all species, and this is reflected in the evolution of
TCR gene organization described earlier; in contrast, B cell
repertoire generation differs dramatically among different
species, at times even within the same class of vertebrates
(9,134).

Cartilaginous Fish
Like all other major adaptive immune system compo-

nents, cartilaginous fish are the first in evolution to possess
a thymus originating from pharyngeal pouches (191). As in
mammals, it has a distinct cortex/medulla structure, and
terminal deoxyribonucleotidyl transferase (TdT) expres-
sion was detected in thymocytes with crossreactive anti-
sera and more recently by northern blotting. Interestingly,
unlike all other vertebrates, age is not an indicator as to
the size of the cartilaginous fish thymus; it can be small or
large at any stage of development. GALT is also important
in elasmobranchs, but lymphoid tissue in the spiral valve
(intestine) does not have typical secondary lymphoid tis-
sue structure; the spleen is the only tissue with compart-
mentalization of cells into discrete T cell and B cell zones
(192). The Leydig and epigonal organs (associated with the
gonads) are lymphopoietic and erythropoietic, producing
mainly granulocytes and lymphocytes and there is high
RAG expression in these tissues (discussed later). Lympho-
cytes form nodules in the epigonal organ, probably indica-
tive of differentiative events.

During dogfish development, the liver is the first tissue
to contain Ig+ cells at 2 months, followed by the interstitial
kidney at 3 months (193). The thymus, spleen, and Leydig
organ appear at 4 months, and the epigonal organ and the
GALT are the last tissues to differentiate. The hematopoi-
etic/lymphoid nature of the kidney and thymus disappears
after hatching, whereas the other lymphomyeloid tissues
persist through adult life. At hatching, when embryos are
exposed to waterborne antigens, structural development of
the lymphomyeloid tissues is well advanced. In the nurse
shark, neonatal spleen white pulp consists entirely of class
II-negative B cells; by 5 months after birth, T cell zones
containing class II dendritic–like cells appear adjacent to
the B cell zones. Both the B cell and T cell zones are vas-
cularized, and no detectable marginal zone separates red
pulp from white pulp (192).

In the skate Raja eglanteria, Ig and TCR expression
is sharply upregulated relatively late in development
(8 weeks). At this age TCR and TdT expression is limited to
the thymus; later, TCR gene expression appears in periph-
eral sites in hatchlings and adults (194). IgM expression
is first detected in the spleen of young skates but IgW is
expressed first in gonad, liver, Leydig organ, and thymus.
In adults, Leydig organ and spleen are sites of the highest
IgM and IgW expression. In nurse sharks, 19S IgM appears
in the serum before 7S IgM and IgNAR, and this profile is
reflected in the lack of IgNAR+ cells in the spleen until
2 months after birth. RAG and TdT expression in the thy-

mus and epigonal organ of the nurse shark suggests that
lymphopoiesis is ongoing in adult life. In contrast to most
other vertebrates, N-region diversity is detected in skate
and nurse shark IgM and IgNAR CDR3 from the earliest
stages analyzed, suggesting that a full-blown diverse reper-
toire is important for young elasmobranchs (192). As men-
tioned earlier, a subset of Ig genes is pre-rearranged in the
germline of chondrichthyans, and many of those germline-
joined genes are transcribed in the embryo and hatchling,
but not in the adult. This pattern fits with the expression
of the nurse shark IgM1gj with its germline-joined V region
and suggests that some germline-joined genes “take advan-
tage” of their early transcriptional edge, and thus some
clusters can be selected for specialized tasks in early de-
velopment. With many gene clusters, it is not known how
“clusteric exclusion” is achieved at the molecular level (and
why the germline-joined gene expression is extinguished
in adult life), but as mentioned earlier, preliminary exper-
iments suggest that only one H chain cluster is expressed
in each lymphocyte (151).

The architecture of cartilaginous fish Ig loci allows
greatest diversity only in CDR3, because the CDR2 and
CDR1 are always encoded in the germline and V segments
do not combine with (D)J segments from other clusters. Yet
the number of possible CDR3 is essentially limitless, and
the number of germline clusters is also high (at least 15
genes in each species; and usually 3 rearrangement events
take place since 2 D segments are in each cluster). Thus,
the potential diversity is greater than the number of lym-
phocytes, a general rule for generation of diversity in the
vertebrates.

Bony Fish
The teleost thymus gland originates from the pharyn-

geal pouches and can be uni-, bi-, or trilobed, depending on
the species (195). It is the first organ to become lymphoid,
and its structure may differ from species to species. The
cortex/medulla architecture is not as precise in other verte-
brate species, but the duality of the compartment is appar-
ent. The spleen contains the basic elements seen in other
vertebrates—blood vessels, red pulp, and white pulp—but
the distinction between red and white pulp is less obvi-
ous (the white pulp being poorly developed). In the spleen,
the ellipsoids, which are actually terminal capillaries, have
a thin endothelial layer surrounded by fibrous reticulum
and an accumulation of cells, mainly macrophages. Lym-
phocyte accumulations are often seen in their vicinity, es-
pecially during immune responses, which have been sug-
gested to be primitive germinal centers, but they are not
homologous. Red pulp is rich in melanomacrophage cen-
ters, groups of pigment-containing cells at bifurcations
of large blood vessels, which may regulate immune re-
sponses. The other main lymphoid organ is head kidney,
believed to function as mammalian bone marrow. The
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transparent zebrafish is being developed as a new model
to study T cell differentiation (196).

In the sea bass Dicentrarchus labrax, a mAb detects dif-
ferentiating T cells (perhaps pre-T cells) as well as mature
T cells, as evidenced by the presence of TCR mRNA in the
sorted populations. Cells seem to migrate from surround-
ing mesenchyme and subsequently mature in the thymus
like in all vertebrates studied so far. T cells appear ear-
lier in ontogeny (between 5 and 12 days after hatching)
than cytoplasmic Ig+ pre-B cells, which are detected only
at 52 days post-hatching. Adult levels of T and B cells are
reached between 137 and 145 days after hatching, quite a
long time compared to young amphibians. In all teleosts
examined, the thymus is the primary organ for T lympho-
cyte generation and head kidney the primary organ for B
cell development (197).

RAG1 of the trout Oncorhynchus mykiss differs from
mammalian RAG1 genes by the presence of an intron of
666 bp (an intron is also found in the sea urchin RAG1 gene
in a similar position, [32]). Compared with other RAG1
sequences, trout RAG1 has a minimum of 78% similarity
for the complete sequence and 89% similarity in the con-
served region (aa 417-1042). RAG1 transcripts are detected
chiefly in thymus, pronephros, mesonephros, spleen, and
intestine starting at day 20 after fertilization. Trout TdT is
highly expressed within the thymus and to a lesser extent
in the pronephros beginning at 20 days post-fertilization,
which correlates with the appearance of these two tissues.
Because the H chain cluster is in the translocon configu-
ration and there are many VH families, it is assumed that
diversity is generated in the mouse/human mode.

The best studies of mature B cell activation and homing
have been done in trout (198,199). Immunization of ani-
mals results in the production of short-term Ig-secreting
cells in the blood and spleen and long-lived plasma cells in
the head kidney. Further analysis with B cell–specific tran-
scription factors like PAX5 and BLIMP1 reinforced the pre-
viously noted functional studies and showed that the blood
contains primarily “resting” B cells and the head kidney
both plasma cells and B cell precursors. These last findings
appear to be true of the cartilaginous fish as well, with the
epigonal organ as the head kidney primary lymphoid tis-
sue equivalent (Flajnik, unpublished). Interestingly, recent
studies have shown trout (and other ectothermic) B cells to
be quite efficient at phagocytosis, raising questions about
myeloid/lymphoid lineage commitment in the vertebrates
(200).

Amphibians
In anurans, the thymus develops from the dorsal ep-

ithelium of the visceral pouches (the number of pouches
varies with species) and is the first tissue to become lym-
phopoietic (201). It is colonized from days 6/7 onward by
precursors derived from lateral plate and ventral meso-
derm through the head mesenchyme. Precursors prolifer-
ate in situ as the epithelium begins to express MHC class

II molecules but not classical class I molecules. By day
8, thymic cortex/medulla architecture resembles that of
other vertebrates. Amphibians possess a spleen with red
and white pulp, GALT with no organized secondary lym-
phoid tissue, and many nodules (but no lymph nodes), with
lymphopoietic activity in the kidney, liver, mesentery, and
gills. The general morphology of lymphoid organs varies
greatly according to species and changes with the season.
In Xenopus, splenic white pulp is delineated by a boundary
layer, and the central arteriole of the white pulp follicle ter-
minates in the red pulp perifollicular area, a T-dependent
zone. Anurans, like all ectothermic vertebrates lack ger-
minal centers (Figure 3.14). In Bufo calamita, colloidal
carbon particles injected via the lymph sac are trapped
by red-pulp macrophages, which then move through the
marginal zone to the white pulp. Giant, ramified, non-
phagocytic cells found in both white and red pulp have
been proposed to be dendritic cells. Xenopus bone marrow
does not appear to be a major lymphoid organ from histo-
logic observation, but high RAG expression in this tissue
suggests lymphopoietic activity (202). The maintenance of
RAG expression throughout adult life suggests that lym-
phocytes are continually produced.

Thymectomy decreases or abolishes allograft rejection
capacity, mixed lymphocyte reaction (MLR) and phytobe-
magglutinin (PHA) responsiveness, IgY antibody synthe-
sis, and all antibody responses that increase in affinity
to classic thymus-dependent antigens. MLR reactivity ma-
tures before the ability to mount IgY responses in primary
responses. Thymectomy at 7 days of age delays allograft
rejection and abrogates specific IgY responses, whereas
later in life it only abrogates antibody responses (201).
Thymectomy performed later greatly affects the pool of
peripheral T cells, as monitored with mAbs specific for
molecules such as CD8. Early thymectomy results in the
complete absence of T cells, but lymphocytes with T cell
markers, perhaps corresponding to NK T cells, can still
be detected. In Xenopus, thymocytes induce weak GVH
reactions, whereas splenic T cells are good helpers and
strong GVH inducers. The thymus contains some IgM-
producing B cells and memory cells poised to switch to
IgY synthesis, and in vitro responses are down-regulated
by naı̈ve thymus cells. Nitrosomethylurea (NMU) elimi-
nates T cells and thereby abrogates alloreactivity, but re-
jection of xenografts is not abolished and thus may be
controlled by thymus-independent mechanisms. Xenopus
B cells respond in vitro to low doses of LPS not by pro-
liferation, but rather by Ig synthesis and also respond to
tumor-promoting agent (TPA). Old reports of B cell prolif-
eration can be attributed to contaminants in LPS prepara-
tions (201).

Urodele embryos initially produce five pairs of thymic
buds, the first two of which disappear (203). This results in
a three-lobe thymus in Ambystoma, but in Pleurodeles and
Triturus it forms one lobe. No cortex-medulla boundary is
present, and the thymus generally resembles a canonical
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cortex. There are at least three types of stromal epithelial
cells. There is no lymphopoietic activity in axolotl bone
marrow, and hematopoeisis takes place in the spleen and
in the peripheral layer of the liver. The spleen is not clearly
divided into white and red pulp.

Axolotl lymphocytes proliferate in response to diverse
mitogenic agents (204). In larval or adult axolotls, a popu-
lation of B cells stimulated by LPS and can synthesize and
secrete both IgM and IgY. T cell responses to mitogens or
allogeneic determinants are allegedly poor, but adult (older
than 10 months) splenocytes and thymocytes respond well
to PHA when the medium is supplemented with 0.25%
bovine serum albumin (BSA), rather than 1% fetal bovine
serum. T cells are activated in these experiments, as shown
by cell depletion with mAbs in vitro, and in vivo by thymec-
tomy. Axolotl lymphocytes, like mammalian lymphocytes,
proliferate in vitro when stimulated by staphylococcal en-
terotoxins A and B (SEA and SEB superantigens).

About 40% of TCRβ VDJ junctions in 2.5-month-old
Ambystoma larvae have N additions, compared to about
73% in 10–25-month old animals. These VDJ junctions had
∼30% defective rearrangements at all stages of develop-
ment, which could be due to the slow rate of cell division
in the axolotl lymphoid organs, and the large genome in
this urodele. As mentioned earlier, many axolotl CDRβ3 se-
quences, deduced from in frame VDJ rearrangements, are
the same in animals of different origins (105). In contrast,
in Xenopus, rearrangement starts on day 5 after fertiliza-
tion for the VH locus, and within 9 days all VH families
are used. VH1 rearranges first followed by VH3, and by day
9–10 VH 2, 6, 9, and 10 begin being rearranged, and then
VH 5, 7, 8, 11, on day 13. For VL, the κ locus is the first to re-
arrange on day 7 (two days after VH), a situation similar to
that found in mammals. During this early phase, B cells are
present in the liver, where their number increases to ∼500
cells (205). Later in larval life, rearrangement resumes at
metamorphosis, as suggested by the low incidence of pre-
B cells and by the reexpression of RAG during the second
histogenesis of the lymphoid system. T cells show a sim-
ilar type of RAG expression/cell renewal during ontogeny
as the B cells, and the larval and adult Vβ T cell repertoires
differ significantly. Even early in development, tadpoles ex-
press a highly variable TCR β repertoire despite the small
number of lymphocytes (8,000–10,000 splenic T cells); lit-
tle redundancy in TCR cDNA recovered from young larvae
implies that clone sizes must be extremely small, unlike
the axolotl situation.

In Xenopus, no lymphoid organ apart from the thymus
is detectable until day 12 when the spleen appears and with
it the ability to respond to antigen. For B cells, until this
time, no selection occurs as suggested by the random ratio
of productive/nonproductive VDJ rearrangements (2:1).
After day 12, this ratio becomes 1:1 (i.e., the rearrange-
ments have been selected). cDNA sequences on day 10–12
(when the number of B cells increases from 80 to 500) are
not redundant as if each sequence was represented by one

cell. RAG expression together with the detection of DNA
rearrangement circles in the bone marrow suggests that
rearrangement is ongoing throughout life and is not re-
stricted to an early period like in birds. Tadpole rearrange-
ments are characterized by a lack of N-region diversity, like
in mammals but not axolotls or shark/skate (see earlier dis-
cussion), and thus very short CDR3. During ontogeny TdT
appears in significant amounts in thymus of tadpoles at
metamorphic climax, but little expression is detected at
earlier stages, which correlates well with the paucity of N-
region addition in larval IgH chain sequences. Studies of
the ontogeny of the Xenopus immune system have revealed
a less efficient tadpole immune response (skin graft rejec-
tion and Ig heterogeneity and affinity); the absence of TdT
expression during tadpole life fits well with the findings of
lower larval Ig (and TCR) diversity ([201], see discussion
later in this chapter).

Reptiles. In all reptiles studied, the thymic cortex and
medulla are clearly separated. The spleen has well-defined
white and red pulp regions, but T and B cell zones have
not been delineated with precision. In C. scripta, white
pulp is composed of two lymphoid compartments: Lym-
phoid tissue surrounds both central arterioles and thick
layers of reticular tissue called ellipsoids (206). Even af-
ter paratyphoid vaccine injection, splenic germinal cen-
ters are not formed, as in fish and amphibians. Splenic
red pulp is composed of a system of venous sinuses and
cords. In Python reticulatus, dendritic cells involved in im-
mune complex trapping have been identified and may be
related to mammalian follicular dendritic cells. GALT de-
velops later than spleen during development, and it ap-
pears to be a secondary lymphoid organ (but does not
seem to contain the equivalent of the bursa of Fabricius).
Lymph node–like structures, especially in snakes (Elaphe)
and lizards (Gehyra) have been reported.

Reptiles, the evolutionary precursors of both birds and
mammals, are a pivotal group, but unfortunately the
functional heterogeneity of reptile lymphocytes is poorly
documented. There seems to be T/B cell heterogeneity
because an antithymocyte antiserum altered some T cell–
dependent functions in the viviparous lizard Chalcides
ocellatus. Embryonic thymocytes responded in MLR at
all stages, but Concanavalin A (ConA) responsiveness in-
creased gradually during successive stages and declined
at birth. In the alligator (Alligator mississippiensis), like in
mammals after glass-wool filtration, nonadherent PBL re-
sponded to PHA and not to LPS, whereas adherent cells
were stimulated by LPS.

Birds. The thymus, which develops in chickens from
the third and fourth pharyngeal pouches, consists of two
sets of seven lobes, each with definitive cortex/medulla.
The thymus becomes lymphoid around day 11 of incu-
bation. Splenic architecture is less differentiated than in
mammals. It is not lymphopoietic during embryogenesis,
as RAG-positive cells are found mainly in yolk sac and
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blood. Birds are the first vertebrate group where follicular
germinal centers and T-dependent areas comprising the
periarteriolar lymphatic sheath (PALS) are encountered.
Plasma cells are located in the red pulp. γ /δ TCR+ T lym-
phocytes are chiefly concentrated in sinusoids, whereas
α/β T cells fill the PALS (106). Lymph nodes seem to be
present in water and shore birds but not in chickens and
related fowl.

The bursa of Fabricius is a primary lymphoid organ
unique to birds in which B cells are produced (207). It
arises at day 5 of development and involutes 4 weeks later
(see B cell differentiation). T–B heterogeneity is obviously
well defined in birds (indeed, the “B” in B cell stands
for bursa.) The effects of thymectomy—T and B cell col-
laboration and generation of MHC-restricted helper and
killer cells—are very similar to mammals, the other class
of warm-blooded vertebrates.

During the embryonic period, chicken stem cells found
in yolk sac and blood rearrange their IgH and L V genes si-
multaneously over a very restricted period of time, and very
few cells colonize each bursal follicle (about 104 follicles).
Three weeks after hatching, these cells have differentiated
in the bursa and then seed the secondary lymphoid tissues,
after which time B cells are no longer generated from mul-
tipotent stem cells; thus, only ∼2 × 104 productive Ig rear-
rangements occur in the life of the chicken (208). When an
antiserum to chicken IgM is administered in ovo to block
this early bursal immigration, there are no stem cells aris-
ing later in development that can colonize the bursa, and
these chickens lack B cells for their entire lives (209). Al-
though the general Ig locus architecture is similar to that
of frogs and mammals, only one rearrangement is pos-
sible, as there is only one functional VL or VH on each
allele. Diversity is created during bursal ontogeny by a hy-
perconversion mechanism in which a pool of pseudogenes
(25 ψL and approximately 80 ψH) act as donors, and the
unique rearranged gene acts as an acceptor during a pro-
liferative phase in bursal follicles (Figure 3.10 [208,210]).
For H chains, the situation is more complex, as there are
multiple D elements. During ontogeny, selection of pro-
ductive rearrangements parallels the selection of a single
D reading frame, suggesting that the many D segments
favor D–D joins to provide junctions that are diversified
by gene conversion; the hyperconversion mechanism can
also modify Ds because most donor pseudogenes are fused
VD segments. The gene conversion process requires AID,
which is also required for SHM and class switch (211).

Since diversification by gene conversion occurs after
Ig rearrangement and cellular entry into bursal follicles,
and there is only a single germline VH and VL expressed
on all developing B cells, it was tempting to implicate a
bursal ligand binding to cell surface IgM to initiate and
sustain cellular proliferation and gene conversion. How-
ever, surface expression of IgM devoid of V regions permit-
ted the typical B cell developmental progression, demon-

strating that such receptor/ligand interactions are not re-
quired (212). Thus, currently we know little about how
cells enter the bursa, which signals induce them to prolif-
erate/convert, and how cells arrest their development and
seed the periphery.

Mammals and Evolution of the Thymus
The discovery of a second (cervical) functional thymus

in mice has raised some ontogenetic and immunological
questions (213). Is this second thymus the result of an
atavism, or does it correspond to what is seen in humans
when a cervical thymus can form under certain pathogenic
conditions during the migration of the thymus to its fi-
nal mediastinal location? There are examples of cervical
thymi in primitive mammals such as marsupials as well
as in some prosimians. An “extra” thymus also is reminis-
cent of the multiple thymi encountered quite frequently in
cold-blooded vertebrates.

As described, the thymus is promiscuous with regard to
its precise developmental origin (206). The thymus arises
from pouches 2–6 in cartilaginous fish, from the second
pouch in frogs, the second and third in reptiles, and from
the third or fourth in bony fish, birds, and mammals. The
final number of thymi can also be variable. It ranges from
five pairs of organs in sharks, to four in caecilian amphib-
ians, to three in urodeles, and finally to one in many teleost
fish species, anurans, and many mammals. The thymus of
reptiles varies in terms of location and number of lobes
reflecting variation in embryonic origin. The thymus may
be found anywhere from the base of the heart to the neck.
For example, in lizards and snakes there are two lobes on
each side of the neck with no subdivision in lobules. The
crocodilian thymus is an elongated chainlike structure, not
unlike that of birds. In turtles, the thymus is a pair of lobes
divided in lobules at the bifurcation of the common carotid
associated with the parathyroids. The multilobed thymus
in birds is not the equivalent of the multiple thymi found
in sharks because the subdivision is secondary to primary
organogenesis. Regardless of the underlying ontogenetic
mechanism leading to the development the cervical thy-
mus in mice, the result is suggestive of the secondary “thy-
mus spreading” in birds, but it differs with regard to an un-
even final size distribution. All marsupials, except koalas
and some species of wombats that only have a cervical
thymus, have a thoracic thymus similar to that of placen-
tals. Some marsupials (kangaroos and possums) also have
a cervical thymus; their thoracic thymus derives from the
third and fourth pharyngeal pouches, whereas the cervical
thymus arises mainly from the ectoderm of the cervical
sinus with some participation from the second and third
pouch (like in reptiles).

The second mouse thymus seems to show primitive
characteristics such as the existence of a single lobe, a su-
perficial location and a position compatible with an ori-
gin involving another pharyngeal pouch (presumably the
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second) that would be a marsupial and therefore perhaps
a reptilian character (189). Embryology helps in determin-
ing the possible scenarios: During mouse ontogeny, the
canonical thymus anlage can be recognized, beginning on
day 11.5 in development, as a group of Foxn1-expressing
cells located ventrally in the third pharyngeal pouch. If the
cervical thymus were derived from an independent anlage,
one would rather expect to detect Foxn1+ cells in the en-
doderm outside the third pouch. This argues for a common
origin of thoracic and cervical thymi and against a second
thymus anlage outside the third pouch, and, hence, against
the above hypothesis that the cervical thymus represents
an atavistic organ.

Generation of Diversity in Warm-blooded Vertebrates
Perhaps surprisingly, mechanisms leading to the gen-

eration of repertoire diversity vary among mammalian
species. As data accumulate, categories can be made de-
pending on the mode of B cell development: Rabbits, cat-
tle, swine, and chickens (the so-called GALT group), un-
like fish, amphibians, reptiles, and primates/rodents, use
a single VH family, of which only a few members (some-
times only one) are functional (134,214). This GALT group
uses gene conversion or hypermutation in hindgut follicles
early in life (rather than bone-marrow throughout life) to
diversify their antibody repertoire. At the rabbit H locus, as
in the chicken, a single VH is expressed in most peripheral
B cells. During development, B cells that have rearranged
this particular V in the bone marrow (and other sites) mi-
grate to the appendix where this rearranged gene is diversi-
fied by gene conversion using upstream donor V segments.
This development of B cells in rabbits is dependent on the
intestinal microflora (215), and efforts are being made to
define the potential bacterial superantigens involved, as
well as binding sites on IgM necessary for the differen-
tiation. In ruminants, the ileal Peyer’s patches (IPP) are
the bursalike primary B cell–generating tissues. Although
bursa, appendix, and sheep IPPs show morphological simi-
larities, the mechanisms generating diversity are different:
conversion in the chicken and hypermutation in sheep, and
both in the rabbit (134). As described earlier, most of the
GALT group also appears to lack IgD; thus IgD might serve
some purpose in repertoire development in some groups
of mammals and not others (216).

In summary, the organization of the lymphoid tissues
is perhaps the only element of the immune system that
shows increasing complexity that can be superimposed
on the vertebrate phylogenetic tree (Figure 3.14). The ab-
sence of primary and secondary lymphoid tissues (thymus
and spleen) is correlated with the absence of a rearranging
or hypermutating receptor family in other animals, with
the exception of the agnathan VLR in which the relevant
lymphoid tissues (if they exist) are not yet defined. While
all jawed vertebrates have a true secondary lymphoid tis-
sue (spleen), ectotherms lack lymph nodes and organized

GALT. In addition, while ectotherms clearly have B cell
zones resembling follicles, and despite the clear ability for
ectothermic B cells to undergo SMH and at least some de-
gree of affinity maturation, germinal centers with follicular
dendritic cells are not formed after immunization; clearly
this was a major advance in the evolution of the vertebrate
immune system (discussed later in this chapter).

The potential repertoire of Ig and TCR combining sites
is enormous in all jawed vertebrates. The potential antigen
receptor repertoire in all species for both T and B cells is
far greater than could ever be expressed in an animal be-
cause of cell number limitations. Not all species or all gene
families use combinatorial joining for repertoire building,
but all species assemble V, (D), and J gene segments to
generate their functional Ig genes during B cell ontogeny,
and the imprecision of this assembly creates great somatic
diversity. Thus, from this survey in various species, one
could not predict that there would be major differences
in immune responses in representatives of different verte-
brate classes, and yet in the next section we shall see that
mouse/human antibody responses are superior to those in
many taxa.

Adaptive Immune Responses

The quality of T cell and B cell responses depends on the
heterogeneity and diversity of the antigen receptor reper-
toires, the ability to select cells in secondary lymphoid tis-
sues, and other undefined factors. As described, because of
the indefinite and huge number of potential Ig/TCR V re-
gion sequences in most taxa, potential diversity exceeds
the number of available lymphocytes. Yet, while poten-
tial repertoires are diverse in all vertebrate classes, and
polymorphic MHC class I and II and TCR genes have
been isolated from all classes, antibody diversity in non-
mammalian vertebrates is relatively low (217,218). The ex-
pressed repertoire has been studied by indirect methods
based on structural studies, affinity measurements during
the maturation of the immune response, enumeration of
antigen-binding Igs by isoelectrofocusing (IEF), and idio-
typic analysis. Sequences of Ig and TCR genes expressed
over the course of a response help to estimate diversity at
another level, allowing studies of V genes diversified by
gene conversion or somatic mutation during a response in
a precise way. In the following survey, we describe studies
of specific antibody synthesis, T cell responsiveness (T–B
collaboration, MHC restriction). NK and NK-T cells will
be considered in this section as well. Because of space lim-
itation we focus on ectothermic vertebrates and birds.

Cartilaginous Fish
Natural antibodies binding many antigens have been

detected at surprisingly high levels in chondrichthyans
and in some teleosts. After immunization (for instance
with 2-furyloxazolone-Brucella, or p-azobenzenearsonate),
the horned shark mounts a low-affinity 19S IgM antibody
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response, which varies little among individuals and does
not increase in affinity after prolonged immunization.
Variation of L chains isolated from individuals is limited,
with the major bands having identical isoelectric points.
Nurse sharks immunized to heat-killed streptococcal A
variant vaccine produced antibodies that among outbred
individuals had very different L chain gel electrophoresis
patterns (219).

The relative homogeneity and large number of V genes
hindered somatic mutation studies until a single unique
reference horned shark IgM VH gene was found. Muta-
tions in this gene were slightly more frequent than those
in Xenopus (discussed later). Mutation rates could not be
calculated, and no correlation with an immune response
was attempted. The mutations were predominantly found
at GC bases, and the frequency was rather low. Neverthe-
less, this work proved that somatic mutation preceded di-
versity obtained by combinatorial association of gene seg-
ments in evolution (220). In contrast to mutations in the
horned shark IgM VH genes, unusual patterns of somatic
mutation were detected in nurse shark type II germline-
joined L chains. Half of the mutations (338/631) occur in
tandem without the G–C bias seen in Xenopus or shark
H chain V genes. Tandem mutations and point mutations
take place simultaneously and are unlikely to be generated
by gene conversion, since there are no repeated patterns or
potential donor genes (221). The germline-joined L chain
genes can only diversify through SHM, perhaps like the hy-
pothetical prototype V region gene prior to RAG-mediated
rearrangement (i.e., SHM may have preceded gene rear-
rangement as the primordial somatic diversification mech-
anism; discussed later in the chapter). Lastly, a reappraisal
of mutation at H chain loci in the nurse shark showed
that the mutations were not so different from the L chains
(222); the differences from the previous work were the dif-
ferent shark species and the analysis of all H chain loci in
the species rather than only one unusual locus.

The small number of IgNAR genes also made it possible
to analyze somatic mutation, and in the first experiments,
random cDNAs were examined. The mutation frequency
is about 10 times that of Xenopus and horned shark IgM,
and even higher than in most studies in mammals. It is
difficult to establish a pattern for the mutations due to
their high frequency and because they are often contigu-
ous, like in the L chain gene study described earlier; how-
ever, mutations are not targeted to GC bases, and anal-
ysis of synonymous sites suggested that the mechanism
is similar to human/mouse (219). Mutations even in the
randomly isolated clones appeared to be under positive
selection in IgNAR secretory but not TM clones, strongly
suggesting that mutations do not generate the primary
repertoire like in sheep but arise only after antigenic stim-
ulation.

Recent studies suggested that there is affinity (223) mat-
uration and memory generation in nurse sharks. Soon af-

ter immunization with hen egg lysozyme (HEL) and IgM
response can be detected, primarily of the pentameric
class. Over time, 7S IgM and IgNAR responses develop,
and the 7S antibodies have a higher binding strength than
those of the 19S class (120). When titers are permitted to
drop to baseline, a memory response can be induced by im-
munization of antigen without adjuvant. However, unlike
responses in higher vertebrates, the titers do not increase
over those in the primary response, suggesting a peculiar
type of regulation of antigen-specific IgM and IgNAR. Nev-
ertheless, these data strongly suggest that the hallmarks of
an adaptive response occur in sharks. In another study,
a family of HEL-specific IgNAR clones was followed over
time after immuniczation, and a 10-fold increase in the
affinity of an already high-affinity germline clone (10−9 M)
was observed. These results suggest that affinity matura-
tion, memory, and “switch” to the monomeric IgM isotype
occurs, but it takes much longer to attain these adaptive
hallmarks compared to mammals, perhaps a paradigm for
ectotherms (218).

The role of T cells in shark immune responses has not
been studied in detail. No thymectomy experiments have
been performed, and T cells have not been monitored dur-
ing an immune response. Shark MLR and graft rejection
have been attempted—MLR with little success (probably
for technical reasons), and grafts with the demonstration
of a chronic type of rejection for which the genetics has not
been analyzed. However, from the MHC and TCR studies, it
is clear that all of the molecular components are available
for proper antigen presentation in sharks and skates, and
recent studies of splenic architecture suggestive of T cell
zones containing class II+ dendritic cells argue for a promi-
nent T cell regulatory role in adaptive immunity (114,192).
Further, an increase in binding strength and memory re-
sponse also strongly suggest a T cell involvement in hu-
moral immunity.

Bony Fish
There are high levels of low-affinity natural antibody

(up to 11% of total Ig) to nitrophenylacetate (NP) in some
bony fish. Natural antibodies in catfish have been corre-
lated with resistance to virus infection or furonculosis. As
a rule, and like in cartilaginous fish, little affinity matura-
tion has been detected in fish, although some changes in
fine specificities were noticed in the trout with a sensitive
ELISA-based test. B cell and Ig heterogeneity was demon-
strated in carp using mAbs, and DNP-specific antibody-
secreting cells were identified with the ELISPOT assay in
pronephros and spleen cell suspensions after immuniza-
tion. The number of IEF antigen-specific bands per indi-
vidual is small (up to 23), and there is little variation from
one outbred individual to another. In sea bass, extremely
low variability was reported in CDR1, and no variability
in CDR2 or CDR3 in DNP-specific L chains, suggesting ex-
pression of dominant monospecific antibodies (217).
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The mild increase in trout antibody affinity (similar to
that found in Xenopus) is attributed to selection of either
minor preexisting B cell populations or somatic mutants.
In partially inbred self-fertilized or gynogenetic trout, vari-
ability of specific responses is even more restricted. Affin-
ity measured by equilibrium dialysis was of the order of
2.0 × 10−6 M for TNP-specific antibodies. The percentage
of L chains of the catfish “F” and “G” types can vary greatly
in the course of a response (2 weeks versus 3 months). A
large literature deals with vaccination attempts in teleost
fish, due to their economic importance. The availability
of catfish B cell, macrophage, and T cell lines have been
instrumental in analyses of antibody production. There
are puzzling differences in responses from different teleost
groups, much like differences between urodeles and anu-
rans (amphibians). Cod, for example, do not respond well
to specific antigen and have very high levels of “natural
antibodies.”

Like the sharks, isolation of TCR genes and the exis-
tence of a polymorphic class I and class II molecules sug-
gest that antigen presentation is operative in teleosts, but,
unlike sharks, functional experiments examining mam-
malianlike T-APC interactions have been performed. TCR
mRNAs are selectively expressed, and specific TCR rear-
rangements have been detected in catfish clonal cell lines,
which produce factor(s) with leukocyte growth promoting
activity. Modifications of the trout T cell repertoire during
an acute viral infection have also been followed. In nonin-
tentionally immunized trout, adaptation of the spectratyp-
ing technique for TCRβ CDR3 length revealed a polyclonal
naı̈ve T cell repertoire. After an acute infection with viral
hemorrhagic septicemia virus (VHSV), CDR3 size profiles
were skewed for several Vβ/Jβ combinations, correspond-
ing to T cell clonal expansions. Both “public” and “private”
T cell expansions were detected in the infected genetically
identical individuals. The “public” response resulted in ex-
pansion of Vβ4/Jβ1-positive T cells that appeared first in
the primary response and were boosted during the sec-
ondary response (224). Further work examined the fine
specificity of the T cell response to the virus, which is a
model for studies in cold-blooded animals (225).

We have seen that species living in extreme cold develop
adaptive structural differences in their Igs. At the level of
global immune response, temperature exerts a great in-
fluence in ectothermic vertebrates in general, low temper-
ature generally being immunosuppressive. Lowering the
water temperature from 23◦C to 11◦C over a 24-hour pe-
riod suppresses both B and T cell functions of catfish for
3–5 weeks as assessed by in vitro responses. Virgin T cells
are most sensitive to this cold-induced suppression, a prop-
erty shared with mammals when tested appropriately. Fish
have developed ways to adapt to the lack of fluidity of their
B cell membranes by altering the composition of fatty acid
by using more oleic acid at low temperatures. After appro-
priate in vivo acclimation, catfish T cells are better able

to cap cell surface molecules at low assay temperatures
than are B cells, suggesting that capping is not the low
temperature–sensitive step involved in T cell immunosup-
pression in catfish (226).

Evidence that fish possess cytotoxic cells was derived
from allograft rejections and graft versus host (GVH) re-
action studies. In vitro studies have now shown that leuko-
cytes from immunized fish specifically kill a variety of
target cells (allogeneic erythrocytes and lymphocytes,
hapten-coupled autologous cells); fish CTL of the αβ (and
perhaps γ δ) lineages as well as NK cells were found. Naı̈ve
catfish leukocytes spontaneously kill allogeneic cells and
virally infected autologous cells without sensitization, and
allogeneic cytotoxic responses were greatly enhanced by
in vitro alloantigen stimulation (227). Cloned cytotoxic cells
contain granules and likely induce apoptosis in sensitive
targets via a putative perforin/granzyme or by Fas/FasL-
like interactions. An Fc receptor for IgM (FcμR) was de-
tected on some catfish NK-like cells that appears to “arm”
these cells with surface IgM (228). All catfish cytotoxic cell
lines express a signal-transduction molecule with homol-
ogy to the Fcγ chain of mammals. This chain with an ITAM
motif is an accessory molecule for the activating receptor
NKP46 on mammalian NK cells. Importantly, these cyto-
toxic cells do not express a marker for catfish nonspecific
cytotoxic cells (NCC). NCC have been found in other fish
species, including trout, carp, damselfish, and tilapia, and
they spontaneously kill a variety of xenogeneic targets, in-
cluding certain fish parasites and traditional mammalian
NK cell targets. Unlike mammalian NK cells, NCCs are
small agranular lymphocytes found in lymphoid tissues
(pronephros and spleen), but rarely in blood. Recently, the
gene for catfish NCCRP-1 was sequenced and found to be a
novel type III membrane protein with no sequence homol-
ogy to any known mammalian leukocyte receptor (229).

Amphibians
Differences in immune system features between urodele

(axolotl) and anuran (Xenopus) amphibians, already dis-
cussed for MHC and Ig complexity, are also seen in im-
mune responses. Rarely is such divergence seen within one
vertebrate class (although the two groups diverged over
250 million years ago). Urodeles express a very restricted
antibody repertoire in response to specific antigen that
peaks at 40 days postimmunization and is entirely of the
IgM class, even though the serum also contains IgY (230).
They do not respond well to thymus-dependent antigens,
which may be due to lack of T cell help, yet their expressed
TCR diversity looks normal. A population of axolotl B cells
proliferates specifically in response to LPS and also se-
cretes both IgM and IgY. Moreover, a distinct lymphocyte
subpopulation proliferates significantly in response to the
T cell mitogens ConA. T cells from young axolotls (before
10 months) do not have this functional ability. As men-
tioned earlier, axolotl T cells also can be stimulated with



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-03 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 11:8

102 Chapter 3

to SEA/SEB known from mammalian studies to be super-
antigens.

Anuran larvae can respond specifically (with only 106

lymphocytes) to many antigens, with a modest affinity mat-
uration of the IgM anti-DNP response. In adults, the num-
ber of different anti-DNP antibodies does not exceed 40,
versus 500 in mammals. In secondary responses, the peak
of the response is about 10-fold higher and is reached in 2
weeks; there are no major changes in affinity over this ini-
tial rise. Anti-DNP Abs, or even nonimmune Ig pools, yield
easily interpretable sequences for the first 16 N-terminal
residues of both H and L chain V regions. However, this
simple view was challenged when a great heterogeneity of
cDNA sequences could be detected in animals after im-
munization. Isogenic Xenopus produce homogenous anti-
bodies to DNP, xenogenic RBC, or phosphorylcholine with
identical or similar IEF spectrotypes and idiotypes, while
outbred individuals differ (231). Both IEF spectrotypes
and idiotypes are inheritable, suggesting that diversity is a
reflection of the germline repertoire without a major con-
tribution from somatic mutations. Thus, somatic muta-
tions were followed during the course of an antigenspecific
immune response at the peak of the modest affinity matu-
ration in larvae and adults (232). The VH genes, like their
mammalian homologues, contain the sequence motifs de-
scribed previously that target hypermutation. Of the 32
members of the VH1 family involved in the anti-DNP re-
sponse, expression of only five was detected, indicating
that immunization was being monitored. Few mutations
were detected (average: 1.6 mutations per gene, range: 1–
5), and there was not a strong preference for mutations
in CDR1 and 2 and virtually none in CDR3. Like in the
shark IgM study noted earlier (but not IgNAR or type II
L chains), the mutations were targeted to GC bases, and
such a pattern has been suggested to be the first phase
of SHM in mouse/human; perhaps Xenopus has lost the
second phase of the process that results in an evening of
mutation frequency for all bases (233). While the mutation
frequency was lower than in mammalian B cells, the rates
were only four- to seven-fold less in Xenopus. Thus, there
is no shortage of variants, and the reasons for the low het-
erogeneity and poor affinity maturation may be due to less
than optimal selection of the mutants. Indeed, because of
a relatively low ratio of replacement to silent mutations in
the CDRs, it was argued that there is no effective mecha-
nism for selecting mutants, which in turn might be related
to the absence of GC in Xenopus. In summary, the data
from hypermutation, cDNA heterogeneity, and spectrotype
dominance suggests that in the absence of refined modes
of selection in late-developing clones, B cells producing
somatic mutants may be out-competed by antibodies gen-
erated earlier in the response.

Essential T cell functions in anurans were shown with
in vitro assays for T–B collaboration and MHC restriction,
demonstrating the similarity of the role of MHC in Xeno-
pus and mammals. Regulatory T cells have been shown

indirectly in hematopoeitic/thymic chimaeras for control
of CTL generation and in antibody responses. Ig synthesis
can be enhanced following thymectomy in axolotl or
Xenopus, again implying a role for thymic-dependent
regulatory cells. As described previously, the class switch
first occurs in amphibians, and thymectomy early in life
totally prevents IgY, but not IgX synthesis; thus, T cells
are absolutely required for the switch and also for high
affinity IgM responses. Switching can also be induced in
tadpoles, although one must hyperimmunize animals for
this response, due to a paucity of T cells in larvae. The
switch is also temperature-dependent, and as described
earlier for channel catfish, ectotherm T cells are quite
temperature-sensitive (201).

Similar to studies in mammals, the chaperone gp96
has been shown to shuttle peptides into target cells to
make such cells targets for MHC-restricted CTL lysis. Im-
munization of frogs with gp96 from a thymic tumor re-
sults in the elicitation of CTL that display antitumor activ-
ity. Elegant experiments with gp96 vaccination have also
shown that CTL activity against minor histocompatibility
antigens is MHC-restricted. As mentioned earlier, NK cells
have been characterized in Xenopus with mAbs that rec-
ognize non-B/T cells. Those cells kill MHC class I–negative
target tumor cells but not class I+ lymphocytes, and after
thymectomy these cells are enriched in the spleen. More re-
cently, CD8+ cells expressing TCR were isolated with the
same mAb suggesting the existence of amphibian NK-T
cells. Expression of the mAb epitope on cells is induced by
PMA/ionomycin and is also detected in CTL when MHC-
dependent cytotoxicity is reduced.

Reptiles
Lack of an increase in affinity and homogeneity of IEF

spectrotypes suggest low antibody heterogeneity in rep-
tiles. In the turtle Pseudemys scripta, a number of genomic
VH sequences, representing possibly four families, were
isolated, as was a genomic Cμ, all shown to be encoded at
a single locus. In Northern hybridizations, the Cμ4 probe
detected two transcripts; of the four VH groups, only one
was expressed, and multiple bands indicated the presence
of at least two non-μ transcripts. Among 32 unique VDJ
rearrangements from one animal, there were 22 sequence
variants in FR4, suggesting either a large number of J seg-
ments or somatic modification (234). The latter interpre-
tation is supported by point mutations found in FR3 and
CDR3. For T cells, there are no data on T effector func-
tion, but there are studies on the behavior of T cell popu-
lation changes due to seasonal and hormonal variations.
Thymocytes from the turtle Mauremys caspica proliferate
in response to PHA and ConA and can kill tumor target
cells by both ADCC-mediated and NK-mediated cytotoxi-
city. Proliferative responses to PHA and ConA were higher
for both sexes in spring and for females in winter than in
the other seasons.
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Birds and Mammals
Sequence data and L chains patterns on 2-D gel elec-

trophoresis showed less antibody heterogeneity in chicken
than in mouse. The poor increase in affinity of chicken
anti-DNP and antifluorescein antibodies again indicates
lower heterogeneity. Few changes occur after immuniza-
tion, even if one waits one year after several injections.
Perhaps similar to the trout study described earlier, a re-
stricted population of high-affinity antibodies was found
only after immunization in Freund’s complete adjuvant
(235). Hyperconversion and somatic mutation in Ig genes
have been found in splenic germinal center B cells after
immunization. The relatively poor affinity maturation of
the chicken response may be due to a balance between
gene conversion and somatic mutation. Indeed, modifica-
tion of V genes with segments of DNA is not an optimal
strategy for fine-tuning antibody responses. In the rabbit
there is also conversion/mutation by B cells in germinal
centers after immunization. Within mammals, large vari-
ations are found from marsupials with no obvious sec-
ondary response, to mice with 1,000-fold increases in affin-
ity, but the basis for the relatively poor responses has not
been established.

In conclusion, although all vertebrates have a very large
potential for generating diverse antibodies after immu-
nization, only some mammals studied to date make the
most of this potential. Perhaps pressures on the immune
system of cold-blooded vertebrates have been less intense
due to a stronger innate immunity, and the architecture of
their lymphoid system is not optimal for selecting somatic
mutants, or the great rises in affinity detected in antihap-
ten responses are not physiologically relevant. An immune
system using somatic diversification at its “best” is well
adapted to species where the value of single individuals
is important (i.e., species with small progenies). Has that
been the condition for the creation and selection of so-
matic rearrangement and of the optimal usage of somatic
mutations? If this explanation provides a rationale for the
utilization of somatic mechanisms in generating a reper-
toire and improving it, it does not tell us why it works so
well in certain species and not in others. Perhaps the key is
the organization of secondary lymphoid organs. Likely, a
combination of factors (e.g., endothermy, secondary lym-
phoid tissues, mutation versus conversion, the hypermuta-
tion mechanism itself, rates of proliferation [pathogen and
lymphocyte], etc.) are at work in the regulation of antibody
responses (218).

NK AND NK-LIKE CELLS

NK cells express both activating and inhibitory cell sur-
face receptors; in fact, the paradigm for positive and neg-
ative signaling via such receptors began with these cells;
however, activating and inhibitory receptors (often paired)
are conserved throughout vertebrates and invertebrate

deuterostomes and are expressed in hematopoietic cell
types of all types. In NK cells, stimulation of the activating
receptors, which associate with proteins having an ITAM
(DAP12 or DAP10 conserved at least to the level of bony
fish [236]), results in killing of target cells. Inhibitory sig-
naling receptors all possess cytoplasmic ITIMs, which re-
cruit phosphatases and generally are dominant over the
activating receptors. These receptors fall in two categories,
IgSF and C-type lectin group V(II). In general, NK recep-
tors recognize MHC class I molecules of either the classi-
cal or nonclassical type, the latter sometimes encoded by
viruses.

Evolution of NK Receptor Families

As mentioned, NK cells in mammals can use different
types of receptors, even encoded by different gene fam-
ilies. Some are conserved and others are highly variable
even if one can group them into defined multigene fami-
lies. Some families show conservation of domains through-
out the jawed vertebrates. When dealing with the origin
of these genes in invertebrates, one has to imagine un-
der what pressures they evolved; pathogens come immedi-
ately to the mind rather than MHC class I molecules that
appeared “simultaneously” with the RAG-mediated adap-
tive system. The most interesting phylogenetic information
could come from future studies in deuterostomes such as
echinoderms, protochordates, and agnathans. The ques-
tion is whether NK cells, or NK-like cells, preceded the
emergence of T and B lymphocytes.

As described in the Introduction, NK receptors are
the most rapidly evolving molecular component of the
gnathostome immune system (4). All known ligands for
these diverse NK receptors are MHC class I molecules, or
molecules of host or pathogen origin related to MHC class
I. The KIR families are divergent, as very few genes are
conserved even between chimpanzees and humans, and
there are different numbers of genes in KIR haplotypes
within a species. By contrast, CD94/NKG2 receptors are
conserved throughout mammals. So whereas receptors for
polymorphic class I molecules are divergent, those for non-
polymorphic class I molecules are conserved (despite the
fact that their ligands Qa1 and HLA-E are not ortholo-
gous). Altogether, rapid evolution of NK cell receptor gene
families distinguishes members of a species and causes
substantial species-specific differences in NK cell recep-
tor systems. NK cells play other important roles in other
innate immune responses, for example in antiviral immu-
nity. NK cell recognition of virus-infected cells engages the
activating KIR and Ly49 receptors and NKG2D in this pro-
cess. Thus, viruses are hypothesized to supply the evolu-
tionary pressure on diversification of NK cell receptors. In
fact, it has been shown in mice that inhibitory receptors
can rapidly mutate into activating receptors when viral
“decoy” class I molecules evolve to engage inhibitory re-
ceptors (237).
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Comparative Studies of NK Function

NK cells were detected in Xenopus by in vitro 51Cr as-
says. Splenocyte effectors from early thymectomized frogs
spontaneously lyse allogeneic thymus tumor cell lines that
lack MHC antigen expression. This activity is increased af-
ter the injection of tumor cells or after treating the spleno-
cytes in vitro with mitogens, suggesting lymphokine acti-
vation of the killers. Splenocytes isolated with an anti-NK
mAb revealed large lymphoid cells with distinct pseudopo-
dia. Immunohistology indicated that each anti-NK mAb
routinely labeled cells within the gut epithelium, but NK
cells were difficult to visualize in spleen sections.

In amphibians. NK cell studies are especially interest-
ing because of natural experiments done by nature (i.e.,
the absence or low levels of MHC classical class I during
larval life of some species like Xenopus [238]). They are
bona fide NK cells, distinct from T cells, since they fail to
express TCR Vβ transcripts. NK cells emerge in late larval
life, 7-weeks post-fertilization, about 2 weeks after the time
when cell-surface class I can be detected. The proportion
of splenic NK cells remains very low until 3–4 months of
age, but by 1 year there is a sizeable population. There-
fore, NK cells fail to develop prior to MHC class I protein
normal expression (at least NK cells of the type that can
be measured with these assays and with NK cell-specific
mAbs) and do not contribute to the larval immune system,
whereas they do provide an important backup for T cells
in the adult frog by contributing to antitumor immunity.
The molecules that govern killing in Xenopus have not been
identified.

NK cells have also been described in a number of teleost
fish with the most in-depth studies in catfish, in which
there are clonal lines of cytotoxic cells (see earlier discus-
sion).

Perforin and granzyme homologs are indeed found in
birds, amphibians, and teleost fish (Ensembl). As men-
tioned earlier in the complement section, homologs with
the MAC/perforin domains even exist in C. elegans and in-
sects, with no functional evidence.

Phylogeny of NK Lectins

The phylogenetic appearance of NK lectins in the verte-
brates has not been examined in detail. However, BLAST
searches reveal possible homologues at least to the level
of teleost fish, whereas no hits have been reported from
cartilaginous fish or agnathans, but at least for the carti-
laginous fish this may be due to a lack of sequence data.
As mentioned previously, a CD94 homologue has been
detected in lower deuterostomes, but its true orthology
is dubious. A CD94/NKG2-like gene has been described
in cichlid fish even though the orthology is not clear
and no functional work has been done. Group II C-type
lectin receptors, which are structurally similar to group V

(NK) receptors, have been characterized in bony fish
(239). A zebrafish multigene family of group II immune-
related, lectinlike receptors (illrs) was identified from the
databases with possible inhibiting or activating signal-
ing motifs. These genes are differentially expressed in the
myeloid and lymphoid cell lineages.

Given the apparent lack of MHC class I and class II in ag-
nathans and their convergently acquired adaptive immune
system (see earlier discussion), it is difficult to envisage
how NK cells with receptors of any type might function in
these animals. It should be mentioned, however, that se-
quence similarity might be difficult to detect for an MHC
PBR, given the rapid rate of evolution of this gene fam-
ily. Further, it would not be shocking if there were NK cells
with ligands encoded by other gene families—in mammals,
ligands for some activating NK receptors like NKp44 and
NKp30 have not been identified. It would be of interest to
study the non–VLR-expressing lymphocytes in agnathans
(if such cells exist) for their killing potential or gene ex-
pression.

Interestingly, recent studies in mammals have shown
that some of these NKC-encoded lectinlike receptors in
the Nkrp-l family can recognize other lectinlike molecules,
termed Clr, also encoded in the NKC (240). Having linked
loci encoding receptor-ligand pairs suggests a genetic strat-
egy to preserve this interaction; perhaps the CD94 homo-
logues of invertebrates are genetically linked to genes en-
coding their ligands. In addition, as described later in this
chapter, the close genetic linkage of receptor and ligand
genes is a common theme in “histocompatibility reactions”
throughout the animal and plant kingdoms.

Phylogeny of IgSF NK Receptors

IgSF activating receptors have been recognized as such
from teleost fish onward with a relatively convincing
NKP44 homologue in carp, but with no functional data.
These sequences of the fish V domain NKP44 resemble the
chicken CD300-L family as well as some skate molecules
that could perhaps permit the extension of the lineage to
the cartilaginous fish. NKp30 homologues have been de-
tected in Xenopus; in addition, as described in the MHC
section, there are V(J) genes within the frog MHC that are
ancient homologues of NKp30 and may be NK receptors
of both activating and inhibitory types (160). NITRs, seem-
ingly specific of teleost fish, have one or two Ig domains
with a charged residue in the TM and could therefore be
associated (by analogy) to an ITAM DAP12 equivalent (dis-
cussed later [241]).

IgSF inhibitory receptors usually form larger fami-
lies of molecules in comparison to activating receptors.
This function can be devoted to two distinct families of
receptors, giving another example of the extremely rapid
evolution of these molecules. There are many ITIM-
carrying IgSF integral membrane receptors across the
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classes of vertebrates, and they seem to have had inde-
pendent histories since it is difficult to convincingly detect
orthologous genes between species. This is especially true
of multigene families in fish, with members equipped with
possible ITIMs, including the teleost NITR and LITR, and
bird CHIR and CD300L. Several members of these fam-
ilies can be expressed on NK cells, but expression stud-
ies are in their infancy in fish. It is sometimes difficult
to distinguish FcRh families from NK KIR-like domains,
and both FcR and KIR seem to stem from a same lineage.
Given the role of the FcR binding to bona fide antibodies
and conferring specificities to cells of the innate arms of
the immune system, it is likely that these molecules will
be restricted to jawed vertebrates. The KIR activity that
can incorporate pathogen and virus recognition may be
more primitive, but the ancestry of KIR is not well under-
stood, and the bona fide KIR family seems to be restricted
to primates.

Genes encoding the classical FcRs on the long arm of
human chromosome 1 (1q21–23) are linked to other FcR-
like genes. A large multigene family, which includes genes
encoding the Fcγ R and the NK cell Ig-like receptors, is
located in the LRC (human chromosome 19q13). This re-
gion could in fact be paralogous to 1q23 and may even
have been originally associated with the MHC (discussed
later). These families belong to a larger class of activating
or inhibitory receptors. Their phylogenetic conservation
in birds, amphibians, and bony fish suggests a biological
importance even though the size of the families, their ex-
pression pattern, and the specific nature of the receptors
vary greatly among species (242). In several cases, a com-
mitment to a task in the immune system may not be con-
served among homologous members and the evolutionary
fate of the family will be probably affected. Comparison of
key residues in the domains may suggest a possible com-
mon involvement in MHC recognition for the two families
recently discovered in birds (CHIR [243]) and the teleosts
(IpLITR [244]). Other families were generated within a sin-
gle class or even within a single order of vertebrates (e.g.,
the KIR described earlier). The relationships of KIR with
many other multigene families such as IpLITR or NITR
remain to be explored. What was the scenario that led to
the present mammalian situation? If the fish observation
on potential MHC binding holds true, the KIR-type of re-
ceptor seems to be the most primitive NK cell receptor.

Other IgSF Families to Explore Further

Thymocytes express members of the IgSF TIM (T cell
Ig and mucin domain-containing molecule) (245) corre-
sponding to another independent amplification of non-
rearranging V domains on chromosome 5, with 3 mem-
bers, whereas the homologous locus on chromosome 11
in mice has 8. Nothing is known about relatives outside
mammals.

In more primitive vertebrates, the physical or genetic
linkage of relatively large IgSF families is well documented
in the teleost NITR but not yet elucidated in the case
of other interesting families in protochordates like the
VCBP. In the sea urchin genome, many IgSF await a
complete analysis and will certainly contribute to a bet-
ter understanding of the evolution and origin of Ig/TCR.
Among those, the discovery of leukocyte-expressed recep-
tors APAR (agnathan paired receptors) in hagfish of what
might have been a precursor of Ig or TCR (246). APARs re-
semble Ag receptors and are expressed in leukocytes and
predicted to encode a group of membrane glycoproteins
with organizations characteristic of paired Ig-like recep-
tors. APAR-A molecules are likely to associate with an
adaptor molecule with an ITAM and function as activat-
ing receptors. In contrast, APAR-B molecules with an ITIM
motif are likely to function as inhibitory receptors Thus,
the APAR gene family has features characteristic of paired
Ig-like receptors. APAR V domains have a J region and are
more closely related to those of TCR/BCR than any other V-
type domain identified to date outside of jawed vertebrates.
Thus, the extracellular domain of APAR may be descended
from a V-type domain postulated to have acquired RSS in
a jawed vertebrate lineage.

In jawed vertebrates, three such receptor families with
VJ-type domains have been identified: a small family of
mammalian proteins known as SIRP, a large family of the
previously described teleost NITR, and MHC-linked XMIV
in Xenopus. NITR were originally believed to be part of
the LRC, but this is unlikely on further analyses. NITR
encode a variable (V) region, a unique V-like C2 (V/C2) do-
main, a TM region (with or without a positively charged
residue), and a cytoplasmic tail containing ITIM. They
seem to form a teleost-specific family with no good ho-
mologue outside this class although they appear some-
what related to NKp30. NITRs can be expressed by cells
of the hematopoietic lineage, presumably lymphocytes as
judged from MLR. Eleven related genes encoding distinct
structural forms have been identified in the channel cat-
fish. In zebrafish, NITR genes group into 12 distinct fam-
ilies, including inhibitory and activating receptors. An ex-
treme level of allelic polymorphism is apparent, along with
haplotype variation, and family-specific isoform complex-
ity (9).

CYTOKINES AND CHEMOKINES

Many cytokines/chemokines and their receptors, like most
molecules of the immune system, evolve rapidly. However,
consistent with the “Big Bang” theory, it is an emerging pic-
ture that the majority of cytokines and chemokines found
in mouse and human are also found in the genome and
EST projects of nonmammalian vertebrates, best studied
in chickens (247) and certain bony fish (248). This suggests
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that whatever the initiating “force” in the evolution of the
Ig/TCR adaptive immune system, the network of cytokines
and chemokines emerged (practically) full blown early in
evolution. While the overall picture is clear, the details are
only starting to be understood, especially at the functional
level. What is becoming apparent, however, is that some
of the cyto/chemokine families in fish (and perhaps other
groups) have been expanded or contracted in a species- or
class-specific manner. This will clearly be a topic of interest
in the future.

The Proinflammatory Cytokines, IL-1, IL-18,
IL-6, IL-8, and TNFα

IL-1, IL-6, TNFα, and IL-8 are the prototypic cytokines
associated with inflammatory responses, which are de-
fined by induction of vasodilation and vascular permeabil-
ity, and upregulation of innate immune system–specific
molecules that have direct functions or that costimu-
late/attract T and B cells. Classically, many of these activ-
ities can be assayed in supernatants from LPS-stimulated
phagocytes by determining whether thymocytes are stim-
ulated to proliferate when one also adds suboptimal con-
centrations of T cell mitogens. It was reasonable to hypo-
thesize that such cytokines, which act both at a distance as
well as in a cognate fashion, might be found in the inver-
tebrates. Indeed, IL-1-like activities have been described
for echinoderm coelomocytes (either IL-1-like production
by such cells, or the ability of the cells to respond to
mammalian IL-1), but unfortunately no molecular data
revealing the structures of the active invertebrate cy-
tokine/cytokine receptor have been reported. In fact, no
orthologue has been detected in the genome projects from
protostomian invertebrates, and only IL-17 and TNF ho-
mologues have been detected in nonvertebrate deuteros-
tomes (32,97), and IL-8 in agnathans (249); thus, we
may consider these as primordial cytokines related to
the vertebrate versions. A molecule from earthworms ca-
pable of activating the prophenoloxidase defense path-
way cross-reacted with a mAb directed to mammalian
TNFα (250). However, this molecule had no homology to
TNFα on sequencing, but its activity is nonetheless quite
interesting.

IL-1 activity as measured by costimulation assays or
as a consequence of LPS (or other PAMPs) stimula-
tion has been detected in all nonmammalian vertebrates.
IL-1β upregulation has been detected after treatment of
macrophages with LPS, consistent with its inflammatory
function in mammals. In addition, injection of gram-
negative bacteria into trout induced IL-1β expression in
many tissues. Identity with the mammalian IL-1β gene in
all other species ranges from 28% to 40% (identity between
mammalian IL-1α and IL-1β is about 25%). In nonmam-
malian species, IL-1β lacks a so-called ICE cleavage site,
important for function in mouse/human (251). IL-18 is an

IL-1-related cytokine, and in contrast to IL-1 seems more
focused in its function of potentiating TH1 responses. IL-
18 has been detected in birds and fish, but the tissue distri-
bution in fish seems to be expanded as compared to mam-
mals. Additionally, IL-18 in nonmammalian vertebrates
contain the ICE cleavage site, unlike its cousin IL-1β.

Both chicken IL-1β and the IL-1R were identified and
have been expressed as recombinant proteins. The IL-1R
homology to mammalian orthologues is quite high (61%
identity), but the highest similarity is found in the cytoplas-
mic domains. In addition, there are four blocks of high sim-
ilarity to the cytoplasmic tail of Toll/TLR proteins, and IL-
1R and TLR use similar signal transduction cascades (see
previous discussion). As mentioned, IL-8 has been identi-
fied in the jawless lamprey and in various gnathostomes
such as trout, flounder, and perhaps chicken; a chicken
CXC chemokine called K 60 clusters with IL-8 in phyloge-
netic trees and is upregulated in macrophages stimulated
with LPS, IL-1β, and IFN (247). Interestingly, Marek’s dis-
ease virus expresses an IL-8 homologue (v-IL-8), which
may be involved in inducing immune deviation.

The TNF family in mammals includes the canonical
TNFα, lymphotoxin (LT)α, and LTβ, all encoded at the
distal end of the MHC class III region, as well as a large
number of other members with diverse immune functions
(153). TNFα is the best studied of these cytokines, and
it is one of the key regulators of innate and adaptive im-
munity. The other two cytokines have a more limited tis-
sue distribution and function, especially in their roles in
lymphoid tissue development. TNF homologues have been
detected in sea urchin, Ciona, and amphioxus, consistent
with the idea that such a multifunctional cytokine would
predate the jawed vertebrate adaptive immune system.
Homologues have also been cloned from several teleost
species and TNFα expression in leukocytes is upregulated
within 4 hours after treatment with LPS, IL-1β, and PMA.
While there is good phylogenetic support for orthology of
fish TNFα to that of mammals, the other TNF genes seem
to be teleost-specific duplicates rather than the LT genes
(252). Conversely, in Xenopus, the three TNF family mem-
bers described above in mammals are closely linked in the
class III region of the MHC (160). This is a bit of a surpris-
ing result, as all of these family members seem to be lacking
in chickens, consistent (according to the authors) with a
lack of lymph nodes in these animals (247); however, the
unusual nature of the MHC in birds (e.g., the immunopro-
teasome genes are missing) rather is consistent with a loss
of TNF genes in these animals, which is indeed surprising,
especially for TNFα.

Interleukin-2/15

Costimulation assays of thymocytes, as described earlier
for IL-1, and perpetuation of T cell lines with stimulated
T cell supernatants are performed to detect IL-2 or “T cell
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growth factor” activities. Unlike IL-1, IL-2–like factors gen-
erally stimulate cells only from the same species, and it is a
“cognate” cytokine, meant for release only between closely
opposed cells, or as an autocrine factor. From teleost fish
to mammals, stimulated T cell supernatants costimulate
thymocyte proliferation or can maintain the growth of T
cell blasts, and the orthologue has been detected in bony
fish and birds. The chicken IL-2 protein is only 24% identi-
cal to human IL-2 and only 70% identical to a near cousin,
the turkey. IL-2’s relative IL15 has also been cloned in the
chicken (253). A candidate IL-2R in chicken was identified
by a mAb recognizing a 50-kDa molecule only on stimu-
lated T cells (thus an IL-2Rα homologue). This mAb blocks
costimulation by IL-2–like molecules in chicken T cell su-
pernatants and also reduces the capacity of T cell blasts to
absorb IL-2–like activity from supernatants. IL-2 has been
studied in the bony fish Fugu. In both chicken and the de-
duced Fugu IL-2 protein, there is a second set of cysteine
residues, which are found in IL-15 and thus is a primordial
feature (254). Syntenic to the IL-2 gene in Fugu is the IL-2
relative IL-21.

The common γ chain (γ C) is the signaling subunit of
the IL-2, IL-4, IL-7, IL-9, IL-15, and IL-21 receptors; ab-
sence of this chain in mammals leads to major defects in
lymphocyte development (“boy in the bubble”). A γ C ho-
mologue was cloned in rainbow trout with unusually high
identity (44%–46%) to mouse/human genes. IL-1β, but not
LPS, upregulated the trout gene in macrophage cultures
and a fibroblast cell line. Identification of this protein sub-
unit should allow the biochemical isolation of several fish
cytokine receptors.

In summary, similar phenomena described in mammals
for IL-2 and IL-2R expression seem to exist in all jawed
vertebrates. Future studies will lead not only to an under-
standing of IL-2 evolution at the structural level, but also
insight into the seasonal changes in T cell stimulation in
reptiles, the differential capacity of larval and adult am-
phibian T cells to produce or respond to T cell growth fac-
tors, and hyperstimulation of T cells in the mutant obese
chicken strain.

Interferons

Type I IFN is expressed in leukocytes (IFN-α) and virus-
infected fibroblasts (IFN-β) and induces inhibition of vi-
ral replication in neighboring cells, as well as molecules
of the innate immune system such as iNOS and IRF-1.
In contrast, type II IFN (IFN-γ or immune IFN) is syn-
thesized by activated T cells, activates macrophages, and
upregulates class I, class II, immune proteasome subunits,
and TAP, and a large number of other genes. IFN has not
been detected in the invertebrates, and in general cellular
immunity in the invertebrates has lagged behind the explo-
sion of data on humoral immunity. However, as described

earlier, viral immunity does include a JAK/STAT response
analogous to the IFN response of the deuterostomes (90).

Antiviral activity is detected in supernatants from vi-
rally infected fish fibroblasts, epithelial cell lines, and
leukocytes. All of the biochemical properties of mam-
malian type I IFN (e.g., acid-stable, temperature-resistant)
are present in these fish supernatants, and the putative
IFN reduces viral cytopathic effects in homologous cell
lines infected with virus. In vivo, passive transfer of serum
from virally infected fish protects naı̈ve fish from acute vi-
ral pathogenesis. There appears to be two lineages of type
I IFNs in fish that are specific to this group. In chickens,
there are up to 10 closely related, intronless type I IFN
genes. Sequence identity to human type I IFN ranges from
25% to 80% with the apparent functional gene having high-
est similarity (255).

Type II IFN has been cloned in chickens and several
teleosts. The chicken gene is 35% identical to human type
II IFN and only 15% identical to chicken type I IFN. Re-
combinant chicken IFN stimulates nitric oxide production
and class II expression by macrophages. The gene has been
cloned in trout, Fugu, and zebrafish, and has been studied
mostly in the trout where it has been shown to upregulate
γ IP10 and activate protein kinase C (PKC). Thus, at least
in chickens and teleost fish, type II IFN seems to have the
same function as in mammals, suggesting that the TH1-
type responses emerged early in vertebrate evolution.

TH1 Cytokines Besides Type II IFNs

IL-12 is generally considered to be a proinflammatory cy-
tokine produced by APC that promotes a TH1 response
after exposure to intracellular pathogens. Consistent with
the ancient derivation of TH1 responses, the two subunits
of IL-12 p70 (p35 and p40) have been found in chickens
and several teleost species. However, studies of Fugu sug-
gest that the regulation of the two subunits is not the same
as in mammals, which must be supplemented with func-
tional studies and extension to other species (248).

The p40 subunit of IL-12 can also associate with p19
to form the cytokine IL-23, which is involved in the in-
duction of TH17 cells. This subunit has yet to be found
in any nonmammalian vertebrate. Similarly, whether the
IL-12-related cytokine IL-27 is found in nonmammalian
vertebrates is not known.

TH2 Cytokines: IL-4, IL-5, IL-9, and IL-13

Responses to extracellular pathogens are largely regulated
by TH2 cytokines in mammals. IL-4 is the most pleiotropic
cytokine in this regard, provoking the production of neu-
tralizing cytokines, stimulation of eosinophils, and an an-
tagonism of TH1 responses. IL-4, IL-5, and IL-13 are en-
coded in the so-called TH2 cytokine complex in mammals,
and all of the genes are coordinately upregulated after
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stimulation of a nearby locus-control region. This same
“TH2 complex” is found in chickens (256), but in Xenopus
only the IL-4 gene has been identified to date, and it is con-
troversial whether any of the genes are found in the teleost
fish, although a candidate gene was detected in pufferfish
that has a tissue distribution inconsistent with being gen-
uine IL-4 (257).

Thus, at this stage of study, it may be that lower verte-
brates do not have “full-blown” TH2 responses, consistent
with the lack of canonical allergic responses in ectother-
mic vertebrates. On the other hand, we must be careful,
because cytokine genes evolve rapidly and relying on syn-
teny is not always dependable, especially in the teleost
fish. It will be of interest to see whether IL-4 in nonmam-
malian vertebrates will promote switching to isotypes that
are incapable of promoting inflammatory responses. In
addition, further studies of this family and its receptors
in teleost and cartilaginous fish will reveal whether this
facet of the adaptive immune response is indeed a relative
newcomer.

Transforming Growth Factor (TGF)β
and IL-10

TGF forms a large family with pleiotropic effects in many
developmental systems. For the immune system, TGF-β
isoforms are best known for their capacity to suppress
adaptive immune responses (even across species barriers),
although they can also stimulate lymphocytes under cer-
tain conditions. TGF-β inhibits macrophage activation in
trout and growth of T cell lines in Xenopus species. Trout
TGF-β, most similar to mammalian TGF-β1 and -β5 (62%–
66% identity), is expressed in lymphoid tissues and brain,
but not in the liver. Two forms of TGF-β were isolated in
Xenopus species, both of which act on embryonic ecto-
derm to induce mesoderm. Recombinant Xenopus TGF-β,
like the mammalian form, also can inhibit IL-2-like depen-
dent growth of splenic lymphoblasts. Four TGF-β isoforms
were isolated from chickens, as opposed to three major
forms in mammals. The three major forms of the cytokine
have been isolated in several teleost species (248).

IL-10 is often considered along with TGF-β because it is
mostly an immunosuppressive cytokine with multiple ef-
fects; both cytokines are expressed in subsets of “Treg” cells
in mammals. This cytokine was originally discovered by
its ability to suppress TH1 responses, but now is known to
have a much-expanded role. IL-10 has been found in chick-
ens and a large number of teleosts. As usual, functional
experiments have lagged behind the molecular work, but
recombinant chicken IL-10 can block IFNγ production by
splenocytes. Of the cytokines related to IL-10, including
IL-19, IL-20, and IL-24, only IL-20 was found to date in
the Fugu genome.

Note that there have been no “Treg” experiments re-
ported per se in the comparative literature, but many older

experiments that suggest that such cells exist. More than
25 years ago, experiments in Xenopus showed that graft re-
jection could be delayed when lymphocytes from metamor-
phosing animals were adoptively transferred into adult
frogs (258). This result suggested that a “wave” of sup-
pressor cells emerged near the time of metamorphosis
that evolved to protect animals from autoimmunity when
adult-specific molecules were expressed. It is time to reex-
amine such experiments with modern tools.

IL-17

Recently, besides TH1 and TH2 cells, two new classes of
CD4 cells, TH17 and the aforementioned Treg, have be-
come popular among immunologists. TH17 is proposed to
be a cell type important for inflammatory responses to ex-
tracellular bacteria via stimulation of neutrophils. Despite
its late appearance on the scene in the general literature,
this cytokine appears to be one of the oldest, with homo-
logues in lower deuterostomes like amphioxus and exten-
sively amplified in sea urchins (32). Even the different iso-
forms seem to be conserved among the jawed vertebrates,
which should initiate many new avenues of study over the
next few years.

The isolation of nonmammalian cytokines and cytokine
receptor genes has followed molecular characterization of
antigen receptors and MHC. However, with the advent of
the genome and EST projects, we are rapidly acquiring
a comparative view of this field, at least at the genetic
and molecular level. Teleost fish and chickens have paved
the way in this field, but amphibian and cartilaginous fish
databases will soon be complete and provide the big pic-
ture. Already, it seems that cytokines like TNF and IL-17 are
most primordial, with homologues in Ciona, amphioxus,
and sea urchins. Conversely, none of the other so-called
adaptive cytokines seem to be present in the lower deuteros-
tomes, consistent with the Big Bang theory of adaptive im-
munity. If it is true that the jawless fish lack these genes
as well, despite their convergent adaptive immune system,
one can point to the evolution of lymphoid organs and
the segregation of lymphocyte subsets into discrete areas
to help to explain the explosion and recruitment of these
genes.

Despite our “big picture” knowledge of the emergence
of cytokines, obviously functional experiments have lagged
behind. Further, is it true that TH2 responses are evo-
lutionary latecomers, or are our early attempts at find-
ing the genes in ectotherms because of some “missing
pieces” in the databases (or our ability to find some of the
genes)? Some genes may have been lost, as described ear-
lier for the chicken—again, further studies of amphibians
and cartilaginous fish should help in our understanding. In
mammals, the LT TNF family members are important in
the development of lymph nodes, and yet the three genes
are present in lymph node–less Xenopus—what are their
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functions? If we can uncover these other roles in non-
mammalian vertebrates, it could be quite informative to
reinvestigate such functions in mammals. Finally, chick-
ens and fish have evolved their own paralogues of some of
the well-known cytokine genes; their study should reveal
selection pressures on particular species that could also be
quite informative in our understanding of the gestalt of the
cytokine network.

General Evolution of Chemokines and
Their Receptors

Chemokines and chemokine receptors are essential for
many aspects of the immune system, including the differ-
entiation of lymphoid tissues, trafficking of hematopoietic
cells during ontogeny and immune responses, and even
stimulation of cells under various conditions. With the
advent of the genome and EST projects, a recent paper
showed that, consistent with the Bing Bang theory of adap-
tive immune system evolution, all of the major classes of
chemokines and their receptors emerged in the bony fish
lineage (259) and probably will be found in cartilaginous
fish as well when the genome is complete. In fact, bony
fish have more chemokines/receptors than any other ver-
tebrate, including amphibians and mammals.

Interestingly, no CC or CXC chemokines/receptors were
detected in lower dueterstomes like Ciona and sea urchin.
The chemokine receptors are members of the G protein-
coupled receptor (GPCR) family, and of course such
molecules are found in all animals. However, no members
of the specialized family (GPCRγ ) to which chemokine
receptors belong were found in lower deuterostomes. The
chemokine receptor genes are found on four chromosomes
in mammals, each of which contain the HOX genes, one of
the gene families that provided evidence for the 2R hypoth-
esis early in the reawakening of this theory (7). The dis-
tribution of chemokine receptor genes on these chromo-
somes correlates very well with 2R and helps to account for
the large-scale gene expansion of this family in the jawed
vertebrates. Thus far, very few chemokines/receptors (e.g.,
IL-8 and CXCR4) have been detected in agnathans, but
they are clearly present and likely required for movement
of VLR-expressing cells throughout the body.

EVOLUTION OF ALLORECOGNITION

Histocompatibility Reactions in Plants
and Invertebrates

Before the true role of MHC was discovered, histocompat-
ibility reactions were the major means used to investigate
evolutionary aspects of the immune system in compara-
tive immunology. Scrutinizing specific memory in graft
rejection assays across the animal kingdom demonstrated
that allorecognition was almost universal among metazoa

and led to speculations on the origins of vertebrate MHC
(260). However, the mechanisms and molecular underpin-
nings of such alloreactions remained unsolved. With the
new genome projects and functional analyses, a true pic-
ture starts to emerge when one examines these old experi-
ments.

The prevention of self-fertilization has evolved several
times in the plant kingdom (261). In one case, the molecu-
lar mechanism for the phenomenon has been elucidated in
study of the highly polymorphic self-recognition (S) locus
of crucifers. Genes encoding TM-receptor Ser/Thr kinases
called SRK (S-locus receptor protein kinase) are expressed
in the stigma and closely linked to genes for soluble SCR
(S-locus cysteine-rich) proteins expressed by pollen. Both
genes are highly polymorphic, and if a self-SCR is rec-
ognized by an SRK, pollen tube growth and hence self-
fertilization is inhibited. SRKs are members of a plant
gene family that have been recruited for this purpose, and
the SCRs have structural similarities to the amphipathic
defensins described earlier; thus, perhaps molecules in-
volved in microbial pattern recognition were coopted for
this new purpose. Here, the two very different linked genes
must coevolve, in ways not understood, within each hap-
lotype to ensure mutual binding of the self-gene products.
Thus, while similar mechanisms at the genetic and pop-
ulation levels described earlier (e.g., balancing selection,
ancient allelic lineages, coevolution of linked genes, etc.)
are operational for S locus, MHC, and other recognition
systems, clearly pressures can coopt quite different types
of gene families for involvement in the recognition events.
Close linkage of polymorphic receptor and ligand genes
involved in all of the histocompatibility reactions outside
of the jawed vertebrates is an inviolable rule.

The life histories of several aquatic invertebrates in
the taxa Porifera, Cnidaria, Bryozoa, and Tunicata (Fig-
ure 3.1) are characterized by the sexual production of
motile larvae that settle, metamorphose, and initiate asex-
ual reproduction by budding. This results in the growth
of a colony (polyps in Cnidaria or zooids in Tunicata).
Colonies often compete for space and may develop histo-
compatibility reactions in the zone of contact. In addition,
cell-lineage parasitism, in which the somatic or germ cell
lineage of one partner replaces that of the other, may en-
sue if colonies fuse into a chimera (262). Thus, allorecogni-
tion also protects the genetic integrity of the individual. In
some species, fusion is apparently restricted to tissues of
the same individual (complete matching), in other species
such as bryozoans, fusion also occurs between genetically
distinct individuals if they share kinship (partial matching)
(263). Two divergent invertebrate phyla have been studied
in detail: Cnidaria and Tunicata (Figure 3.1). To preface
this section, in no case does the genetic region responsible
for the histocompatibility reactions resemble the verte-
brate MHC, except by high polymorphism of all systems,
and at times, analogous outcomes.
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Porifera

Sponges (Porifera) are the phylogenetically oldest extant
metazoan phylum. A surprising characteristic of sponges,
considering their phylogenetic position, is that they pos-
sess a sophisticated histocompatibility system. Recently,
elements of the sponge immune system have been analyzed
at the molecular level. By differential display, two genes
were identified in S. domuncula, the products of which are
involved in a still undetermined manner in aggregation.
Sponge cells associate in a species-specific process through
multivalent calcium-dependent interactions of carbohy-
drate structures on a 200 kd extracellular membrane-
bound proteoglycan called “aggregation factor.” The
glycan moiety is involved in cell adhesion and exhibits
differences in size and epitope content among individ-
uals, suggesting the existence of allelic variants. There-
fore, strong carbohydrate-based cell adhesion evolved at
the very start of metazoan history. Other genes involved
in these reactions include one that is similar to the ver-
tebrate MHC-linked allograft inflammatory factor (AIF-1,
Figure 3.12) and another to the T cell factor transcrip-
tion factor (TCF). AIF-1 and TCF genes are upregulated
in vivo after tissue transplantation, and in vitro in mixed
sponge cell reaction (MSCR). Polymorphic IgSF molecules
are found on the surface of sponge cells, but their re-
lationship to allorecognition events (if one exists) is not
clear (264).

Allogeneic recognition in vitro led to apoptotic cell
death in one partner and survival in the other. The pro-
cess is controlled by a differential expression of the pro-
apoptotic and pro-survival proteins that are characteristic
for the initiation of apoptosis (caspase, MA3, ALG-2 pro-
tein) and the prevention of programmed cell death (2 Bcl-2
homology proteins, FAIM-related polypeptide and DAD-1-
related protein). In an apoptotic mixed cell combination,
characteristic apoptotic genes were expressed, while in the
nonapoptotic aggregates the cell-survival genes are upreg-
ulated (265). In another species, Microciona, allogeneic
interactions also induce cellular reactions involving gray
cells (sponge immunocytes) and finally apoptosis. Analo-
gous (but probably not homologous) to T cell responses,
the response is inhibited by cyclosporin A (266).

Sponge genetics is in its infancy, but from observa-
tion of 50 pairs of larval grafts within one F1 progeny of
the marine sponge Crambe, 75% could fuse, a proportion
suggesting that the genetic control depends on one locus
and sharing of one haplotype results in fusion; a 100%
fusion between mother and offspring is consistent with
this interpretation. Unfortunately, individuals from a given
mother may not have the same father, complicating the is-
sue. Still the few data available are consistent with a sin-
gle or at least major histocompatibility locus (or region),
the “rule” in other invertebrate phyla described in the
following.

Cnidaria

The existence of highly polymorphic histocompatibility
loci was demonstrated long ago in various corals or sea
anemone, but the diploblastic colonial cnidarian Hydrac-
tinia was the only species to provide a model to analyze
genetic control of such reactions. In 1950, Hauenschild no-
ticed that allorecognition seemed to be under the control
of a single genetic region with multiple alleles (267), and
this system has been studied in great detail by Buss and
his colleagues. Colonies of Hydractinia encrust the shells of
hermit crabs, where they grow by elongation and branch-
ing of stolons. Embryos and larvae fuse indiscriminately.
However, when two or more larvae are recruited to the
same substratum, colonial forms may come into contact
through their stolons. If the two colonies are histocompat-
ible, stolon tips adhere and fuse, establishing gastrovas-
cular connections and a permanent genetic chimera. If
tips are incompatible, colonies fail to adhere. They swell
(hyperplastic stolons) with the migration of nematocysts,
which discharge and damage the tissues. In addition, tran-
sitory fusions can also occur in a few cases. Similar to
the genetics of the sponge alloreactions discussed earlier
(and in other invertebrates and plants), colonies fuse if they
share one or two haplotypes, reject if they share no haplo-
types, and display transitory fusion if they share only one
allele at one haplotype and no alleles at the other. Examina-
tion of the polymorphic locus governing this reaction (alr)
revealed that two closely linked polymorphic loci (likely
encoding receptor and ligand) are involved (268). The alr-
encoded receptors, as well as the effectors of the reaction
(other than the nematocysts), are unkown.

Urochordates

Compared to Cnidaria, tunicates shared a recent common
ancestor with the vertebrates and thus might be expected
to have a histocompatibility system more related to MHC.
Allorecognition has been studied in both colonial forms
and solitary ascidians. The model originally developed by
Oka and Watanabe in the tunicate Botryllus (269), a colo-
nial ascidian, has been studied over the past 25 years by
several groups (270). What attracted extra attention to this
system was the discovery that the locus controlling histo-
compatibility was linked to, or was the same locus, as that
controlling fertilization by preventing self-fertilization; in
this case, the sperm must be genetically disparate from the
egg.

Metamorphosis in Botryllus is followed by budding that
eventually gives rise to a large colony of asexually derived
genetically identical individuals (zooids), united through a
vascular network. At the periphery of the colony, the vas-
culature ends in small protrusions called ampullae, which
are the sites of interaction when two colonies meet dur-
ing their expansion. The interaction results in either fu-
sion of the two ampullae to form a single chimeric colony
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sharing a common blood supply, or a rejection reaction
during which the interacting ampullae are destroyed, thus
preventing vascular fusion. Hemocytes (morula cells) are
involved in the reaction (271). Fusion or rejection is gov-
erned by a single highly polymorphic locus called the
FuHC (for fusion/histocompatibility; 10 wild-type individ-
uals collected from around the Monterey Bay area yielded
18 cFuHC alleles). When two colonies share one or both
FuHC alleles, they will fuse; rejection occurs if no al-
leles are in common. The FuHC is highly polymorphic,
with most populations containing tens to hundreds of al-
leles. However like in Hydractinia, the situation is not
that straightforward since intermediary pathways have
been reported in the past and have not been entirely
elucidated.

The painstaking development of inbred lines of Botryl-
lus homozygous for different FuHC alleles has resulted in
a molecular characterization of the polymorphic FuHC lo-
cus (272). The deduced C-terminal region of the molecule
consists of a nectinlike segment with 3 Ig domains, show-
ing best homology to chicken IgSF4 and related members
conserved in all vertebrates as well as to one of the Ciona
nectins. Those members are found in a tetrad of paralogues
in vertebrates but not linked to the tetrad of MHC par-
alogues ([11] discussed later). The N-terminal region con-
tains an EGF domain and some other unrecognizable re-
gions not conserved among ascidians. Any two alleles differ
by an average of 4% at the nucleotide level. Unlike MHC
class I and class II, polymorphic residues in FuHC alleles
are not concentrated in particular regions.

Some 200 kb away from FuHC, on the same chromo-
some, is a second polymorphic (and polygenic) locus, fes-
ter, which is inherited in distinct haplotypes. Diversified
through extensive alternative splicing, with each individ-
ual expressing a unique repertoire of splice forms, it poten-
tially exists as both membrane-bound and secreted forms,
all expressed in tissues intimately associated with histo-
compatibility. After fester knockdown, the histocompati-
bility reaction is blocked at the stage of initiation as if
the colonies ignored each other. In contrast, when fester
is blocked with specific mAbs, fusion reactions were un-
affected, but rejection reactions were turned into fusions
in an allele-dependent manner. These data combined with
its genetic location suggest that fester encodes the FuHC
ligand. Fester contains a short consensus repeat (SCR, or
sushi domain) often found in vertebrate complement re-
ceptors (273).

Solitary Ascidians

In Halocynthia roretzi, a “polymorphism of color” has been
observed, and histocompatibility reset by a mixed hemo-
cyte technique in vitro, resulting in a melanization reac-
tion likely to involve the PPO cascade (274). Depending
on the strains, the percentage of positive reaction varied

from ∼55% to 70%, indicative of polymorphism. Grafting
experiments had already shown the existence of allorecog-
nition in solitary ascidians and investigation at the cellular
level had demonstrated the occurrence of cytotoxic cells
in such organisms (275). As mentioned earlier, in order to
shed light on allorecognition in urochordates and on the
molecules involved in preventing self-fertilization, gonadal
cDNAs of three genetically unrelated Ciona intestinalis in-
dividuals were compared by suppression subtractive hy-
bridization (SSH). This led to the discovery of the highly
polymorphic VCLR1 (variable complement receptor–like
1) gene coding for a TM protein with several short con-
sensus repeat domains (SCR/CCP), a motif shared with
the variable fester receptor of Botryllus described earlier
(276).

The Meaning and Selection of
Histocompatibility Reactions

The association between allorecognition in Botryllus and
fertilization led to the proposal that histocompatibility sys-
tems were selected during evolution to avoid inbreeding.
The hypothesis made sense in the case of sessile colonial
invertebrates that might have difficulty dispersing their
gametes and therefore are susceptible to inbreeding de-
pression. Indeed the partial matching mentioned earlier
is a general characteristic of fusion compatibility in colo-
nial invertebrates, perhaps driven by “selection operat-
ing on an error-prone genetic system for self-recognition
that is perhaps constrained by derivation from a gametic
function selected to reduce inbreeding.” Further, even for
mammals, there is a large literature suggesting a selection
both at the mate-choice and pregnancy levels for preserv-
ing heterozygocity at the MHC (see Flajnik, Miller and Du
Pasquier in the 5th edition of Fundamental Immunology).
However, the possibility of a common genetic system, or
linked systems, governing fusion and gametic compatibil-
ity awaits confirmation. Animals that are neither sessile
nor unable to disperse their gametes can possess alloim-
mune responses, which is inconsistent with the general
hypothesis. Moreover, inbreeding avoidance can only ex-
plain the selection of histocompatibility alleles if the his-
tocompatibility loci are genetically linked to a large frac-
tion of its genome (277). This is inconsistent with the tight
linkage of histocompatibility genes to a single major lo-
cus, especially in invertebrates. So inbreeding avoidance
is unlikely to contribute significantly to the selection of
histocompatibility alleles, although in jawed vertebrates,
selection for heterozygocity at the MHC itself has obvious
advantages.

Another hypothesis is that alloimmunity was selected
because it avoided intraspecific parasitism or competi-
tion for attachment sites (278). Indeed, after fusion of
compatible colonies, bloodborne germline or totipotent
stem cells are transferred between colonies and can expand
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and differentiate in the newly arising, asexually derived in-
dividuals of the vascular partner (279). This can result in
a situation where only one genotype is represented in the
gametic output of the fused individuals. The FuHC poly-
morphism in Botryllus could function to restrict to com-
patible individuals the vascular fusion and the germline
parasitism. The high allelic polymorphism characteristic
of all invertebrate recognition systems may have evolved
in response to selection for fusion with self rather than kin.
Fusion with self will allow the development of a colony that
benefits from fusion while eliminating the possible cost of
somatic cell parasitism, and thus would be the raison d’être
of the allorecognition mechanisms (280).

However, most animals are not sessile and thus are nei-
ther prone to intraspecific competition nor to competi-
tion for limited substrate attachment sites. Tunicates be-
sides Botryllus have evolved differently—for example, in
Diplosoma, large numbers of chimaeras are encountered
in nature (281). In addition, the intraspecific competition
hypothesis demands that individuals maintain expression
of histocompatibility alleles, even when the expression
of these alleles enables their own destruction during in-
traspecific competition. These considerations suggest that
intraspecific competition might affect histocompatibility
allele frequencies in some organisms under certain condi-
tions but is unlikely to have broad relevance for the evolu-
tion of alloimmunity.

Both previous hypotheses are essentially based on ob-
servations made in colonial tunicates, but colony living
has evolved several times independently. Urochordates are
more ancient than the vertebrates, but the evidence ar-
gues against any of the systems being ancestral to MHC
class I and class II. That all these studies show a general
pressure for polymorphism is quite clear, but the evidence
from all systems studied to date suggests strong pressures
to evolve similar systems via convergence. However, as de-
scribed earlier, genetic regions with homology to the verte-
brate MHC have been detected in the invertebrates (282),
yet are (most likely) unrelated to the reactions detailed
here.

As described, in all of the allorecognition systems con-
vergent mechanisms have been encountered to reach an
analogous end, and thus it is unlikely that a unique “cause”
arose for selecting them in diverse organisms. However
in an attempt to find an ultimate and general explana-
tion to the selection during evolution of highly polymor-
phic allorecognition systems, it has been suggested that
pathogen and retroviruses are the force behind the selec-
tion of allopolymorphism (277). The hypothesis that places
itself at the level of a general selection pressure exerted by
pathogens has the advantage of not predicting one given
genetic system but a general strategy of adaptation. It does
not imply intimate phylogenetic relationships between the
systems observed, but points to analogous solutions when
facing similar pressures.

ORIGINS OF ADAPTIVE IMMUNITY

The immune system of vertebrates is unique because the
antigen-specific receptor expressed by lymphocytes, which
initiates cascades leading to activation of the adaptive im-
mune system, is not the product of a complete germline in-
herited gene. Rather, receptors are generated somatically
during lymphocyte ontogeny from gene segments scat-
tered at a particular locus. As described earlier, jawed ver-
tebrate are IgSF members composed of variable (V) and
constant (C) domains, with the C domains being of the
rare “C1” type, which is shared by MHC class II and class I
molecules (Figure 3.3). There are many specific questions:
1) Did MHC class I or class II come first? 2) What is the ori-
gin of the MHC PBR? 3) Was the MHC involved with innate
immunity before the emergence of adaptive immunity? 4)
Did somatic rearrangement or somatic mutation come first
to diversify antigen receptors? 5) Which of the extant anti-
gen receptors, α/β TCR, γ /δ TCR, or IgH/L (if any) resem-
bles the primordial receptor? The answers to these ques-
tions will always remain speculative, but deductions can
be made based on the wealth of genetic data accrued over
the past few years. We base many of our arguments on
the large-scale duplications that were noticed for MHC by
Kasahara in 1996 (Figure 3.13). The remarkable syntenies
of paucicopy genes on the paralogous regions, and the re-
cent finding that an animal that predated the duplications
(Amphioxus and Ciona) has only single-copy genes in the
same syntenic group orthologous to the four mammalian
copies, make it incontrovertible that at least en bloc du-
plications were involved (282); recent evidence examining
essentially all genes in the human genome strongly support
the 2R hypothesis (161). Further analysis of this region in
Amphioxus and other deuterostomes will begin to answer
at least the first three questions in the preceding paragraph.
Genetic analyses in protostome lineages have not been very
informative, but we must have a second look once we piece
together data from more deuterostome species.

MHC Origins

Class I and class II molecules have been found only on
the jawed vertebrates—so far, painstaking screenings of
the lower deuterostome or lamprey/hagfish databases have
yielded no indication of these proteins. Based on phyloge-
netic analyses and thermodynamic arguments, most inves-
tigators believe that class II preceded class I in evolution.
However, as stated earlier, class I is much more plastic
than class II, as there are many different types of class I
molecules, some that do not even bind to peptides. Because
class I genes may be on two or three MHC paralogues, and
they can have functions outside the immune system, this
is evidence that the primordial PBR may not have even
bound to anything. If this is true, and because class I and
class II do bind peptides, it would suggest class I arose first.
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Again, genome scans of jawless fish and lower deuteros-
tomes should be informative on this point, but to date we
have had no luck.

From the paralogue data, genes encoding the comple-
ment components C3 and Bf, TNFSF members, the signal-
ing molecule Vav, and proteasome subunits, among other
genes, should have been present in the proto-MHC before
emergence of the adaptive immune system (Figure 3.13).
Some of these genes were found in the Amphioxus MHC
linkage groups, and C3 and Bf genes are linked in the sea
urchin. A fifth paralogous region on human chr 12p13 con-
tains the α2-macroglobulin gene (recall the C3/4/5 homo-
logue), a tapasin homologue, the C3a-receptor, and this
“complex” is linked to the NKC. Taken together, the data
suggest that the proto MHC included vital nonhomologous
genes of the innate immune system, which perhaps were
linked to allow coordinate regulation of expression (283).
After the en bloc duplications, Pontarotti has suggested
that “functional restraints upon the complex were relaxed”
and hence the duplicated members could evolve new func-
tions, including features indispensable to the adaptive sys-
tem (284). If indeed innate immunity genes were already
linked to allow upregulation at times of infection, it is no
surprise that the adaptive immune system piggybacked on
such a gene complex. A final point: Why did the dupli-
cate genes survive rather well over hundreds of millions
of years? Cis duplicates have been shown to degenerate
rapidly over evolutionary time. Evidence suggests that du-
plicates arising from polyploidy (and by inference large
en bloc duplications) survive better than cis duplicates,
most likely because they cannot be inactivated by unequal
crossovers (285); the ability of the genes to survive over
very long periods, perhaps combined with strong selection
pressures, would allow for subspecialization.

Origins of Rearranging Receptors

The Rearranging Machinery
Most models propose that the generation of somati-

cally rearranging receptors occurred abruptly in evolution
via the generation of the RAG machinery made of two
lymphocyte-specific proteins, RAG1 and RAG2. RAG genes
have so far been isolated in all classes of jawed vertebrates,
excluding reptiles, and have been quite conserved. In every
case examined, RAG1 and RAG2 genes are closely linked
and in opposite transcriptional orientation. Some regions
of RAG1 and RAG2 are similar to bacterial recombinases
or to molecules involved in DNA repair (e.g., RAD16), or
the regulation of gene expression (e.g., rpt-1r). Similari-
ties to prokaryotic proteins and the gene structure suggest
that vertebrates acquired the RAG machinery by horizon-
tal transfer and transposition from bacteria (286). Indeed,
RAG genetic organization has some transposon charac-
teristics: The RSS are reminiscent of sequences involved
in targeting excision of transposons (287). A new class of

transposons has been detected in several protostome and
deuterostome invertebrate species that shows similarity to
the catalytic domain of RAG1 (288). It is believed that RSS
were derived from the terminal inverted repeats of this new
transposon, called transib. In the sea urchin genome, there
are many of such “RAG1 core regions,” but only one has an
open reading frame throughout the core and shows simi-
larity to vertebrate RAG1 in other regions as well. Further,
a RAG2 homologue is adjacent to the urchin RAG1 gene,
in a similar orientation as is found in gnathostomes (289).
This finding was a big surprise and suggests that both RAG
genes were in place ∼100 million years before the origin
of the Ig/TCR system. Their precise tissue distribution and
expression during ontogeny are not known; nor have there
been any candidate genes recognized to date with RSS that
might be recognized by the echinoderm homologues. It
must be admitted that it is unclear how this new result fits
into the puzzle of the origins of adaptive immunity.

Another source of somatic antigen receptor diversity
shared by all gnathostomes characterized to date is a
unique DNA polymerase, TdT, which diversifies CDR3 dur-
ing Ig and TCR gene rearrangement through the addition
of nucleotides in a template-independent fashion. Further,
as detailed earlier, its expression serves as an unambigu-
ous developmental marker for the sites of lymphopoiesis.
TdT has been highly conserved in both sequence (>70%
aa similarity, >50% aa identity) and overall structure dur-
ing vertebrate evolution (32). An amino acid alignment of
all known TdT sequences reveals that some, but not all,
structural motifs believed to be critical for TdT activity
are particularly well conserved in all vertebrates studied.
TdT protein alignments and the crystal structure for rat β-
polymerase support the hypothesis that both evolved from
a common ancestral DNA repair gene. In addition, four
protein kinase C phosphorylation sites are conserved and
hence may be involved in TdT regulation. Homologues re-
lated to the ancestor of polymerase β and TdT have been
found in sea urchin and other lower deuterostomes. Thus,
unlike RAG, TdT has evolved by gradual evolution from a
polymerase family and was recruited for immune system
function.

As described, somatic rearrangement is dependent on
RAG1/2. It seems that a “horizontal” acquisition of a
RAG-laden transposon occurred at some point during the
history of the vertebrates. In principle, RAG activity is
confined to lymphocytes, but the existence of germline re-
arrangements of shark Ig genes suggests that RAG can
remain an active force, modifying the genome in some
vertebrates (150). As the enzyme itself is not so infor-
mative for phylogenetic analysis of origins of the adap-
tive immune system, one must turn to the history of the
substrate (i.e., the V(J)C IgSF domains, [discussed later]).
Introduction of RAG genes from a unicellular organism
would be a unique example of a modification of the primor-
dial immune system by horizontal transfer. In this case,
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microorganisms that interacted with ancestral vertebrates
(or lower deuterostomes) would not simply select the vari-
ation derived from the species on which it exerts its pres-
sure, but it would introduce a new source of variation in
the immune system. One must think of the cellular lineage
in which somatic rearrangement was introduced. Such a
dangerous innovation could not be tolerated under condi-
tions where it would be ubiquitously expressed, because
it might jeopardize the whole genome. Most likely the in-
troduction was into a gene that controlled a lymphoid cell
lineage where a mistake would not threaten the whole in-
dividual (perhaps one that already was part of an adap-
tive immune system governed by SHM; discussed later).
Another scenario postulates that RAG was inactive until
specific factors coevolved to permit lymphocyte-specific
expression. The discovery that neighboring RAG1/2 genes
are controlled by a single switch in a small piece of DNA
next to one end of the RAG2 gene may explain why, over
the 450 million years since the genes first appeared, they
have remained closely linked (290). What was important
is that the original transposon became controlled by regu-
latory regions active in only specific cell types. Perhaps
there were several “attempts” at transposition in evolu-
tion, resulting in catastrophes or in other activities such
as translocation or deletions. An ideal candidate would be
a locus control region regulating expression of activating
receptors with VC1 domains in NK-like cells, perhaps in
the proto MHC or the second set of paralogues (chr 1, 3, 11,
21) before the second duplication (11). The MHC paralo-
gous region described earlier is near the NKC on chr 12p13
(Figure 3.13) and could be derived from the ancestral gene
complex, and the Xenopus MHC-linked XMIV genes are
also excellent candidates (160). In the same way as RAG1/2
genes remain linked because of regulatory elements close
to RAG2, an NK cell-specific region under the control of
a regulatory region might have controlled expression of a
set of genes.

Rearrangement or SHM First?
Since all antigen receptor genes use somatic rearrange-

ment of V genes to generate diversity in CDR3 regions
as well as to promote combinatorial diversity, there is no
doubt that this mechanism is at the heart of adaptive im-
munity. Indeed, as described, most investigators believe
that the introduction of the transposable element into a
V gene was the driving force in the abrupt appearance
of vertebrate adaptive immunity (291); the finding of the
RAG genes in sea urchins challenges this notion at some
level. However, it cannot be overemphasized that SHM is
also at the origins of the immune system; further, all ev-
idence to date suggests a gradual evolution of the hyper-
mutation machinery (the AID/APOBEC family and asso-
ciated polymerases/mismatch repair proteins) rather than
the “hopeful monster” generated by the famous RAG trans-
poson. Thus, diversity generated via SHM or gene conver-

sion may have existed in an adaptive immune system prior
to rearrangement, and V gene rearrangement was super-
imposed onto this already-existing system (217,221). The
RAG-induced rearrangement break and subsequent repair
provided something new, not only diversity in sequence
but heterogeneity in size; this was a remarkable innova-
tion and likely indeed heralded the sophistication of jawed
vertebrate adaptive immunity. Perhaps it is no accident
that the one gene discovered so far to be indispensable for
SHM, AID, or activation-induced deaminase is encoded
in the aforementioned chr 12p13 region. Further, the pos-
sibility that the VLR genes are pieced together under the
influence of an APOBEC family member also suggests that
conversion/mutation may have preceded rearrangement—
a rare example of a homologous molecule functioning in an
analogous system. If mutation indeed came first, we may
find examples of it today in extant prochordates and inver-
tebrates (though, as described earlier, no APOBEC family
members have been found in the nonvertebrate deuteros-
tomes to date.)

Which Antigen Receptor First?
Phylogenetic analyses have suggested that a γ /δ TCR-

like ancestor may have predated α/β TCR and Ig H/L (292).
This would suggest that direct antigen recognition, per-
haps by a cell surface receptor, arose first in evolution
followed by a secreted molecule and an MHC-restricted
one. Hood and colleagues argue that phylogenetic anal-
yses over such large evolutionary distances obscure true
relationships among the antigen receptor genes (e.g., the
relationships of the molecules in the phylogenetic trees has
to impose multiple loss/gain of D segments in the differ-
ent antigen receptor families) and suggests a model based
on genomic organization, not so different from the Kasa-
hara model (293). They propose an alternative phylogeny
in which there exists an ancestral chromosomal region
with linked genes encoding both chains of an ancestral
antigen receptor heterodimer, one having D segments and
one not. One en bloc duplication gave rise to the Ig and
TCR divergence, and a second to the α/β and γ /δ TCR gene
complexes. The α and δ loci are still closely linked in all
vertebrates analyzed (human chr 14), and a pericentric in-
version is suggested to have separated the TCR β and γ loci
(linked on human chr 7). This model predicts that D seg-
ments only emerged once, and also explains the existence
of inverted V elements in the TCR β and δ loci. This model
does not predict which antigen receptor is oldest but does
provide a “simple view” of receptor evolution, consistent
with the Kasahara/Ohno model.

For the origin of the rearranging receptors, IgSF lin-
eages have to be traced back through phylogeny, because
such receptors generated by somatic rearrangement do not
exist outside the jawed vertebrates. In a quest for molecules
related to elusive ancestors, without focusing on genes
expressed in the immune systems of various phyla (i.e.,
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structure is more important than function in this case),
the most homologous sequences and gene architectures in
the various metazoan phyla must be scrutinized.

V(J) and C1 Domains
C1 domains are found in the antigen receptors, MHC

class I and class II, and very few other molecules (Figures
3.3, 3.11). This IgSF domain is so far most prevalent in
gnathostomes, as if C1 domains arose concurrently with
the adaptive immune system and coevolved with it. What
was the value of the C1 domain and why is it found almost
exclusively in adaptive immune system-related molecules?
All of these molecules interact with coreceptors such as
CD3 (TCR), Igα and β chains (Ig on B cells), CD4, and
CD8 (with MHC on opposing cells), and it is conceivable
that in sections of IgSF domain in which C1 differs from
the C2 there is a specific region favoring interaction with
other molecules.

The G strand of Ig/TCR V domains is encoded by the
J gene segment, separated from the V region-encoded A-F
strands (Figure 3.3), and rearrangement is necessary to as-
semble a complete V gene. The primary structure of each
Ig/TCR chain bears hallmarks of the dimeric nature of the
receptor in which it participates. A diglycine bulge (Gly-
X-Gly), present in all V domains, is thought either to be
a beneficial adaptation, or to promote dimer formation
by inducing a twist in the G strand that results in V do-
main pairing that appropriately orients the CDR. Monitor-
ing this feature, therefore, might reveal genes that had the
ability to form dimers similar to that of modern antigen
specific receptors. In V genes that do not somatically re-
arrange, the G strand is an integral part of the V exon. In
other remotely related IgSF genes, introns have invaded
the V domain exon creating a variety of V gene families.
Many examples of such events can be found in the history
of the IgSF, for example in the genes encoding CD8 and
CTX (294).

As described, no Ig/TCR genes have been isolated from
hagfish or lampreys, although there are some tantalizing
molecules potentially related to their ancestors (e.g., APAR,
see earlier). Were Ig and TCR “invented” in a class of verte-
brates now extinct (e.g., the placoderms, which are more
primitive than cartilaginous fish but more advanced than
agnathans)? It is not known whether agnathans have C1
domains, although from the study of the mammalian MHC
paralogous regions, a relatively recent jawed vertebrate an-
cestor should have had such domains. The discovery of the
three tapasin paralogues, all with C1 domains, suggests
an origin prior to the full establishment of the vertebrate
genome (11).

V domains, either alone (e.g., IgNAR) or in association
with another V domain (e.g., Ig H/L), recognize the anti-
genic epitope and are therefore the most important ele-
ments for recognition. For this reason, they will be the
first to be traced back in metazoan evolution by asking

whether V domains exist in invertebrates. Domains with
the typical V fold, whether belonging to the true V set
or the I set, have been found from sponges to insects (al-
though not necessarily involved in immune reactions; the
first ones were discovered by nonimmunologists among
molecules involved in nervous system differentiation in
invertebrates—e.g., amalgam, lachesin, and fascicilin). In-
vertebrates also use IgSF members in immunity, but so
far they are not V domains, but more I or C2 set (Figure
3.3, e.g., MDM, hemolin, DSCAM). However, the mollusk
FREPS have a V domain at their distal end, associated with
a fibrinogenlike domain. As described, they are involved in
antiparasitic reactions and form a multigenic family with
polymorphism (295).

Besides searching for VC1-encoding genes in nonver-
tebrates, surveying the human genome for such genes
has been fruitful. Indeed, nonrearranging V-containing
molecules, either VJ alone, VC1, or C1 alone, have been
found in the human genome. Interestingly, many of them
are present in the MHC class III region (human chromo-
some 6p21) or its paralogues (Figures 3.12, 3.13). Two
MHC-linked gene segments stand out: a single V, NKP30,
and a gene containing a VJC1 core, tapasin, involved in
antigen processing. NKP30, made of a single Ig domain of
the VJ type, is an NK cell activating receptor, and it may
offer a link to cell types encountered (analogue or homo-
logue?) in invertebrates. It could be a relative of an ancient
receptor whose history is linked to the emergence of MHC
class II and class I. To resemble an ancestor, the NKP30 V
domain need only be associated with a C1 domain. In fact,
a C1 single domain gene, pre-TCRα, is also encoded in the
MHC. Besides Ig and TCR, tapasin is one of the rare cases,
if not the only other case, of a gene segment with a VJC1
structure existing on several paralogous linkage groups (6,
9q33, 19q13). In other words, while this gene is related to
the rearranging receptor structure, it is undoubtedly very
old and probably predated the ancient block (genomewide)
duplications. It could have acted as a donor of C1 to a V
domain-containing gene in the MHC class III region (e.g.,
the XMIV), which then could have been the first substrate
of the rearrangement. Another set of molecules with dis-
tal VJC1 segments, the signal-regulatory proteins (SIRPs,
VJ C1 C1), and the poliovirus receptor (VJ C1 C2) could
represent another group linked to the history of the Ig and
TCR. For example, SIRPs may be involved in clearance
of dead cells via binding to TREM1 and TREM2 recep-
tors on monocytes/neutrophils involved in inflammatory
responses that are composed of single VJ domains whose
genes are MHC-linked. MOG and P0, two single V domains
involved in the synthesis of myelin sheath, are encoded in
the MHC paralogous region on chromosome 1. Chicken
BG, which is related to MOG but probably having a differ-
ent function, is encoded in the chicken MHC. Butyrophilin,
CD83, and tapasin all have VJ domains, and butyrophilin
also has a C1-type domain. More distant relatives with
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VJC2-based architectures are also found in MHC (RAGE,
CTX, lectin-related genes; Figure 3.12), and some of these
genes related to the rearranging receptor ancestors are
found on several paralogues (whether the MHC paralogues
or other), suggesting that the V-C1 core was generated early
in vertebrate evolution subsequent to the emergence of the
chordate superphylum. Among all these molecules, buty-
rophilin is perhaps not on the direct track to antigen spe-
cific receptors. Its C domain, although proven to be C1
through its crystal structure, is more like a C2 at the pri-
mary sequence level and belongs to the CD80/86 family,
rather than the TCR (296). Finally, tracing the VJ NITR
gene family, described earlier, in evolution may lead us to
an understanding of the original NKC/LRC/MHC, as well
as identifying candidate genes related to the ancestral gene
invaded by the RAG transposon (9).

Many invertebrate molecules not involved in immune
responses are present as a distal V domain associated with
one or more C2-type domains. In the vertebrates, many
molecules have retained this feature, such as CD2 and
CTX. Some members resemble “primitive” antigen recep-
tors, and several of them map to the MHC or its paralogous
regions. Many form dimers and are expressed in lympho-
cytes, where they form a family of adhesion molecules. A
recent crystal structure analysis of a CTX-related molecule
(JAM, or junctional-adhesion molecule) revealed a unique
form of dimerization, suggesting that the diversity of li-
gand binding and domain-interactions used by different
IgSF domains is extensive. Two JAM molecules form a
U-shaped dimer with highly complementary interactions
between the N-terminal domains. Two salt bridges are
formed in a complementary manner by a novel dimeriza-
tion motif, R (V, I, L) E. The RAGE gene (receptor for ad-
vanced glycosylation end products) has a rather “generic”
receptor function, because it recognizes aged cells expos-
ing particular carbohydrate motifs. CD47, another con-
served IgSF member with a CTX-like V domain (297),
suggests an ancient function. Perhaps such nonrearrang-
ing VJC1 genes that regulated cytotoxicity/phagocytosis
were predecessors of the antigen receptors (298). Some
molecules with VJ/C1 cores involved in cell-cell interac-
tions often serve as ports of entry for viruses. In a move
from “property to function,” an arms race consequence
could result in a virus receptor developing into an im-
mune receptor. The best examples of such molecules are
in the CTX/JAM family in which receptor interactions with
viruses may trigger apoptosis, a primitive form of antiviral
immunity (11,299).

CONCLUSIONS

Since the last edition of Fundamental Immunology was
published 5 years ago, there have been several stunning
findings, as well as other interesting discoveries and in-
tegrations, regarding the evolution of the structure and

function of the immune system. Further, there have been
many genome and EST projects that have allowed us to
determine whether particular genes or gene families are
present in different taxa. Here, we briefly describe these
findings and discuss their broad relevance and relation-
ship to future studies.

—As predicted in the previous edition, adaptive cytokines
such as γ IFN, IL-2, and IL-4 are not present outside of
jawed vertebrates, nor are the vast array of chemokines
seen in gnathostomes. However, at the moment it ap-
pears that almost all of the cytokines/chemokines dis-
covered in mammals are also present in basal jawed
vertebrates. IL-17, a cytokine garnering great attention
in basic immunology, and TNF, a central cytokine in
both innate and adaptive immunity, seem to be the first
cytokines to have emerged in evolution based on studies
of lower deuterostomes (32). If, as suggested from stud-
ies in mammals, IL-17 is important for responses to ex-
tracellular bacteria (300), nonvertebrate deuterostomes
may hold the key to understanding the physiology of
the entire system (i.e., in the absence of the competing
TH1, TH2, and Treg cells, one may be able to study the
dynamics of IL-17 development and function).

—A new defense system in Drosophila, previously recog-
nized to be important for nervous system specializa-
tion by generating an enormous number of splice vari-
ants, is also used for immunity (with a different set of
splice variants). A model for a primitive type of selec-
tion has been proposed to select for the splice variants
that bind to particular invaders (301). This system is
found in all insects studied to date, and importantly
in parasitic vectors such as mosquitoes. Snail FREPs,
shrimp penaedins, and sea urchin 185/333 have also
shown that nonvertebrates can generate extraordinary
levels of diversity in defense molecules. Studies of the
mechanisms of diversity generation will not only pro-
vide new insights into how immune defense can be
obtained (e.g., in economically important insects and
agriculturally vital seafood), but also may permit new
therapeutic strategies for certain diseases. In addition,
“memory” or transfer of immunity from parent to off-
spring has been encountered in the invertebrates, with-
out an understanding of the mechanisms involved.

—One of the great triumphs in the field of comparative im-
munology was the discovery that similar mechanisms
are used to recognize extracellular pathogens and ini-
tiate immune responses (302). It has been ∼10 years
since the Drosophila Toll/IMD systems and their rela-
tionship to vertebrate TLR and TNFR was uncovered.
By contrast, studies of viral and intracellular pathogen
responses have lagged far behind in the protostomes
(90,303). Now studies of viral responses in arthro-
pods have shown that an IFN-like response working
through a JAK/STAT pathway occurs (analogous, not
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homologous to IFN). Thus, the Toll/IMD/JAK/STAT
pathways go back at least to the triploblastic ancestor
about a billion years ago. Further, an RNAi-like system
exists as well, consistent with previous studies of plants
and other protostomes. Manipulating these defense
pathways will be quite important in “immunization
schedules” for commercially important aquatic species.
In addition, the general breakthroughs in the study of
intracellular recognition of all pathogens in eukaryotic
systems, by NOD, TLR, RIG, etc., have changed our
gestalt views of immune defense. Finally, similar basic
strategies and gene members involved in hematopoiesis
are encountered throughout the animal kingdom (23);
it would be surprising if this knowledge did not per-
mit a greater universal understanding of the differen-
tiation and maintenance of pluripotent and restricted
stem cells.

—The long-awaited molecular mechanisms of histocom-
patibility in nonvertebrates have been uncovered in
Botryllus and several plants (and soon in Hydractinia).
The common themes thus far are that the genes encod-
ing the polymorphic receptors/ligands are closely linked
and that the genes all appear to be unrelated to the
vertebrate MHC. New theories have arisen concerning
the physiological significance of these histocompatibil-
ity reactions (277), and in the next five years there may
be some consensus on their origins and the selective
pressures that maintain them.

—A totally unexpected, convergent system of adaptive,
lymphocyte-based defense was discovered in jawless
fish (100). While the stitching together of LRR cas-
settes to produce a functional VLR is definitely not RAG-
based, it has been proposed that an AID/APOBEC family
member is involved in the generation of diversity. If this
is true, then either AID/APOBEC was recruited twice to
generate diversity, or there are some cis-acting elements
in both systems that were likely present in an ancestral
antigen receptor gene (304).

—The sea urchin genome project exposed enormous ex-
pansions of many gene families involved in immune
defense (32). The significance of these expansions is un-
clear; sea urchins are long-lived, and in the absence of
adaptive immunity a large arsenal of defense molecules
may have been selected for. Yet how an organism can
use all of this innate diversity (and perhaps adaptive
diversity with 185/333) is a conundrum for which we
have no framework. The discovery of the Transib fam-
ily in many invertebrates and of sea urchin RAG1/2 have
modified our perception of the “RAG transposon,” but
the basic idea of an invasion of a VJ IgSF exon by such
a transposon lives on.

—The central role of the complement factor and its part-
ner C3 and Bf in the complement pathway, as well as in
animal evolution, has been further emphasized by stud-
ies of protostomes and cnidarians over the past 5 years

(75). The loss of C3 in many protostomes has been com-
pensated by the emergence of the TEPs, which after all
have quite similar (and apparently expanded) functions.

—The genomewide duplications early in the evolution of
the vertebrates (the 2R hypothesis) have been confirmed
in a variety of studies, and they were indeed impor-
tant in the “Big Bang” emergence of the adaptive im-
mune system (7). The 2R paradigm is useful for study-
ing any gene family found on multiple chromosomes in
the vertebrates; good examples of how it has aided in
our understanding of immunity were the study of IgSF
members involved in cell-cell interaction/costimulation
(11) and the evolution/emergence of chemokines (259)
and TNF family members (305). An emerging paradigm
is the possibility that genes encoding NKC, LRC, and
MHC, as well as the antigen receptors and costimu-
latory molecules (and other immune genes), were all
linked at an early point in evolution.

—Finally, with the genome projects and advances in molec-
ular biology, we have made strides in understanding old
problems in vertebrate adaptive immunity (99), such as:
1) when did the L chains emerge and what is the signifi-
cance of more than one isotype; 2) which antigen recep-
tor (if any of the extant ones) came first, and how did all
of them evolve to their present state; 3) when did IgD
emerge and what is its function in different vertebrate
phyla; and 4) how do γ /δ T cells recognize antigen? We
propose that there are two arms of the γ /δ T cell lineage,
one innate and the other adaptive, similar to B cells and
α/β T cells.

In the next 5 years we will make inroads to answer-
ing all of these questions. Invariably, new, interesting
molecules/mechanisms will be discovered, but we hope
that this chapter makes card-carrying immunologists re-
alize that we are nearing the end of the “gene-discovery
period” in comparative immunology, and we are entering
a new phase in which integration of mechanisms and path-
ways will open new doors to a comprehensive view of im-
munity.
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INTRODUCTION

Immunoglobulins (Igs) are marked by a duality of struc-
ture and function (1). They provide a polyclonal set of re-
ceptors for the B cell that permit the cell to produce a
highly diverse range of ligand binding sites. This diversity
allows Igs to recognize an almost unlimited array of self
and nonself antigens, ranging from compounds as funda-
mental to life as DNA to manmade molecules that could not
have played a role in the evolution of the immune system.
Igs also provide the immune system with a conserved set
of effector molecules. They can activate and fix comple-
ment, and they can bind to Fc receptors on the surfaces of
granulocytes, monocytes, platelets, and other components
of the immune response. Both activation of complement
and binding to Fc receptors can contribute to the induction
or maintenance of inflammation. The receptor and effec-
tor functions of each individual immunoglobulin can be
localized to a separate region or domain of the molecule.

Immunoglobulins Are Heterodimers

Immunoglobulins are heterodimeric proteins, consisting
of two heavy (H) and two light (L) chains (Figures 4.1,
4.2). The eponymous Ig domain serves as the basic building
block for both chains. Each of the chains contains a single
amino-terminal variable (V) Ig domain and one, three, or
four carboxy-terminal constant (C) Ig domains. H chains
contain three or four C domains. L chains contain only one.
H chains with three C domains tend to include a spacer
hinge region between the first (CH1) and second (CH2) do-
mains (2). Each V or C domain consists of approximately
110–130 amino acids, averaging 12,000 kD–13,000 kD. A
typical L chain will thus mass approximately 25 kD, and
a three C domain Cγ H chain with its hinge will mass ap-
proximately 55 kD.

At the primary sequence level, immunoglobulins are
marked by the interspersion of regions of impressive se-
quence variability with regions of equally impressive se-
quence conservation. The V domains demonstrate the
greatest molecular heterogeneity, with some regions in-
cluding near random variability and others exhibiting ex-

tensive conservation across 500 million years of evolution
(3). The molecular heterogeneity of the V domains permits
the creation of binding sites, or paratopes, which can dis-
criminate between antigens that may differ by as little as
one atom. Thus, it is the V domains that encode the recep-
tor function and define the monovalent specificity of the
antibody. The H chain CH1 domain, which is immediately
adjacent to the V, associates with the single L chain C do-
main. Together, the CH1 and CL domains provide a stable
platform for the paired set of VH and VL domains, which
together create the antigen binding site. The distal CH2 and
CH3 domains, for those antibodies with a hinge, or the CH3
and CH4 domains, for those with an extra (CH2) domain,
typically encode the effector functions of soluble antibody.
Each of these Ig CH domains is encoded by a separate exon.
Although the sequences of the individual CH domains are
constant within the individual (and nearly constant within
a species), they can vary greatly across species boundaries.
The carboxy-terminal CH domain encodes a secretory tail,
which permits the antibody to exit the cell.

Also encoded within the germline sequence of each CH

gene are two membrane/cytoplasmic tail domain exons,
termed M1 and M2. Alternative splicing removes the se-
cretory sequence typically encoded by the terminal CH3
or CH4 domain and replaces it with the peptides encoded
by the M1 and M2 exons, converting a secretory antibody
to a membrane-embedded receptor (4). The membrane/
cytoplasmic tail region is the portion of the CH domains
that is most highly conserved between species, which be-
fits its role as a link to the intracellular signal transduction
pathways that ultimately regulate B cell function.

Paratopes and Epitopes

The immunoglobulin–antigen interaction takes place be-
tween the paratope, the site on the Ig at which the antigen
binds, and the epitope, which is the site on the antigen
that is bound. It is important to appreciate that antibodies
do not recognize antigens, they recognize epitopes borne
on antigens (5). This makes it possible for immunoglobu-
lins to discriminate between two closely related antigens,
each of which can be viewed as a collection of epitopes.
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FIGURE 4.1 Model of a secretory IgG. The germline exonic derivation of the sequence is shown
at the top, and the protein structure is shown at the bottom. The location of the various cysteine
residues that help hold both the individual domains and the various Ig subunits together are
illustrated. Papain digests IgG molecules above the cysteine residues in the hinge that holds the
two H chains together, yielding two Fab molecules and an Fc, whereas pepsin digests below,
releasing an (Fab)’2 fragment and two individual Fcs (which are typically degraded to smaller
peptide fragments). The location of some allotypic variants is illustrated. CH2 domains can be
variably glycosylated, which can also affect Ig protein structure and effector function.

It also is one scenario that permits the same antibody to
bind divergent antigens that share equivalent epitopes, a
phenomenon referred to as cross-reactivity.

It has been estimated that triggering of effector func-
tions in solution typically requires aggregation of three
or more effector domains, and thus tends to involve the
binding of three or more epitopes (5). For antigens encod-
ing repeating epitope structures such as polysaccharides
or antigen aggregates, binding of a single polymeric Ig
molecule carrying multiple effector domains, such as pen-
tameric IgM, can be sufficient to induce effector function.
For antigens encoding diverse epitopes, which is more typ-
ical of monodisperse single-domain molecules in solution,
triggering of inflammatory effector functions may require
the binding of a diverse set of Ig molecules, all binding the
same antigen but at different epitopes (6).

Membrane and Secretory Immunoglobulin

Alternative splicing allows immunoglobulins to serve ei-
ther as soluble antibodies or as membrane-bound anti-
gen receptors. In their role as antibodies, Igs are released
into the circulation from where they may traffic into the
tissues and across mucosal surfaces. In their role as the
B cell antigen receptor (BCR), they are anchored to the

membrane by means of their M1:M2 transmembrane do-
main. However, soluble antibodies can also be pressed into
service as heterologous cell surface antigen receptors by
their attachment to membrane-bound Fc receptors (7).
This permits the power of antibody recognition to be ex-
tended to nonlymphoid cells such as Fc-expressing granu-
locytes, macrophages, and mast cells. The major difference
between these two forms of cell surface receptors is that
immunoglobulins as BCRs provide a monoclonal receptor
for each B cell, whereas antibodies bound to Fc receptors
endow the cell with a polyclonal set of antigen recogni-
tion molecules. This gives greater flexibility and increases
the power of the effector cells to recognize antigens with
multiple nonself epitopes.

Isotypes and Idiotypes

Immunoglobulins can also serve as antigens for other
immunoglobulins. Immunization of heterologous species
with monoclonal antibodies (or a restricted set of im-
munoglobulins) has shown that immunoglobulins con-
tain both common and individual antigenic determinants.
Epitopes recognized within the V portion of the anti-
bodies used for immunization that identify individual
determinants are termed idiotypes (Figure 4.3), whereas
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FIGURE 4.2 Ribbon diagram of a complete IgG1 crystal (1 hzh in PDB from data of Harris
et al. [190]). The major regions of the immunoglobulin are illustrated. The heavy-chain constant
regions (green) also include the hinge (yellow) between the first two domains. CH2 is glycosylated
(also seen in yellow). The heavy- and light-chain variable regions (red and dark blue, respectively)
are N terminal to the heavy-(green) and light-chain (light blue) constant regions. CDR loops in
the heavy- and light-chain variable regions (yellow and white) are illustrated as well. (See color
insert.)

epitopes specific for the constant portion are termed iso-
types. Recognition of these isotypes first allowed grouping
of immunoglobulins into recognized classes. Each class of
immunoglobulin defines an individual set of C domains
that corresponds to a single heavy chain constant region
gene. For example, IgM utilizes μ H chain C domains and
IgE utilizes ε C domains.

Some V domain epitopes derive from the germline se-
quence of V gene exons. These shared epitopes, commonly
referred to as public idiotopes or cross-reactive idiotypes
(Figure 4.3), are, from a genetic perspective, isotypic be-
cause they can be found on many immunoglobulins of
different antigen binding specificities that derive from
the same germline V region. Examples include the cross-

reactive idiotypes found on monoclonal IgM rheumatoid
factors derived from individuals with mixed cryoglobuline-
mia, each of which can be linked to the use of individual
V gene segments (8).

Classes and Allotypes

Each of the various classes and subclasses of immunoglob-
ulins has its own unique role to play in the immunologic
defense of the individual. IgA, for example, is the major
class of immunoglobulin present in all external secretions.
It is primarily responsible for protecting mucosal surfaces.
IgG subclasses bind Fc receptors differently, and thus vary
in effector function (9). Determinants common to subsets
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FIGURE 4.3 Electron micrographs (above; ×350,000) and in-
terpretive diagrams (below) of murine mAb HGAC 39 (specific for
the cell wall polysaccharide of Streptococcus pyogenes) in com-
plex with antiidiotypic mAb Fab fragments. HGAC 39 is repre-
sented in the diagrams as an open figure and the Fab anti-Id
probes are represented as solid figures. The Fab arms of the
antibody targets and probes are drawn to indicate their rota-
tional orientation as planar (oval with open center), intermediate
(bone shape with or without central opening), or perpendicular
(“dumbbell shaped”). Different complexes illustrate the range of
Fab-Fab angles made possible by segmental flexibility. Abbrevi-
ations: 39, HGAC 39; 2, anti-IdI-2 Fab; 3a, anti-IdI-3a Fab; 1,
anti-IdI-1 Fab; X, anti-IdX Fab; K, anti-Cκ Fab. IdI designates an
individual idiotope, and IdX a crossreactive idiotope. Antibody
complexes were stained with 2% uranyl formate as described
Roux et al. (98). Reproduced from Proceedings of the National
Academy of Sciences (from Roux et al. [98] with permission).

of individuals within a species, yet differing between other
members of that species, are termed allotypes and define
inherited polymorphisms that result from allelic forms of
immunoglobulin C (less commonly, V) genes (10).

Glycosylation

N-linked carbohydrates can be found in all constant do-
mains as well as in some variable domains (11). The
structure of the attached N-linked carbohydrate can vary
greatly, depending on the degree of processing. These car-
bohydrates can play a major role in Ig function. Human
IgG molecules contain a conserved glycosylation site at
Asn 297, which is buried between the CH2 domains (12).
This oligosaccharide structure is almost as large as the CH2
domain itself. O-linked sugars are also present in some
immunoglobulins (11). Human IgA1, but not IgA2, pos-
sesses a 13 amino acid hinge region that contains three
to five O-linked carbohydrate moieties (13). A deficiency
in proper processing of these O-glycans can contribute to
IgA nephropathy, which is a disease that is characterized
by the presence of IgA1-containing immune complexes in
the glomerular mesangium (14).

A HISTORICAL PERSPECTIVE

The identification of immunoglobulin as a key component
of the immune response began in the 19th century. This
section describes the history of the identification of im-
munoglobulin and introduces fundamental terminology.

Antibodies and Antigens

Aristotle and his contemporaries attributed disease to an
imbalance of the four vital humors: the blood, the phlegm,
and the yellow and black biles (15). In 1890, Behring (later,
von Behring) and Kitasato reported the existence of an ac-
tivity in the blood that could neutralize diphtheria toxin
(16). They showed that sera containing this humoral anti-
toxin activity would protect other animals exposed to the
same toxin. Ehrlich, who was the first to describe how
diphtheria toxin and antitoxin interact (17), made glancing
reference to “Antikörper” in a 1891 paper describing dis-
crimination between two immune bodies, or substances
(18). The term antigen was first introduced by Deutsch
in 1899. He later explained that antigen is a contraction
of “Antisomatogen+Immunkörperbildner,” or that which
induces the production of immune bodies (antibodies).
These operational definitions of antibody and antigen cre-
ate a classic tautology.

Gamma Globulins

In 1939, Tiselius and Kabat immunized rabbits with
ovalbumin and fractionated the immune serum by elec-
trophoresis into albumin, alpha-goblulin, beta-globulin,
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◗ TABLE 4.1 Definitions of Key Immunoglobulin
Structure Nomenclature

Fc A constant region dimer lacking CH1
Fab A light chain dimerized to VH-CH1 resulting from papain

cleavage; this is monomeric since papain cuts above the
hinge disulfide bond(s)

F(ab)’2 A dimer of Fab’ resulting from pepsin cleavage below the
hinge disulfides; this is bivalent and can precipitate
antigen

Fab’ A monomer resulting from mild reduction of F(ab)’2: an Fab
with part of the hinge

Fd The heavy chain portion of Fab (VH-CH1) obtained following
reductive denaturation of Fab

Fv The variable part of Fab: a VH-VL dimer
Fb The constant part of Fab: a CH1-CL dimer
pFc’ A CH3 dimer

From Carayannopoulos and Capra (188), with permission.

and gamma-globulin fractions (19). Absorption of the
serum against ovalbumin depleted the gamma-globulin
fraction, hence the terms immunoglobulin and IgG. “Siz-
ing” columns were used to separate immunoglobulins into
those that were “heavy” (IgM), “regular” (IgA, IgE, IgD,
IgG), and “light” (light chain dimers) (1). Immunoelec-
trophoresis subsequently permitted identification of the
various immunoglobulin classes and subclasses.

Fab and Fc

In 1949, Porter first used papain to digest IgG molecules
into two types of fragments, termed Fab and Fc (Table 4.1)
(20,21). Papain digested IgG into two Fab fragments, each
of which could bind antigen, and a single Fc fragment.
Nisonoff developed the use of pepsin to split IgG into an
Fc fragment and a single dimeric F(ab)2 that could cross-

link antigens (22). Edelman broke disulfide bonds in IgG
and was the first to show that IgG consisted of two H and
two L chains (23).

Two Genes, One Polypeptide

The portion of the constant domain encoded by the Fc
fragment was the first to be sequenced and then ana-
lyzed at the structural level. It could be readily crystal-
lized when chilled. The heterogeneity of the V domain
precluded sequence and crystallographic analysis of an
intact Ig chain until Bence-Jones myeloma proteins were
identified as clonal, isolated Ig light chains. These intact
chains could be purified and obtained in large quanti-
ties, which finally permitted rational analysis of antibody
structure and function (24). Recognition of the unique na-
ture of a molecule consisting of one extremely variable
V domain and one highly conserved C domain led to the
then-heretical Dreyer-Bennett proposal of “two genes—
one polypeptide” (25), which was subsequently and spec-
tacularly confirmed by Tonegawa (26).

THE IG DOMAIN

The immunoglobulin domain is the core unit that de-
fines members of the immunoglobulin superfamily (IgSF)
(reviewed in Williams and Barclay [27] and Harpaz and
Chothia [28]). This section describes the Ig domain in de-
tail.

The Immunoglobulin Superfamily

Each Ig domain consists of two sandwiched β-pleated
sheets “pinned” together by a disulfide bridge between two
conserved cysteine residues (Figure 4.4). The structure of
the β-pleated sheets in an Ig domain varies depending on
the number and conformation of strands in each sheet.

A

B

C

D

FIGURE 4.4 The Ig domain. A: A typi-
cal V domain structure. Note the projec-
tion of the C-C′ strands and loop away
from the core. B: A typical compact C do-
main structure. C: The cysteines used to
pin the two β-sheets together are found
in the B and F strands. D: The folding
pattern for V and C domains. From (27).
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Two such structures, V and C, are typically found in im-
munoglobulins. C-type domains, which are the most com-
pact, have seven antiparallel strands distributed as three
strands in the first sheet and four strands in the second.
Each strand has been given an alphabetical designation
ranging from amino-terminal A to carboxy-terminal G.
Side chains positioned to lie sandwiched between the two
strands tend to be nonpolar in nature. This hydrophobic
core helps maintain the stability of the structure to the
point that V domains engineered to replace the conserved
cysteines with serine residues retain their ability to bind
antigen. The residues that populate the external surface of
the Ig domain and the residues that form the loops that
link strands can vary greatly in sequence. These solvent
exposed residues offer multiple targets for docking with
other molecules.

The V Domain

V-type domains add two additional antiparallel strands to
the first sheet, creating a five strand–four strand distribu-
tion. Domain stability results from the tight packing of
alternately inward-pointing residue side chains enriched
for the presence of hydrophobic moieties to create a hy-
drophobic domain core. The H and L variable domains
are held together primarily through noncovalent interac-
tion between the inner faces of the β sheets (29,30).

Early comparisons of the primary sequences of the V
domains of different antibodies identified four intervals
of relative sequence stability, termed framework regions,
or FRs, which were separated by three hypervariable in-
tervals, termed complementarity determining regions, or
CDRs (Figures 4.5, 4.6) (31). The exact location of these

FIGURE 4.5 Sequence conservation and hypervariability within an H chain V domain. The pri-
mary sequence of the V domain can be divided into four regions of sequence conservation, termed
frameworks, or FRs, and three regions of hypervariability, termed complementarity determining
regions, or CDRs. A schematic of the genomic origin of the variable domain is shown at the top
of the figure. The classic separation of the sequence into FR and CDR by Kabat and Wu (31) is
shown below the gene structure. The letter designation for individual β strands is given beneath
the Chothia and Lesk nomenclature (32), which focused more on structure. The positions of
each of the four invariant residues of the VH chain (FR1 Cys22, FR2 Trp36, FR3 Cys92, and FR4
Trp103) are shown as darkened circles on the Chothia and Lesk model. The IMGT designation
has attempted to rationalize sequence variability with structure and is the current nomenclature
of choice (33).
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FIGURE 4.6 The structure of an Fab. The antigen binding site
is formed by the H and L chain B-C, C′-C′′, and F-G loops. Each
loop encodes a separate complementarity determining region,
or CDR. The location of CDRs H1, H2, H3, L1 L2, and L3 are
shown. The opposing H and L chain C-C′ strands and loop help
stabilize the interaction between VH and VL. This C-C′ structure
is encoded by the second V framework region, FR2. The inclusion
of this structure permits the V domains to interact in a head-to-
head fashion. The E-F strands and loop are encoded by the FR3
region and lie directly below the antigen binding site. The A-B
strands and loop encode FR1 and lie between the CH1 and CL
domains and the rest of the Vs. The beta sheet strands of the CH1
and CL domains rest crosswise to each other. The illustration is
modified from (191). (See color insert.)

intervals has been adjusted over the years, first by a fo-
cus on the primary sequence (31), then by a focus on
the three-dimensional structure (32), and, more recently,
by a consensus integration of the two approaches by the
international ImMunoGeneTics information system R©, or
IMGT [33] (Figure 4.5). (For students of the immunoglob-
ulin repertoire, IMGT maintains an extremely useful web
site, http://imgt.cines.fr, that contains a large database of
sequences as well as a multiplicity of software tools.)

The C and C′ strands that define a V domain form FR2.
These strands project away from the core of the molecule
(Figures 4.4 and 4.6), where they take on a conserved struc-
ture that is parallel and opposite to the FR2 of the compan-
ion V and adjacent to the FR4 of the complementary chain.
Approximately 50% of the interdomain contacts in the hy-
drophobic core of the V domain are formed by contacts
between the FR2 of one chain and the FR4 of the comple-
mentary chain (30). Another 30%–45% is contributed by

contacts between the CDR3 and the FR2 or CDR3 of the
complementary domain. The overall interdomain contact
includes between 12 and 21 residues from the L chain V
domain and 16–22 residues from H chain V domain, most
of which are contributed by the FR2, CDR3, and FR4 re-
gions.

There are approximately 40 crucial sequence sites that
influence variable domain inter- and intradomain interac-
tions (32,34). Four of these sites are relatively invariant—
the two cysteines that form the disulphide bridge between
the beta sheets, and two tryptophan (phenylalanine in
Jκ) residues, one near the beginning of the C strand and
the second near the beginning of the G strand, that pack
against the bridge to add stability. Beyond these and other
common core residues, Ig domains can vary widely in their
primary amino acid sequences. However, a common sec-
ondary and tertiary structure characteristic of the core Ig
V domain tends to be preserved.

FAB STRUCTURE AND FUNCTION

Introduction

It is the Fab domain that allows immunoglobulin to dis-
criminate between antigens. Each developing B cell man-
ufactures its own, largely unique, Fab. The Fab shows an
amazing array of binding capabilities while maintaining
a highly homologous scaffold. This section describes the
characteristics of the Fab domain, its component V do-
mains, and the paratope, which is the part of the Fab that
actually binds antigen.

Fab, Fv, and Fb

The antigen-binding fragment (Fab) is a heterodimer that
contains a light chain in its entirety and the V and CH1 por-
tions of the H chain (Figures 4.1, 4.6). In turn, the Fab can
be divided into a variable fragment (Fv) composed of the
VH and VL domains, and a constant fragment (Fb) com-
posed of the CL and CH1 domains (Table 4.1). Single Fv
fragments can be produced in the laboratory through ge-
netic engineering techniques (35). They recapitulate the
monovalent antigen-binding characteristics of the original
parent antibody. Other than minor allotypic differences,
the sequences of the constant domains do not vary for a
given H chain or L chain isotype. The eponymous variable
(V) domain, however, is quite variable.

Generation of Ig V Domains
by Recombination

Ig variable domain genes are assembled in an ordered fash-
ion by a series of recombination events (26,36–39). The
elegant mechanisms used for the assembly of these genes
and the Fvs they create are fully discussed in Chapter 6.

http://imgt.cines.fr
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However, to understand the relationship between antibody
structure and function, a brief review is in order.

In mice, immunoglobulin V assembly begins with the
joining of one of 13 diversity (DH) gene segments to one
of four joining (JH) gene segments. This is followed by
the joining of one of 110 functional variable (VH) gene
segments (40–42). (These numbers come from common
strains of laboratory mice. The number of gene segments
often varies between strains.) Each DH gene segment has
the potential to rearrange in any one of six reading frames
(RFs), three by deletion and three by inversion. Thus, these
127 gene segments can come together in 3.4 × 104 combi-
nations. The VH gene segment encodes FRs H1-H3 and
CDRs H1 and H2 in their entirety (Figures 4.1, 4.5), and
the JH encodes FR-H4. CDR-H3 is created de novo in de-
veloping B cells by the joining process. CDR-H3 contains
the DH gene segment in its entirety, as well as portions of
the VH and JH gene segments.

After a functional H chain has been created, light chain
assembly begins. Mice contain two L chain loci, κ and λ.
The κ locus includes five Jκ gene segments and 140 Vκ gene
segments, of which 4 and 73 have been shown to be func-
tional, respectively (43–45). This provides 292 combina-
tions. There is only one Cκ (46). The λ locus contains 3 Vλ,
three functional Jλ, and two or three functional Cλ chains
(47,48). The λ–constant domains are functionally indis-
tinguishable from each other. Due to gene organization,
the λ repertoire provides at most seven combinations.
Each VL encodes FRs L1-L3, CDR L1 and L2, and two
thirds of CDR-L3 (Figure 4.1). Each JL encodes one-third
of CDR-L3 and FR4 in its entirety. Any one H chain can
combine with any one L chain, thus 211 V, D, and J gene
segments can provide approximately 1 × 107 different H:L
combinations.

At the V→D and D→J junctions, the potential for CDR-
H3 diversity is amplified by imprecision in the site of join-
ing, allowing exonucleolytic loss as well as palindromic
(P junction) gain of terminal VH, DH, or JH germline se-
quence. B cells that develop after birth express the enzyme
terminal deoxynucleotidyl transferase (TdT) during the H
chain rearrangement process (26,36). TdT catalyzes the
relatively random incorporation of nongermline-encoded
nucleotides between VH and DH, and between DH and JH.
Each three nucleotides of N addition increase the poten-
tial diversity of CDR-H3 20-fold. Thus sequences with nine
nucleotides of N addition each between the V→D and
D→J junctions would enhance the potential for diversity
by (20)6, or by 6 × 107; sixfold greater than the poten-
tial diversity provided by VDJ gene segment combinations.
These genomic gymnastics permit the length of CDR-H3 to
vary from 5 to 20 amino acids among developing B cells in
mouse bone marrow (49). Together, imprecision in the site
of VDJ joining and N addition provides the opportunity
to create nearly random CDR-H3 sequences, potentially
freeing the CDR-H3 repertoire from germline sequence

constraints. Although a limited amount of N addition is
observed between VL and JL in human chains (50,51), N ad-
dition in murine L chains is distinctly uncommon. More-
over, the length of CDR-L3 appears to be under relatively
strict control, greatly limiting the potential for somatic L
chain junctional diversity (48,50). Thus, CDR-H3 repre-
sents the greatest focus for the initial somatic diversifica-
tion of the antibody repertoire.

Segmental Conservation and Diversity
within the V Domain

Although the large numbers of V gene segments might give
the impression of a smooth incremental range of available
diversity, multigene families are thought to evolve in con-
cert through mechanisms of gene conversion, and V gene
segments are no exception. Sequence relationships allow
grouping them into families and clans of sequences that
share nucleotide sequence homology (52), as well as struc-
tural features. Close inspection of the VH gene repertoire
has shown that these family relationships reflect segmen-
tal gene conversion coupled with selection for function
(3,53,54).

Due to the need to maintain a common secondary and
tertiary core Ig V domain structure capable of associating
randomly with a complementary V chain to form a sta-
ble Fv, the core sequence of FR2, which is encoded by the
VH gene segment, and the core sequence of FR4, which
is encoded by the JH gene segment, are highly conserved
among all Ig V domains. Conversely, the need to generate a
diverse repertoire of antigen-binding sites has led to exten-
sive diversity in the CDR1 and CDR2 intervals. One might
presume that the FR1 and FR3 intervals, which form the
external surface of the antibody, would not be under any
particular constraints, but sequence comparisons would
suggest otherwise.

Given the need to diversify the CDRs and the need to
preserve FR2, it is not surprising that family identity, which
might reflect ancestral relationships, can be assigned by
the extent of FR1 and FR3 similarity (55). Of these, FR1
appears to be under the greatest constraints, with VH gene
segments belonging to different families both within and
across species barriers exhibiting extensive similarities in
FR1 sequence (Figure 4.7). Sequence similarities in FR1
and, to a lesser extent, FR3 allow grouping of VH families
into three clans of related sequences, presumably reflect-
ing an early divergence in sequence from a primordial VH

gene sequence (Figure 4.8).

Constraints on the Sequence and Structure
of V-Encoded CDRs

The antigen-binding site of an immunoglobulin is formed
by the juxtaposition of the six hypervariable H and L
chain V domain intervals: CDRs-H1, -H2, and -H3, and
CDRs-L1, -L2, and -L3 (31). The CDR sequences of V gene
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FIGURE 4.7 A comparison of two human Clan I VH sequences that belong to different VH

families (modified from [3]). Shown is a comparison of the DNA and amino acid sequences of the
V5-51 and V1-2 gene segments. Each line depicts a divergence in the identity of the nucleotide
or amino acid at that position. Shown below is a replacement/silent site substitution analysis by
interval. Random mutation tends to exhibit an R/S ratio of 2.9. The smaller the ratio, the greater
the preservation of sequence. The intervals identified by the arrows predict the family and clan
of origin.

segments tend to be enriched for codons where mutations
maximize replacement substitutions (56). This includes
the RGYW motif that facilitates somatic hypermutation
(57,58). While evolution appears to favor CDR1 and CDR2
sequences that facilitate codon diversity, it also appears to
preserve specific loop structures.

Although there is great variation in the sequences and
sizes of these CDRs, it has been shown that five of them,

CDR-H3 being the notable exception, possess one of a
small set of main-chain conformations termed canonical
structures (32,34,59,60). Each canonical structure is de-
termined by the loop size and by the presence of certain
residues at key positions in both the loop and framework
regions. For example, three canonical structure types have
been identified for CDR-H1, four for CDR-H2, five for CDR-
L1, one for CDR-L2, and five for CDR-L3 (32,34,61). From

FIGURE 4.8 Evolutionary relationships among vertebrate VH families. The sizes or relative
placements of the evolutionary connecting lines are not to scale. VH sequences from all mam-
malian species analyzed to date can be placed into one of these three clans. (Modified from [3].)
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these types, it can be calculated that the total number of
possible combinations of canonical structures, or struc-
ture classes, is 300 (62). However, only 10 of these combi-
nations, or classes, are sufficient to describe seven-eighths
of human and mouse Fab sequences. Of these, CDR-H1,
-L2, and -L3 always appear with the same canonical struc-
ture type, and thus do not contribute to the variation in the
structure of the most frequent classes of antigen binding
sites. Only CDR-H2 and -L1 change from one class to an-
other. Among specific classes, the lengths of CDR-H3 and
-L1 appear to correlate with the type of recognized anti-
gen. Antibodies with short loops in -H2 and -L1 appear
to be preferentially specific for large antigens (proteins);
whereas antibodies with long loops in -H2 and -L1 appear
to be preferentially specific for small molecules (haptens)
(62).

Given that the sequences and structures of the frame-
work regions, which define families, influences the canon-
ical structure of VH-encoded CDRs, it is not surprising
that the structure repertoire of canonical structures is both
family- and clan-specific (63). This implies restrictions to
the random diversification of the hypervariable loop struc-
tures (canonical structures) and their combinations within
the same VH gene segment (canonical structure classes).
It further suggests evolutionarily- and structure-imposed
restrictions operating to counteract the random diversifi-
cation of these CDRs.

Diversity and Constraints on the Sequence
and Structure of CDR-H3

The combination of VDJ assortment, variation in the site
of gene segment rearrangement, and N nucleotide addition
makes CDR-H3 the most variable of the six hypervariable
regions. Correspondingly, it has not yet been possible to de-
fine, much less assign, canonical structures to the CDR-H3

loops similar to those observed for the V-encoded CDRs.
However, insight into a gradient of possible structures has
been gained.

CDR-H3 can be separated into a base, which is adja-
cent to the frameworks, and a loop. The base tends to be
stabilized by two common residues, an arginine at Kabat
position 94 (IMGT 106) and an aspartic acid at Kabat
101 (IMGT 116) (32). These form a salt bridge that, to-
gether with the adjacent residues, tends to create one
of three backbone conformations, termed kinked, extra-
kinked, and extended (64). In approximately one-quarter of
sequences with kinked or extra-kinked bases, it is also pos-
sible to predict whether an intact hydrogen-bond-ladder
may be formed within the loop of the CDR-H3 region, or
whether the hydrogen bond-ladder is likely to be broken
(65). However, for the majority of CDR-H3 sequences, es-
pecially those that are longer, current tools do not allow
prediction of potential structures.

In spite of the potential for totally random sequence
provided by the introduction of N nucleotides, close in-
spection has shown that the distribution of amino acids in
the CDR-H3 loop is highly biased for tyrosine and glycine
(31,66) and relatively depleted of highly polar (charged)
or nonpolar (hydrophobic) amino acids. This pattern of
amino acid utilization is established early in B cell de-
velopment, prior to the expression of immunoglobulin on
the surface of the cell (Figure 4.9) (49,67,68) and reflects
evolutionary conservation of JH and DH gene segment se-
quences. In particular, although the absolute sequence of
the DH is not the same, the pattern of amino acid usage
by RF is highly conserved. Of the six potential RFs, RF1
by deletion is enriched for tyrosine and glycine. RF2 and
RF3 by deletion are enriched for hydrophobic amino acids,
as are RF2 and RF3 by inversion. RF1 by inversion tends
to encode highly polar, often positively charged, amino
acids (66). Various species use different mechanisms to

FIGURE 4.9 A preference for tyrosine and glycine in CDR-H3 begins early and intensifies with B
cell development. VH7183DJC transcripts were cloned and isolated from fractions B (pro-B cells)
through F (mature B cells) from the bone marrow of 8 to 10 week-old BALB/c mice (49,67,68). The
amino acids are arranged by relative hydrophobicity, as assessed by a normalized Kyte-Doolittle
scale (186,187). Use is reported as the percent of the sequenced population. The number of unique
sequences per fraction is shown.
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bias for use of RF1 by deletion, to limit use of hydrophobic
RFs, and to restrict or prevent use of RFs enriched for
charged amino acids. Forced rearrangement into RFs with
charged amino acids yields an altered repertoire enriched
for charge and depleted of tyrosine and glycine (67). Mice
forced to use a repertoire enriched for charged CDR-H3s
exhibit disruptions in B cell development, reductions in
serum IgG, and decreased responses to specific antigens.

The distribution of CDR-H3 lengths can also be regu-
lated both as a function of differentiation and as a function
of ontogeny (49,69). In association with long V-encoded
CDRs, short CDR-H3s create an antigen binding cavity at
the center of the antigen binding site, and CDRs of in-
termediate length can create an antigen binding groove.
Each species appears to prefer a specific range of CDR-H3
lengths (70). Long CDR-H3s, which can create “knobs” at
the center of the antigen binding site, are unevenly dis-
tributed between species and reflect both divergence in
germline sequence and somatic selection.

The Antigen Binding Site Is the Product of a
Nested Gradient of Regulated Diversity

The tension between the need to conserve essential struc-
ture and the need to emphasize diversity in an environ-
ment subject to unpredictable antigen challenge appears
to create a gradient of regulated diversity in the Fv. The
most highly conserved components of the Fv are FR2 and
FR4, which form the hydrophobic core of the VH:VL dimer
(Figures 4.4, 4.5). FR1, which in the H chain presents with
three conserved structures, helps form the ball and socket
joint between the VH and CH1. FR3, which in the H chain
defines the family and provides 7 different structures in
human versus 16 different structures in mouse, frames the
antigen binding site (Figure 4.10). The V-encoded CDRs,
-H1, -H2, -L1, -L2, and most of -L3, are programmed for
diversity. However, conserved residues within these CDRs,
which interact with V family-associated FR3 residues, con-
strain diversity within a preferred range of canonical struc-
tures. CDR-H3, the focus of junctional diversity, lies at the
center of the antigen binding site. The conformation of its
base tends to fit within three basic structures. The loop
varies greatly in sequence, yet still maintains a bias for
the use of tyrosine and glycine. Thus, diversity increases
with proximity to the center of the antigen binding site but
appears to be held within regulated limits.

Somatic Hypermutation and
Affinity Maturation

Following exposure to antigen and T-cell help, the V do-
main genes of germinal center lymphocytes can undergo
mutation at a rate of up to 10−3 changes per base pair per
cell cycle (71), a process termed somatic hypermutation.
Somatic hypermutation allows affinity maturation of the
antibody repertoire in response to repeated immunization

FIGURE 4.10 Location and generation of CDR-H3. A cartoon
of the classic antigen binding site (modified from [3]). Due to
its central location, most antigens bound to the antibody will
interact with CDR-H3.

or exposure to antigen. Although affinity maturation often
preserves the canonical structure of the CDR loops, the
distribution of diversity appears to differ between the pri-
mary and antigen-selected repertoire (72). In the primary
repertoire, diversity is focused at the center of the binding
site in CDR-H3. With hypermutation, somatic diversity ap-
pears to spread to the V-encoded CDRs in the next ring of
the binding site (Figure 4.10), enabling a more “custom-
tailored” fit.

Binding of ‘Superantigens’ to Nonclassic V
Domain Antigen Binding Sites

Not all antigens bind to the paratope created by the classic
antigen binding site. Antigens that can bind to public id-
iotopes on V domain frameworks (73) and recognize large
portions of the available repertoire are termed superanti-
gens. There are indications that B cell superantigens influ-
ence the pathogenesis of some common infections, such
as those caused by Staphylococcus aureus.

ANTIGEN–ANTIBODY INTERACTIONS

Technological advances in biomolecular structure deter-
mination, analysis of molecular dynamics, protein expres-
sion and mutagenesis, and biophysical investigation of
receptor–ligand complex formation have facilitated signif-
icant advances in the understanding of antigen–antibody
interactions. Particularly valuable has been the integration
of high-resolution structural data with thermodynamic
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and kinetic analyses on a number of antigen–monoclonal
antibody complexes. In this section, some of the key in-
sights arising from these studies will be reviewed.

Molecular Flexibility

Like many other protein domains, V domains exhibit vary-
ing degrees and modes of molecular flexibility. Evidence
suggests that some V modules (i.e., VL-VH pairs) can adopt
two or more conformations with meaningful frequencies
in the unbound state. Since these different conforma-
tional states can exhibit distinguishable binding procliv-
ities, molecular flexibility provides monoclonal antibodies
with a mechanism for polyspecificity (74). Molecular flexi-
bility can also play a role in binding a single ligand, which,
in such instances, may be better understood as a process
of binding rather than as a simple event (75,76). The extent
of conformational adjustment by antibody or antigen re-
quired for complex formation can influence both the ther-
modynamics and kinetics of that process.

Role of H2O

A significant role for water molecules has become clear
from the study of high-resolution structures and thermo-
dynamic analyses of antigen–antibody complexes. Water
molecules exhibit a broad range of association times with
protein surfaces. Thus, some of the more tightly protein-
associated of these solvent molecules effectively behave as
parts of the protein (77). Water molecules found in the
antigen–antibody interface, whether constitutively bound
or newly recruited, can make important contributions to
both the intrinsic (i.e., monovalent) affinity of the complex
and to the differential affinities for different ligands (i.e.,
specificity) (78). Amino acid residues of antigen and anti-
body can interact, indirectly, through hydrogen bonds to
one or more water molecules (78).

Thermodynamics and Antigen–antibody
Interactions

Specific residues in the antibody V domains or the antigen
can contribute to complex formation in different ways, and
some residues can contribute in multiple ways (79). In ad-
dition to making van der Waals contact, residues can be
important due to contributions to the free energy of com-
plex formation or to the differential free energy of com-
plex formation for two or more different ligands. Some
residues may contribute primarily to modulation of the as-
sociation rate, the “relaxation” of the forming complex, or
the dissociation rate (75,80). Other contact residues con-
tribute minimally to the energetics of complex formation,
and yet other noncontact residues can be significant ther-
modynamic contributors (81,82).

Structural and thermodynamic/kinetic comparisons of
antibodies possessing germline V domain sequences with

somatically mutated V domain sequences have provided
new insights into the structural and energetic bases for
affinity maturation (81,82). Mutations in both contact and
noncontact residues can have major consequences, posi-
tive or negative, for the affinity with which an antibody
binds an antigen. They can also favor tighter binding by en-
hancing V domain rigidity, thereby reducing the entropic
penalty associated with complex formation (82). Antibod-
ies derived from secondary or later responses that have
incorporated somatic mutations have been shown to ex-
hibit less than absolute specificity. Even these “mature”
antibodies can bind multiple ligands when screened on li-
braries of peptides or proteins (83,84), a lesson likely to be
relevant to most biomolecules.

IMMUNOGLOBULIN ‘ELBOW JOINTS’
AND ‘HINGES’

The structures of the constant domains can affect
antibody–antigen interactions by influencing the range of
molecular flexibility permitted between the two Fabs. In
this section, the role of the immunoglobulin hinge will be
discussed.

Elbow Joints

Individual Ig V and C domains tend to create rather rigid
dimers. However, the antibody molecule as a whole, which
consists of four or more such dimeric modules linked like
beads on a string, can be viewed as a paradigm of molecu-
lar flexibility (85). Flexibility begins between the Fv and the
Fb of the Fab at what is termed the elbow bend or elbow an-
gle (86). This reflects both a ball and socket interaction be-
tween the FR1 of the H chain and the CH1 domain (87) and
the identity of the L chain (86). Five residues (three in VH

and two in CH1) that are highly conserved in both antibod-
ies and T-cell receptors make the key contacts that consti-
tute this “joint.” Elbow angles, assessed from crystal struc-
tures of homogeneous Fab fragments, range from 130◦ to
180◦. λ light chains appear to permit an Fv to adopt a wider
range of elbow angles than their κ chain counterparts.

Hinges

Some immunoglobulin isotypes contain a structural ele-
ment that does not strictly correspond to the canonical
structural motifs of IgSF V and C domains, which is termed
the hinge. Where it occurs, it is located between the C-
terminus of the CH1 and the N-terminus of the CH2 do-
mains. In isotypes such as IgG and IgA, the hinge is en-
coded by one (or more) separate exon(s). In isotypes with
four CH domains (i.e., IgM and IgE), the CH2 domain serves
in place of a classical hinge.

The hinge, or the CH2 domain in Igs that lack a hinge,
permits a Fab arm to engage in an angular motion relative
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FIGURE 4.11 Illustration of the motions and flexibility of the
immunoglobulin. Axial and segmental flexibility are determined
by the hinge. The switch peptide (elbow) also contributes flex-
ibility to the Fab. The measure of the elbow angle is defined
with respect to the Fv and Fb axes of two-fold symmetry. (From
Carayannopoulos and Capra [188] with permission.)

both to the other Fab arm and to its Fc stem (Figures 4.3,
4.11). This permits the two Fab arms to cover a range from
maximal extension to an almost parallel alignment. The
range of motion of the Fab arms reflects the nature of the
hinge region, which in some C genes is rigid and in others,
such as human IgA1, functions more as a tether than as a
support for each individual Fab. This flexibility has major
implications for antibody function, because it enables a
bivalent antibody molecule to bind epitopes in a variety of
relative spatial arrangements.

Among human IgG subclasses, the most unusual hinge
region is that of IgG3. Unlike other human IgG hinge re-

gions, the IgG3 hinge is encoded by a quadruplicated hinge
exon, making it the longest hinge (62 amino acids) by
far (see Table 4.2). The primary structure of this hinge
has been divided into upper, core (or middle), and lower
hinge regions with somewhat different functional asso-
ciations. The upper hinge in particular has been associ-
ated with the magnitude of segmental flexibility as as-
sessed by fluorescence emission anisotropy kinetics (88)
and with the magnitude of Fab-Fab flexibility by immu-
noelectron microscopy (89). The core or middle hinge ap-
pears to serve, at least in part, a spacer function. The lower
hinge functions primarily to facilitate CH2-CH2 interac-
tions.

Segmental flexibility of the Ig molecule, conferred
mainly by the hinge, permits or facilitates simultaneous
binding through two or more Fab arms. Such monoga-
mous bivalency or multivalency, which enhances overall
binding (90,91), is a crucial factor permitting biosynthet-
ically feasible antibody concentrations to offer adequate
immunity against replicating pathogens. Although it is
more speculative why the Fab-Fc geometry needs to vary,
it may have to do with optimizing effector function activa-
tion when antigen is bound, such as maintaining antigen
binding when Fc receptors are simultaneously engaged.

The attribution of flexibility control to the hinge is
supported by protein engineering studies in which V
domain-identical IgGs of different subclasses were ana-
lyzed (88,92). This basic conclusion is also supported by
studies in which hinge regions have been selectively mu-
tated or swapped among human or mouse IgG subclasses
(93–95). One of these studies indicated that structural vari-
ation among subclasses in the CH1 domain also influenced
segmental flexibility as assessed by nanosecond fluores-
cence polarization measurements (93). Early suggestions
that IgG subclass-related differences in activating the clas-
sical pathway of complement were explained by differ-
ences in segmental flexibility (88) were not confirmed by
the studies in which mutant hinge regions were created
(93–95).

◗ TABLE 4.2 Properties of Hinges in Human IgG, IgA, and IgD

Upper Middle Lower Genetic Hinge
Ig Hinge Hinge Hinge Configuration Susceptibility
Type Length Length Length (Amino Acids/Exon) to Proteolysis Special Features

IgG1 4 10 6 15
IgG2 3 8 6 12
IgG3 12 49 6 17-15-15-15
IgG4 7 4 6 12
IgA1 1 23 2 19 high Heavily O-linked glycosylation
IgA2 1 10 2 6
IgD 34-24 high Extensive charged amino acids;

heavy O-linked glycosylation at
N terminus

Note: Lengths represent amino acids.
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There are several types of molecular motion at-
tributable to the hinge region that contribute to overall
segmental flexibility (see Figure 4.11). These include flex-
ing between Fab arms (motion toward or away from one
another in the same plane), Fab arms moving in and out
of the same plane, Fab arms rotating along their long axes,
and Fab arms moving in or out of the same plane as the Fc
region (96,97). The inter-Fab angles observed by electron
microscopy range from 0◦ to 180◦ (98,99). Similarly, Fab
arm long-axis rotations can extend up to 180◦ (100).

Another key role of the hinge is the maintenance of the
CH2-CH2 interaction (i.e., effectively constraining molecu-
lar mobility within the Fc region itself). The lower hinge
stabilizes CH2-CH2 contacts by providing the key cysteine
residues involved in inter-heavy chain disulfide bonds. Ex-
periments in which IgG molecules were modified to elim-
inate the hinge region demonstrate that covalent linkage
between the hinge regions just “upstream” of the two CH2
domains is critical for the preservation of IgG effector
function (101).

HEAVY CHAIN STRUCTURE AND FUNCTION

What might be termed the fundamental strategy of humoral
immunity is a two-step process that begins with the identi-
fication by antibodies (of appropriate binding specificity)
of the molecules or molecular complexes that should be
eliminated. Following such identification (i.e., noncova-
lent complex formation), antibodies can then trigger other
molecular systems (e.g., complement) or cells (e.g., phago-
cytes) to destroy or remove the antigenic material—guilt
by association at the molecular level. Thus, antigen speci-
ficity, determined primarily by the V domains in the Fab
arms, is physically and functionally linked to effector func-
tion, the activation of which is primarily attributable to the
C domains of the Fc region. The effector functions associ-
ated with the humoral immune response primarily involve
either complement or Fc receptor-bearing cells, such as
neutrophils, macrophages, and mast cells. As might be ex-
pected, therefore, the Fc contains sites for noncovalently
interacting with complement components, such as C1q,
and with Fc receptors. This section focuses on the struc-
tures and functions of the Fc regions of the various Ig
classes and subclasses.

Structure and Function of the Fc

The necessity for interacting effectively with relatively con-
served molecules such as C1q and Fc receptors provides a
selective basis for maintaining the primary structures of
the Fc region, at least where changes would undermine
such intermolecular contacts. The degeneracy possible in
noncovalent molecular recognition events permits selected
primary sequence variations without catastrophic alter-

ations in function. However, there are allotypic differences
in the heavy chain constant domains among both human
and mouse immunoglobulins. In some cases, these allo-
typic differences are associated with variation in function,
at least in vitro. For example, two recombinant V domain-
identical IgG3 antibodies, of different allotypes, exhib-
ited differential abilities to bind C1q or initiate antibody-
dependent cell-mediated cytotoxicity (102). Nevertheless,
the heavy chains of the human IgG subclasses are par-
ticularly well conserved, with >90% identity of amino
acid sequences. In other mammalian species that have
two or more IgG subclasses, they tend to exhibit less
amino acid sequence identity than the human IgG sub-
classes.

By convention, the heavy chain constant domains are
numbered from N-terminal to C-terminal, with CH1 resid-
ing in the Fab arm and the remaining two (IgG, IgA, IgD)
or three (IgM, IgE) C domains (CH2, CH3, and, if relevant,
CH4) residing in the Fc. In IgM and IgE, the CH2 domain
largely plays the role of the hinge region. The C domains
of different isotypes and from different species share sev-
eral key structural features. In distinction from V domains,
which consist of four- and five-stranded β-pleated sheets
linked through an intrachain disulfide bond, C domains
consist of three- and four-stranded β-pleated sheets linked
through an intrachain disulfide bond (Figure 4.4). Across
isotypes amino acid sequence identity for CH domains is
approximately 30%, while for subclasses (within an iso-
type), the amino acid sequence identity for CH domains is
in the range of 60%–90%. Important physical and biolog-
ical properties of the human Ig isotypes are summarized
in Table 4.3.

As alluded to earlier, the traditional and accepted func-
tional anatomy of immunoglobulins attributes antigen
binding (both specificity and affinity) to the V modules
in the Fab arms and effector function activation to the
Fc region. While this scheme is both well-supported and
appealing, there is considerable (perhaps not widely ap-
preciated) evidence that in some cases structural varia-
tions in heavy chain domains (i.e., C domains and hinge)
can influence both the affinity of the antibody for anti-
gen and the discrimination among antigens (103–108).
Although these instances of C domain influence on li-
gand binding (through the V domains) primarily involve
multivalent antigens, there are also reports that suggest C
domain influence in instances of monovalent recognition
(109–111). Mechanisms for these effects in the context of
binding multivalent antigens include isotype-related dif-
ferences in segmental flexibility, as well as the tendency
for self-association. Results from a study comparing re-
sistance to pneumococcal infection for IgG3-deficient and
IgG3-producing mice are consistent with the notion that
the cooperative binding permitted by murine IgG3 anti-
bodies contributes to the effectiveness of humoral immu-
nity (112).
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Fc Glycosylation

All Igs contain N-linked oligosaccharides, and it is becom-
ing increasingly clear that this glycosylation plays signif-
icant roles in Ig structure and function. Though the type
and extent of glycosylation varies among isotypes, an N-
linked oligosaccharide on ASN 297 in the CH2 domain is
conserved on all mammalian IgGs and homologous por-
tions of IgM, IgD, and IgE. As the average serum IgG
contains 2.8 oligosaccharides, there is often glycosylation
present in the V domain as well (113). The consensus se-
quence for the V domain N-linked oligosaccharides is not
present in the germline, but it can be created during so-
matic hypermutation (114). Glycosylation in the Fc region
has been shown to be important for antibody half-life and
effector functions (115–117). Glycosylation of the Fc do-
main influences complement activation as Ig hypoglyco-
sylation influences affinity for C1q as well as Ig binding to
the FcR, possibly due to its affects on Ig structure (118).
Differential sialylation of the core Fc polysaccharide has
recently been shown to have dramatic effects on the proin-
flammatory versus antiinflammatory activity of IgG (119).
Further, IgD N-linked glycans are necessary for IgD to bind
to the IgD receptor on T cells (120).

V domain glycosylation potentially affects the affinity
for antigen, antibody half-life, antibody secretion, and or-
gan targeting. Interestingly, glycosylation has been shown
to be capable of both positively and negatively affecting
antigen binding (121–124). The biologic significance of Ig
glycosylation can be seen from studies demonstrating that
IgG from patients with rheumatoid arthritis is galactosy-
lated to a lesser extent (termed IgG G0) than IgG from
normal controls. In some cases, hypogalactosylation cor-
relates with disease activity (125). Hypogalactosylation of
IgG has also been found to occur in other chronic inflam-
matory diseases such as Crohn’s disease and systemic lu-
pus erythematosus (126).

IgM

IgM is an isotype of firsts. It is ontogenetically primary,
being expressed first on developing B lineage cells. IgM is
also the isotype that initially dominates the primary hu-
moral immune response. It is probably, along with IgD, a
phylogenetically primitive isotype in jawed vertebrates (an
almost first) and may be the most phylogenetically stable
isotype (127).

IgM serves important immunological functions both on
the surfaces of B lymphocytes and in the fluid phase in
the blood and in the mucosal secretions. On the cell sur-
face, IgM consists of two identical μ heavy chains and
two identical light chains (μ2L2). It is initially expressed
on B lineage cells in noncovalent association with surro-
gate light chains, and subsequently, following successful
light chain gene rearrangement, with κ or λ light chains.
On the mature B cell surface, IgM is noncovalently associ-

ated with two other polypeptide chains, Ig-α (CD79a) and
Ig-β (CD79b) (128–130). These integral membrane pro-
teins serve to transduce signals when surface IgM binds
to and is cross-linked by cognate antigen.

In the secreted form, IgM can consist of either pen-
tamers (μ2L2)5 or, less often, hexamers (μ2L2)6 (131). The
μ2L2 monomers of the pentameric form are linked one
to another by disulfide bonds in the CH4 domains. Two
of these monomers are, on one side, disulfide bonded not
to another μ chain but to a 15,000 Da-polypeptide, called
J chain. J chain is also found in polymeric IgA. There
may be multiple patterns of such disulfide bonding, such
that different cysteines participate in different monomeric
units (132).

Application of electron microscopy to polymeric IgM
molecules has suggested that IgM can adopt two different
quaternary arrangements: star and staple (133,134). All of
the antigen binding sites are arrayed in radial fashion, in
the same plane as one another and the Fc regions, in the
star arrangement. In the staple form, the Fab arms bend
out of the plane of the Fc regions. It has been conjectured
that the staple form is utilized in binding simultaneously
to two or more epitopes on multivalent antigens, such as
bacterial or viral surfaces.

A major pathway through which soluble IgM mediates
immunity or immunopathology is the activation of the
classical pathway of complement. On a per molecule ba-
sis, relative to other isotypes, IgM is highly effective at ac-
tivating the classical pathway and can thereby opsonize
bacterial pathogens. In select cases (e.g., Neisseria menin-
gitidis), binding of IgM to bacterial surfaces, followed by
complement activation, can cause direct lysis of the bac-
teria through the insertion of the membrane attack com-
plex into the bacterial membrane (135). IgM, like poly-
meric IgA, can reduce the effective number of colony- or
plaque-forming units for, respectively, bacteria and viruses,
through agglutination. Significant physical and biological
properties of IgM and the other Ig isotypes are shown in
Table 4.3.

IgD

IgD is primarily of interest in its membrane form, as the
soluble form of IgD is found in relatively modest concen-
trations in the blood and other body fluids. The cell sur-
face form of IgD is found along with IgM on all mature,
naı̈ve B cells, where it appears capable of transducing ac-
tivating and tolerizing signals (136). As is true for IgM, the
membrane form of IgD associates noncovalently with Ig-α
(CD79a) and Ig-β (CD79b). Simultaneous cell surface ex-
pression of two heavy chain isotypes expressing the same
VH domains and the same light chains occurs via differen-
tial RNA splicing (137).

IgD exhibits greater sensitivity to proteolytic cleavage
than IgM, which is consistent with a relatively short serum
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half-life of only 2.8 days. The relatively long hinge region
is a primary target for proteolysis. Little is known about
the roles of serum IgD in immunity or immunopathology.

IgG

IgG is the predominant isotype (approximately 70%–75%
of the total Ig) in the blood and extravascular compart-
ments. The four human IgG subclasses (IgG1, IgG2, IgG3,
and IgG4) are named in order of their relative serum con-
centrations, with IgG1 the most prevalent and IgG4 the
least. There are differences in effector functions (e.g., com-
plement activation and Fc receptor binding) and other
biological properties (e.g., serum half-life) among these
subclasses. However, there are also crucial functional com-
monalities, such as placental passage (see Table 4.3).

IgG antibodies are the hallmark of immunological
memory in the humoral immune response. In addition to
the isotype switch from IgM to IgG in a secondary anti-
body response, somatic hypermutation can lead to affinity
maturation, a process by which the average affinity of an-
tibody for the antigen eliciting the immune response can
increase.

IgG antibodies contribute to immunity directly and
through the activation of complement or FcR-bearing
cells. Important examples of immunity mediated directly
through antibody binding include neutralization of toxins
(e.g., diphtheria toxin) and viruses (e.g., poliovirus). Med-
ically important examples of IgG-induced complement
activation include immunity to encapsulated bacterial
pathogens leading either to opsonization and destruction
within phagocytes (e.g., Streptococcus pneumoniae) or to
direct complement-mediated lysis (e.g., Neisseria menin-
gitidis). Activation of FcR-bearing cells by IgG antibod-
ies has also been implicated in immunity to pathogens
(e.g., Cryptococcus neoformans) (138). The consensus view
is that human IgG1 and IgG3 isotypes are effective ac-
tivators of the classical complement pathway. Although
some older sources state that IgG2 and IgG4 are weak
or nonactivators of the classical complement pathway,
more recent evidence suggests that when epitope den-
sity is high, IgG2 is effective in activating complement
(139,140). One possible source for the isotype-related vari-
ation in complement-activating ability is variation in affin-
ity for C1q (IgG3>IgG1>IgG2>IgG4), the portion of the
first component in the classical pathway that physically
contacts the CH2 domains of antibodies. However, isotype-
associated differences in complement activation have also
been found to occur at steps of the cascade subsequent to
the binding of C1q to antibody (102,141). For example, in
one study of chimeric monoclonal antibodies engineered
to express identical V domains and representing all four
human IgG subclasses, the IgG3 antibody fixed C1q better
than the IgG1 antibody, but the IgG1 molecule was more ef-
fective in mediating complement-dependent cell lysis than

the IgG3 molecule (141). Thus, it is probably not possi-
ble to rank the relative abilities of the IgG subclasses to
activate complement in a single absolute hierarchy.

The affinities of IgG subclasses for Fc receptors vary
from about 5 × 105 M−1 to about 108 M−1 (see Chapter 5).
Recent studies in the mouse suggest that the relative con-
tributions of IgG subclasses to various immunopatholog-
ical processes depend on their relative affinities for the
activating versus inhibiting isoforms of FcR (142).

A remarkable attribute of IgG (for three of the four sub-
classes) is its serum half-life of about 23 days. This prop-
erty, attributable to the Fc region and its interaction with
the neonatal Fc receptor (Fcγ Rn), has been exploited for
therapeutics through the genetic fusion of solubilized re-
ceptors (e.g., CTLA4) to IgG Fc regions (143).

IgA

Although IgG is the clearly predominant isotype in the
blood, IgA is the dominant immunoglobulin isotype in the
mucosal secretions, as well as in breast milk and colostrum
(144).

In the blood, 10%–15% of the Ig is IgA (versus 65%–
75% IgG). Moreover, IgA has a shorter half-life than IgG
in serum. The predominant form of IgA in human serum
or plasma is monomeric (i.e., α2L2), but there are small
quantities of dimers [(α2L2)2], and fewer still trimers and
tetramers. Secretory IgA consists of dimers and lesser
amounts of trimers and tetramers associated with one join-
ing (J) chain (distinct from the J region in the heavy chain
V domain) and one secretory component (SC) chain (see
below). The latter is the extracellular portion of the poly-
meric Ig receptor (pIgR), which is expressed by mucosal
epithelial cells and transfers polymeric IgA or IgM from
basolateral to apical surfaces, thereby providing most of
the Ig content of the mucosal secretions. The J chain is
disulfide bonded to the tail pieces, short C-terminal exten-
sions of the CH3 domains, of the two IgA monomers of a
dimer, while SC forms a disulfide bond to a cysteine in one
CH2 domain of one monomer.

The two α heavy chain constant region genes corre-
spond to two IgA subclasses, IgA1 and IgA2. IgA1 is the
predominant (>80%) IgA subclass in the serum. Although
IgA2 is the major form in some human mucosal secretions,
such as those in the large intestine and the female genital
tract, there is variation in the relative proportion of IgA1
and IgA2 in different secretions. The shorter hinge region
of IgA2 confers increased resistance to bacterial proteases
that might be encountered in the mucosal environment.
The extended hinge region of IgA1 is believed to permit
molecules of this isotype to accommodate variable epitope
spacings on multivalent antigens. Although the long hinge
region of IgA1 molecules might be expected to confer rela-
tively high susceptibility to proteolysis, relative protection
against the activity of bacterial proteases is provided by
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FIGURE 4.12 A comparison of an x-ray and neutron-solution-scattering theoretical model (hu-
man IgA1) and x-ray crystal (murine IgG1 and IgG2a) structures. Light chains (yellow), heavy
chains (red and dark blue), and glycosylation (light blue) are illustrated. The extended length
of IgA1 over that of IgG can be seen along with extensive glycosylation that characterizes this
isotype. (From Boehm et al. [192], with permission. See color insert.)

heavy O-linked glycosylation in the hinge (see Figure 4.12).
Nevertheless, the IgA1 hinge is uniquely susceptible to IgA
proteases produced by certain pathogenic bacteria (145).

Secretory IgA (S-IgA) has been shown to participate in
immunity against a range of viral, bacterial, and parasitic
pathogens at mucosal surfaces. The relative absence of
functional complement and phagocytes in mucosal secre-
tions is consistent with a different mix of mechanisms for
mediating immune effects associated with S-IgA versus,
for example, serum IgG. Mechanisms associated with IgA
are less dependent on inflammation-producing molecules
or cells. Among these mechanisms are inhibition of mi-
crobial adherence through V module-mediated specific
binding to microbial adhesins, agglutination of microbes,
blocking of microbial receptors for cell surface carbohy-
drates with IgA-associated glycans, and mucus trapping
(in which binding of S-IgA to bacteria makes them more
adherent to host-generated mucus). There is also evidence
that polymeric IgA can neutralize viruses in some circum-
stances by interfering with steps postattachment, such as
internalization. In some cases, posttranslational modifi-
cations of viral surface molecules, related to proteolytic
events associated with epithelial cell transit, lead to IgA
antibodies expressing protection-related antigen specifici-
ties that have no parallel in the IgG pool (146,147). Some
of the contributions of IgA to immunity are mediated

through binding to FcαRI (CD89) on human neutrophils,
monocytes/macrophages, and eosinophils. For example,
cells bearing FcαRI on their plasma membranes can
phagocytose IgA-antigen complexes. FcαRI binds to the
IgA Fc region between the Cα2 and the Cα3 domains (148).
Amino acid residues in the IgA Fc region critically involved
in the interaction with FcαRI are indicated in Figure 4.13.

The ability of IgA to activate complement is controver-
sial. At present, the preponderance of evidence suggests
that IgA does not activate the classical complement path-
way and only weakly, and under some pathophysiological
circumstances, activates the alternative complement path-
way. However, there is evidence suggesting that, in vitro
at least, polymeric, but not monomeric, IgA can activate
the complement pathway dependent on mannose-binding
lectin (149).

Additional properties of the polymeric forms of IgM and
IgA are considered in the following sections.

IgE

IgE is best known for its association with hypersensitiv-
ity reactions and allergy, but this isotype is also of in-
terest in the context of immunity to parasites. In the
blood, IgE is present at the lowest concentration of any of
the immunoglobulin isotypes (with roughly five orders of
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FIGURE 4.13 Illustration of the residues essential for the bind-
ing of IgA to FcαR (CD89). Residues represent mutations made
in IgA CH regions as mapped on an Fcγ fragment. Of the residues
mutated, L465 and L266 were found to be important for binding
to CD89. (From Carayannopoulos et al. [148] with permission.)

magnitude less IgE than IgG) and has the shortest half-
life. The unimpressive quantitative representation of IgE
in the blood is related to the high affinity of IgE antibodies
for FcεRI, often referred to as the high-affinity Fc recep-
tor for IgE. FcεRI is expressed on mast cells, basophils,
Langerhans cells, and eosinophils. Due to the high affinity
of FcεRI for its IgE ligand, mast cells and basophils are
covered with relatively long-lived FcεRI-IgE complexes.

The interaction between IgE and FcεRI has an affin-
ity of ∼1010 L/M. It primarily involves contacts between
FcεRI and amino acids in the CH3 domains, with some
contributions from amino acids in the CH2 domains. Al-
though each IgE potentially has two sites for interacting
with the FcεRI, the stoichiometry has been shown to be
1:1. Further, it has been suggested that IgE binds to FcεRI
in a kinked conformation (150).

Upon ligation with bivalent or multivalent antigens
specifically recognized by the bound IgE molecules, the
FcεRI molecules transduce signals that activate the mast
cells or basophils to secrete potent mediators of inflamma-
tion, such as histamine. These mediators are responsible
for the symptoms associated with asthma, allergic rhinitis,
and anaphylaxis.

There is a second receptor for IgE. FcεRII (CD23), a
type II membrane protein, is expressed on monocytes/
macrophages, B lymphocytes, natural killer (NK) cells, fol-
licular dendritic cells, Langerhans cells, eosinophils, acti-

vated epithelial cells, and platelets. It binds monomeric IgE
with an affinity of ∼107 L/M, roughly three orders of mag-
nitude lower than the affinity of FcεRI for IgE. Functional
consequences of FcεRII-IgE interaction on macrophages
include secretion of mediators of immediate hypersensi-
tivity, as well as cytokines and chemokines. There is also
evidence suggesting that the FcεRII-IgE interaction can
contribute to antigen capture and presentation to both B
and T cells.

Fc Receptor Immunoglobulin Interactions

There are four receptors that bind the Fc regions of IgG
molecules in humans and five such receptors in mice.
Three of the human receptors are expressed primarily
on hematopoietic cells directly involved in immune re-
sponses: Fcγ RI, Fcγ RII, and Fcγ RIII. Among the Fcγ R
involved in antibody effector functions, there is impor-
tant variation in affinity for IgG molecules. Fcγ RI binds
IgG with relatively high affinity, permitting the binding of
monomeric IgG. In contrast, Fcγ RII and Fcγ RIII bind to
IgG with relatively low affinity. Consequently, these lat-
ter two receptors do not bind significant quantities of
monomeric IgG but preferentially interact with IgG that
has been effectively aggregated through interaction with
bivalent or multivalent antigens (i.e., immune complexes).
Key amino acid residues involved in the binding Fcγ Rs
and FcεR1 with their corresponding Ig can be seen in Fig-
ure 4.14. Allotypic variations in Fcγ RIIA can also influence
affinity for IgG ligands and subsequent effector function
(151).

There are different isoforms of Fcγ RII and Fcγ RIII.
Of particular functional relevance, Fcγ RIIA is activating,
whereas Fcγ RIIB is inhibiting. In mouse models, defi-
ciency of Fcγ RIIB can be associated with an autoimmune
syndrome similar to human lupus (152). Studies in mice
have also suggested that the effectiveness of antibodies
of the various murine IgG subclasses in mediating Fcγ R-
dependent effector functions are correlated with the ratio
of affinities of antibodies of those subclasses for activating
versus inhibiting Fcγ R (142).

Fcγ RIIIA is expressed on NK cells, while Fcγ RIIIB is
expressed on neutrophils. The former receptor is attached
to the membrane by a standard transmembrane polypep-
tide, while the latter is attached via a glycophospholipid
tail.

The fourth human receptor, the neonatal Fcγ R, or
Fcγ Rn (sometimes referred to as the Brambell receptor),
transports IgG across the placenta. It also plays a cru-
cial role in protecting IgG from proteolytic degradation,
thereby prolonging serum half-life. While Fcγ RI, Fcγ RII,
and Fcγ RIII are members of the immunoglobulin su-
perfamily, Fcγ Rn is structurally similar to MHC class
I molecules, including noncovalent association with β2-
microglobulin. The interaction between Fcγ Rn and IgG in-
volves amino acid residues in the CH2-CH3 interface (153)
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A

B

FIGURE 4.14 Certain residues are conserved between Fcγ Rs and FcεRl as well as between IgG
and IgE that facilitate binding. Two sites participate: site 1 in (a) and site 2 in (b). Heavy lines
indicate the highest number of contacts and dashed lines indicate the least. Of considerable note
are residues W87 and W110 in site 2 of the receptors and P426 in the immunoglobulin that form a
core “praline sandwich” in the interaction between immunoglobulin and receptor. (From Garman
[189] with permission.)

and is pH-sensitive. This latter property is consistent with
the ability of Fcγ Rn to bind IgG in acidic vesicular com-
partments and then release it into the neutral-pH environ-
ment of the blood. A crystallographic structure of the rat
Fcγ Rn in a 1:1 complex with a heterodimeric Fc (contain-
ing only one Fcγ Rn-binding site) reveals that there are
conformational changes in the Fc on binding to Fcγ Rn
(154). The investigators also identified three titratable salt
bridges that confer pH-dependent binding of the IgG Fc to
the Fcγ Rn.

There are other FcR that interact with the non-IgG iso-
types: IgM, IgD, IgA, and IgE. The FcR for IgA and IgE
are covered in the respective sections devoted to the corre-

sponding isotypes. An additional Fcα/μR binds both IgA
and IgM. Functional attributes of this receptor and the
FcRδ are in the process of being characterized in detail.

There are functional as well as structural parallels
among FcR for IgG and non-IgG isotypes. Some of the
features of Fc-FcR interaction that are conserved across
isotypes are illustrated in Figure 4.14.

Transmembrane and Cytoplasmic Domains

Igs are expressed in both membrane and secreted forms.
In contrast to the secreted form, the membrane Ig con-
tains a transmembrane and a cytoplasmic domain. The
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transmembrane domain is a typical single-pass polypep-
tide segment consisting of 26 hydrophobic residues, ex-
tending from the C-terminus end of the C-terminal CH do-
main and forming an alpha-helix followed by a variable
number of basic amino acids. The cytoplasmic portion of
the IgH chain ranges in length from 3 amino acids for IgG
to 30 amino acids for IgE.

Both membrane expression of Ig and the integrity of
the cytoplasmic domain are important in antibody func-
tion. As the cytoplasmic domain is rather short, membrane
bound IgM is not thought to “signal” directly, but through
the associated Ig-α and Ig-β molecules (155). However, dis-
ruption of either membrane expression of IgG1 in mice
or the cytoplasmic tail results in the failure to generate
an effective IgG1 response and IgG1 memory (156). Mice
lacking IgE membrane expression exhibit significant im-
pairment in IgE responses and have extremely low levels
of secreted IgE (157). Thus, for those Igs with longer mem-
brane:cytoplasmic tails, membrane Ig affects signaling be-
yond its association with Ig-α and Ig-β. Thus, specific
residues in the transmembrane domain have been iden-
tified that are crucial for signal transduction while having
no effect on the association with Ig-α and Ig-β (158).

HIGHER ORDER STRUCTURE

Many of the biological functions of IgA and IgM are depen-
dent on their ability to form multimeric structures. This
section will discuss the role of multimeric immunoglobu-
lin in immune function.

Dimers, Pentamers, and Hexamers

The majority of multimeric IgA exists as dimers and, less
commonly, trimers and tetramers, while IgM forms pen-
tamers and occasionally hexamers. The polymeric struc-
ture of these antibodies enhances their functional affinity
(avidity) for antigen, is essential for their active transport
(both IgA and IgM) across epithelial cells to mucosal se-
cretions, and, in the case of IgM, enhances the activation
of the classical pathway of complement. Once multimer-
ized, IgA or IgM in a complex with J chain can bind to
pIgR and cross mucosal epithelial cells ([159], reviewed in
[160]). Alhough IgM can undergo transcytosis to the mu-
cosal secretions, its principal action is in the serum.

The ability of IgA and IgM to multimerize is due to a tail-
piece (tp), an additional C-terminal segment of 18 amino
acids in the secreted forms of the μ and α heavy chains.
Tailpieces of both IgM and IgA contain a penultimate cys-
teine (residue 575 in IgM and 495 in IgA) that forms two
different disulfide bonds important for multimer forma-
tion. In an Ig monomeric unit containing two identical
heavy chains, one cysteine residue forms intermonomeric
subunit bonds, while the remaining cysteine residue on

the other heavy chain bonds to a cysteine on the J chain
(161–164).

Another cysteine residue, Cys414, also forms inter-
monomeric subunit disulfide bonds in IgM and this bond
is important in hexamer formation (165). Besides disulfide
bonds, the highly conserved glycan linked to Asn563 in IgM
(and the homologous region in IgA) is also important for
multimerization (166).

Domain-swapping experiments demonstrate that the tp
regulates multimerization in the context of the specific
heavy chain. While addition of the α tp to IgM has little
effect on IgM polymerization, the introduction of the μ tp
to IgA leads to higher-order IgA polymers (167). Based on
this finding, it has been proposed that IgM polymerization
is more efficient than IgA polymerization.

The J Chain

The J chain, an evolutionarily conserved 137-amino-acid
polypeptide produced by B lymphocytes, functions to reg-
ulate multimer formation and to promote linkage of multi-
meric Ig to pIgR on epithelial cells. The J chain consists of
a single domain in a beta barrel conformation and does not
show sequence similarity to Ig domains (168). It contains
eight cysteine residues that participate in disulfide bonds
with two tp cysteines, as described earlier, as well as func-
tion to stabilize its own structure through intramolecular
bonds (167,169). The J chain influences the polymeriza-
tion of the multimers, because in the absence of J chain,
IgA forms fewer dimers and IgM forms fewer pentamers
(170).

The J chain exists in all polymeric forms of IgA and is
important in IgA polymerization and secretion across the
mucosa. J chain is not required for IgM polymers, but is
required for external secretion. While IgM pentamers con-
tain J chain, hexamers almost always lack it. The makeup
of IgM is biologically significant since IgM hexamers have
about 20-fold greater ability to activate complement than
IgM pentamers. The presence of increased levels of hexam-
eric IgM has been postulated to play a role in the patho-
genesis of Waldenstrom’s macroglobulinemia and cold ag-
glutinin disease (171).

Immunoglobulin Transport

Transport of dimeric IgA and pentameric IgM to the mu-
cosal secretions occurs after binding to pIgR that is present
on the basolateral surface of the lining epithelial cells.
The J chain is essential for the secretion of IgA and IgM
and, as described earlier, influences the polymeric struc-
ture of the Ig (159). pIgR is a transmembrane receptor
synthesized by mucosal epithelial cells that contains seven
domains, including five extracellular V-like domains, a
transmembrane domain, and a cytoplasmic domain (172).
Once bound to pIgR, polymeric Ig is endocytosed and
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transported to the apical surface of the cell. pIgR is then
proteolytically cleaved between the fifth and sixth domains
to release a complex (termed secretory Ig) containing the
H, L and, J chains, and the secretory component (SC),
which represents the cleaved extracellular portion of pIgR
(173,174). As pIgR undergoes constitutive transcytosis in
the absence of polymeric Ig, free SC is also released into
the mucosal secretions. SC has several biological func-
tions, including protecting the Ig from degradation by pro-
teases and binding bacterial antigens such as the Clostrid-
ium difficile toxin A (175,176). SC also functions to localize
sIgA to the mucus layer to help protect against invasion by
pathogens (177). Results from pIgR-null mice demonstrate
that alternate pathways exist to transport polymeric Ig to
the mucosal secretions as some secretory Ig still crosses
the epithelial cells in the absence of pIgR (178). Results
from pIgR-null mice also demonstrate the importance of
high levels of secretory antibodies, as these mice are more
susceptible to mucosal infections with pathogens such as
Salmonella typhimurium and Streptococcus pneumoniae
(179,180).

The epithelial transcyotosis of polymeric Ig has several
biological implications. First by delivering the Ig to the mu-
cosal surface, it enables antibodies to bind to pathogenic
agents and prevent them from penetrating the mucosa, a
process termed immune exclusion. Second, transcytosing
antibody can neutralize viruses intracellularly (181,182).
Finally, polymeric Ig can bind to antigens in the mu-
cosal lamina propria and excrete them to the mucosal lu-
men (where they can be removed from the body) by the
same pIgR-mediated transcytosis process (183,184). Some
pathogens can exploit the pIgR-mediated transcytosis pro-
cess in reverse to penetrate the mucosa. For example, the
pneumococcal adhesin, CbpA, can bind pIgR at the epithe-
lial apical surface, leading to bacterial penetration of the
mucosa (185).

CONCLUSION

Immunoglobulins are extremely versatile molecules that
can carry out many biological activities at the same time.
The need to be able to recognize unique antigen struc-
tures prior to any previous exposure, coupled with the
need to maintain host cell receptor or complement recog-
nition properties, presents a truly unique challenge for
the system. As has been described, the system incorpo-
rates diversity within specific constraints. The precise bi-
ological niches may differ, but the overall design for these
molecules is the same.

The flexibility and biologic properties of immunoglob-
ulins have made them a major focus of molecular engi-
neering. Immunoglobulins are being used as therapeutic
agents, as well as for biotechnology applications. These
opportunities have led to a resurgence of interest in the

structure–function aspects of antibodies as we approach
“designer antibodies.” Both the variable and constant por-
tions of these molecules are current substrates for engi-
neering purposes, offering the potential for altering both
receptor and effector function. The study of antibodies be-
gan with the need to understand how sera could neutralize
toxins. It is likely that antibodies will continue to be a ma-
jor focus for those who seek to take fundamental principles
of protein chemistry to the bedside.
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INTRODUCTION

The basic principles of antigen–antibody interaction are
those of any bimolecular reaction. Moreover, the binding
of antigen by antibody can, in general, be described by the
same theories and studied by the same experimental ap-
proaches as the binding of a hormone by its receptor, of a
substrate by enzyme, or of oxygen by hemoglobin. There
are several major differences, however, between antigen–

antibody interactions and these other situations. First, un-
like most enzymes and many hormone-binding systems,
antibodies do not irreversibly alter the antigen they bind.
Thus, the reactions are, at least in principle, always re-
versible. Second, antibodies can be raised, by design of
the investigator, with specificity for almost any substance
known. In each case, one can find antibodies with affini-
ties as high as and specificities as great as those of enzymes
for their substrates and receptors for their hormones. The
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interaction of antibody with antigen can thus be taken as a
prototype for interactions of macromolecules with ligands
in general. In addition, these same features of reversibility
and availability of a wide variety of specificities have made
antibodies invaluable reagents for identifying, quantitat-
ing, and even purifying a growing number of substances
of biological and medical importance.

Another feature of antibodies that in the past proved to
be a difficulty in studying and using them, compared to,
say, enzymes, is their enormous heterogeneity. Even “pu-
rified” antibodies from an immune antiserum, all specific
for the same substance and sharing the same overall im-
munoglobulin structure (see Chapter 4), will be a hetero-
geneous mixture of molecules of different subclass, affin-
ity, and fine specificity and ability to discriminate among
cross-reacting antigens. The advent of hybridoma mono-
clonal antibodies (1–3) has made available a source of ho-
mogeneous antibodies to almost anything to which anti-
sera can be raised. Nevertheless, heterogeneous antisera
are still in widespread use and even have advantages for
certain purposes, such as precipitation reactions. There-
fore, it is critical to keep in mind throughout this chapter,
and indeed much of the volume, that the principles derived
for the interaction of one antibody with one antigen must
be modified and extended to cover the case of heteroge-
neous components in the reaction.

In this chapter, we examine the theoretical principles
necessary for analyzing, in a quantitative manner, the in-
teraction of antibody with antigen and the experimental
techniques that have been developed to study these in-
teractions and to make use of antibodies as quantitative
reagents. Further, we discuss the derivation, use, and prop-
erties of monoclonal antibodies.

THERMODYNAMICS AND KINETICS

The Thermodynamics of Affinity

The basic thermodynamic principles of antigen–antibody
interactions, as indicated earlier, are the same as those for
any reversible bimolecular binding reaction. We review
these as they apply to this particular immunological re-
action.

Chemical Equilibrium in Solution

For this purpose, let S = antibody binding sites, L = ligand
(antigen) sites, and SL = the complex of the two. Then for
the reaction

S + L � SL (1)

the mass action law states

K A = [SL]
[S][L]

(2)

where K A = association constant (or affinity) and square
brackets indicate molar concentration of the reactants en-
closed. The import of this equation is that, for any given set
of conditions such as temperature, pH, and salt concentra-
tion, the ratio of the concentration of the complex to the
product of the concentrations of the reactants at equilib-
rium is always constant. Thus, changing the concentra-
tion of either antibody or ligand will invariably change the
concentration of the complex, provided neither reactant is
limiting—that is, neither has already been saturated—and
provided sufficient time is allowed to reach a new state of
equilibrium. Moreover, because the concentrations of an-
tibody and ligand appear in this equation in a completely
symmetrical fashion, doubling either the antibody concen-
tration or the antigen concentration results in a doubling
of the concentration of the antigen–antibody complex, pro-
vided the other reactant is in sufficient excess. This proviso,
an echo of the one just above, is inherent in the fact that
[S] and [L] refer to the concentrations of free S and free
L , respectively, in solution, not the total concentration,
which would include that of the complex. Thus, if L is not
in great excess, doubling [S] results in a decrease in [L] as
some of it is consumed in the complex, so the net result is
less than a doubling of [SL]. Similarly, halving the volume
results in a doubling of the total concentration of both an-
tibody and ligand. If the fraction of both reactants tied up
in the complex is negligibly small (as might be the case
for low-affinity binding), the concentration of the complex
quadruples. However, in most practical cases, the concen-
tration of complex is a significant fraction of the total con-
centration of antigen or antibody or both, so the net result
is an increase in the concentration of complex, but by a
factor of less than 4. The other important, perhaps obvi-
ous but often forgotten, principle to be gleaned from this
example is that since it is concentration, not amount, of
each reactant that enters into the mass action law (Equa-
tion 2), putting the same amount of antigen and antibody
in a smaller volume will increase the amount of complex
formed, and diluting them in a larger volume will greatly
decrease the amount of complex formed. Moreover, these
changes go approximately as the square of the volume, so
volumes are critical in the design of an experiment.

The effect of increasing free ligand concentration [L] at
constant total antibody concentration on the concentra-
tion of complex [SL] is illustrated in Figure 5.1. The mass
action law (Equation 2) can be rewritten

[SL] = K A[S][L] = K A([S]t − [SL])[L] (3)

or

[SL] = K A[S]t[L]
(1 + K A[L])

(3′)

where [S]t = total antibody site concentration; that is,
[S] + [SL]. Initially, when the complex [SL] is a negligi-
ble fraction of the total antibody [S]t , the concentration of
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FIGURE 5.1 Schematic plot of bound ligand concentration as
a function of free ligand concentration at a constant total con-
centration of antibody combining sites, [S]t . The curve asymp-
totically approaches a plateau at which [bound ligand] = [S]t .

complex increases nearly linearly with increasing ligand.
However, as a larger fraction of antibody is consumed, the
slope tapers off, and the concentration of complex, [SL],
asymptotically approaches a plateau value of [S]t as all
the antibody becomes saturated. Thus, the concentration
of antibody-binding sites can be determined from such
a saturation-binding curve (Figure 5.1), taking the con-
centration of (radioactively or otherwise labeled) ligand
bound at saturation as a measure of the concentration of
antibody sites.1 This measurement is sometimes referred
to as antigen-binding capacity.

The total concentration of ligand at which the antibody
begins to saturate is a function not only of the antibody
concentration but also of the association constant, K A ,
also called the affinity. This constant has units of M−1 or
liters/mol, if all the concentrations in Equation 2 are mo-
lar. Thus, the product K A[L] is unitless. It is the value of
this product relative to 1 that determines how saturated
the antibody is, as can be seen from Equation 3′. For ex-
ample, an antibody with an affinity of 107 M−1 will not be
saturated if the ligand concentration is 10−8 M (product
K A[L] = 0.1), even if the total amount of ligand is in great
excess over the total amount of antibody. From Equation
3′, the fraction of antibody occupied would be only 0.1/1.1,
or about 9% in this example. These aspects of affinity and
the methods for measuring affinity are analyzed in greater
detail in the next section.

Free Energy

With regard to thermodynamics, the affinity, K A , is also
the central quantity, because it is directly related to the
free energy, �F , of the reaction by the equations

�F ◦ = −RT ln K A (4)

K A = e−�F ◦/RT (4′)

1 This point is strictly true only for univalent ligands, but most mul-
tivalent ligands behave as effectively univalent at large antigen
excess, where this plateau is measured.

where R is the so-called gas constant (1.98717 cal/◦K · mol),
T is the absolute temperature (in degrees Kelvin), ln is the
natural logarithm, and e is the base of the natural loga-
rithms. The minus sign is introduced because of the con-
vention that a negative change in free energy corresponds
to positive binding. �F ◦ is the standard free-energy
change defined as the �F for 1 mol antigen + 1 mol an-
tibody sites combining to form 1 mol of complex at unit
concentration.

It is also instructive to note an apparent discrepancy in
Equations 4 and 4′. As defined in Equation 2, K A has di-
mensions of M−1 (i.e., liters/mol), whereas in Equation 4′ it
is dimensionless. The reason is that for Equation 4′ to hold
strictly, K A must be expressed in terms of mole fractions
rather than concentrations. The mole fraction of a solute
is the ratio of moles of that solute to the total number
of moles of all components in the solution. Because water
(55 M) is by far the predominant component of most aque-
ous solutions, for practical purposes, one can convert K A

into a unitless ratio of mole fractions by dividing all con-
centrations in Equation 2 by 55 M. This transformation
makes Equation 4′ strictly correct, but it introduces an ad-
ditional term, −RT ln 55 (corresponding to the entropy of
dilution), into Equation 4. This constant term cancels out
when one is subtracting �F values, but not when one dis-
cusses ratios of �F values.

An important rule of thumb can be extracted from these
equations. Because ln 10 = 2.303, a 10-fold increase in
affinity of binding corresponds to a free-energy change
�F of only 1.42 kcal/mol at 37◦C (310.15◦K). (The cor-
responding values for 25◦C and 4◦C are 1.36 kcal/mol and
1.27 kcal/mol, respectively.) This is less than one-third the
energy of a single hydrogen bond (about 4.5 kcal/mol).
Looked at another way, a very high affinity of 1010 M−1

corresponds to a �F of only 14.2 kcal/mol, approximately
the bonding energy of three hydrogen bonds. (Of course,
since hydrogen bonds with water are broken during the for-
mation of hydrogen bonds between antigen and antibody,
the net energy per hydrogen bond is closer to 1 kcal/mol).
It is apparent from this example that of the many interac-
tions (hydrophobic and ionic as well as hydrogen bonding)
that occur between the contact residues in an antibody-
combining site and the contacting residues of an antigen
(e.g., a protein), almost as many are repulsive as attrac-
tive. It is this small difference of a few kilocalories between
much larger numbers corresponding to the total of attrac-
tive and the total of repulsive interactions that leads to
net “high-affinity” binding. If �F were any larger, bind-
ing reactions would be of such high affinity as to be es-
sentially irreversible. Viewed in this way, it is not surpris-
ing that a small modification of the antigen can result in
an enormous change in affinity. A single hydrogen bond
can change the affinity many-fold, and similar arguments
apply to hydrophobic interactions and other forms of
bonding. This concept is important when we discuss speci-
ficity and antigen structure later.
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Effects of Temperature, pH, Salt Concentration,
and Conformational Flexibility

It was mentioned earlier that K A is constant for any given
set of conditions such as temperature, pH, and salt concen-
tration. However, it varies with each of these conditions.
We have already seen that the conversion of free energy to
affinity depends on temperature. However, the free energy
itself is also a function of temperature

�F ◦ = �H◦ − T �S◦ (5)

where �H is change in enthalpy (the heat of the reaction)2

and �S is the entropy (a term related to the change in
disorder produced by the reaction),2 and T is the absolute
temperature (in degrees Kelvin).

It can be shown that the association constant K A will
thus vary with temperature, as follows:

d ln K A

dT
= �H◦

RT 2
(6)

or equivalently,

d ln K A

d(1/T )
= −�H◦

R
(6′)

The derivation of these equations is beyond the scope of
this book (see [4]). However, the practical implications are
as follows: First, one can determine the standard enthalpy
change �H◦ of the reaction from the slope of a plot of
ln K A versus 1/T. Second, for an interaction that is pri-
marily exothermic (i.e., driven by a large negative �H,

such as the formation of hydrogen bonds and polar bonds),
the affinity decreases with increasing temperature. Thus,
many antigen–antibody interactions have a higher affinity
at 4◦C than at 25◦C or 37◦C, so maximum binding for a
given set of concentrations can be achieved in the cold.
In contrast, apolar or hydrophobic interactions are driven
largely by the entropy term, T�S, and �H◦ is near zero. In
this case, there is little effect of temperature on the affinity.

As for the effects of pH and salt concentration (or ionic
strength) on the affinity, these vary depending on the na-
ture of the interacting groups. Most antigen–antibody re-
actions are studied near neutral pH and at physiologic salt
concentrations (0.15 M NaCl). If the interaction is domi-
nated by ionic interactions, high salt concentration lowers
the affinity.

Conformational flexibility of an antigen can also affect
the affinity by affecting the entropy term in Equation 5.
An outstanding example comes from the thermodynamics
of binding of a series of broadly neutralizing monoclonal
antibodies to the HIV envelope protein gp120. The energet-
ics of binding between HIV gp120 and its cellular receptor
CD4 (5) or to a panel of monoclonal antibodies (6) has
been studied in detail. The results provide insight into the

2 For a more complete description of these concepts, see a physical
chemistry text, such as Moore (4).

◗ TABLE 5.1 Energetics of Antibody Binding to
gp120 Core Structure (Based on [6])

Ligand ΔF ΔH −TΔS

CD4 −10.4 −48.4 38.2
F105 −11.4 −30.0 18.6
b12 −12.3 −18.0 5.7
2G12 −7.8 −6.2 −1.6

ways protein flexibility can help the virus to evade antibody
immunity. They may also explain part of the difficulty in
eliciting antibodies of this type when immunizing with the
native protein.

Gp120 is a glycoprotein that exhibits at least two con-
formational states: One exists on the virus, and it changes
to the other when it binds the CD4 receptor on the cell sur-
face. Monoclonal antibodies F105 and b12 bind residues
within the CD4 binding site on gp120, while monoclonal
2G12 binds the opposite surface. The CD4 binding site
defines a neutralizing surface that is conserved among a
broad range of HIV isolates.

As shown in Table 5.1, CD4 and each antibody demon-
strated a strongly negative �F, corresponding to high-
affinity binding. However, as shown by microcalorimetry,
they arrived at the affinity in different ways. CD4 and F105
have a strong negative �H of binding, but they also have a
large, negative entropy due to the conformational change
required, as shown by strongly positive values for −T�S.
This entropy effect greatly reduces the overall �F of bind-
ing, so they depend on a very large negative �H to bind.
In contrast, monoclonal b12 has moderate levels of both
�H and −T�S, resulting in a nearly identical �F . Mon-
oclonal 2G12 binds gp120 with a less favorable �H but no
entropy cost.

The two discrete conformations of gp120 may be called
the open and closed forms. The excursion between these
two conformations affects the entropy of binding. CD4 and
F105 only bind the open form, which reduces randomness
and creates an entropy barrier. Monoclonal b12 is less de-
pendent on one conformation, so it binds with less entropy
cost, and 2G12 is indifferent to the two forms, so it has no
entropy effect at all.

The strong entropy effect observed for these monoclon-
als may illustrate one way for the virus to evade anti-
body binding through a mechanism called conformational
masking. The randomness of gp120, as found on the virus,
means that it is rarely in the open conformation, making it
difficult for most antibodies like F105 to bind. Only the rare
antibody that is b12-like can bind multiple forms and even-
tually pull gp120 into its most favorable conformation.

The same effect may explain the difficulty in eliciting
antibodies to this site using native gp120. If it is rarely in
the open form, it will be unable to trigger B cells to make
antibodies that require this form, and it will deliver only a
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weak antigenic stimulus to those that bind partially to dif-
ferent conformations, such as b12. These considerations
suggest that a more favorable vaccine antigen could be
made if gp120 could be anchored in the open conforma-
tion, so it could stimulate B cells to make antibodies that
require this form. The hallmark of this structure would
be its ability to bind F105 and b12 with a good �H and
reduced values of −T�S.

Kinetics of Antigen–antibody Reactions

A fundamental connection between the thermodynamics
and kinetics of antigen–antibody binding is expressed by
the relationship

K A = k1

k−1
(7)

where k1 and k−1 are the rate constants for the forward
(association) and backward (dissociation) reactions.

The forward reaction is determined largely by diffusion
rates (theoretical upper limit 109 liters/mol·sec) and the
probability that a collision will result in binding—that is,
largely the probability that both the antigen and the anti-
body will be oriented in the right way to produce a good fit,
as well as the activation energy for binding. The diffusive
rate constant can be shown (7) to be approximated by the
Smoluchowski equation

kdl = 4πa D(6 × 1020) (7a)

where a is the sum of the radii in centimeters of the
two reactants, D is the sum of the diffusion constants
in cm2/sec for the individual reactants, and the constant
6 × 1020 is necessary to convert the units to M−1 · sec−1.
For example, if a = 10−6 cm and D = 10−7 cm2/sec, then
kdl ≈ 7.5 × 108 M−1 · sec−1. Association rates will gener-
ally be slower for large protein antigens than for small hap-
tens. This observation may be due to the smaller value of
D, the orientational effects in the collision, and other non-
diffusional aspects of protein–protein interactions. There-
fore, association rates for protein antigens are more fre-
quently on the order of 105 to 106 M−1 · sec−1 (see below).
However, this observation can also be partly understood
from diffusion-limited rates alone. If the radii of hypothet-
ically spherical reactants are r1 and r2, then in Equation
7a, a = r1 + r2, whereas D is proportional to 1/r1 + 1/r2.
The diffusive rate constant is, therefore, proportional to

(r1 + r2)
(

1
r1

+ 1
r2

)
= (r1 + r2)2

r1r2
(7b)

From this result, it can be seen that if r1 = r2 = r, then r
cancels out and the whole term in Equation 7b is simply
equal to 4. Thus, for the interaction between two molecules
of equal size, the diffusive rate constant is the same re-
gardless of whether those molecules are large or small (8).
However, if one molecule is large and the other small, the

rate is greater than if both molecules are large. This dif-
ference occurs because reducing the radius r1 while keep-
ing r2 constant (and larger than r1) has a greater effect
on increasing the diffusion constant term D, proportional
to (1/r1 + 1/r2), in which the smaller radius produces the
larger term, than it has on the term a, which is still dom-
inated by the larger radius r2. For example, if r2 = r as
above, but r1 = 0.1r , then the numerator in Equation 7b
is only reduced from 4r 2 to 1.21r 2, whereas the denomina-
tor is reduced from 1r 2 to 0.1r 2. Thus, the ratio is increased
from 4 to 12.1. Viewed another way, the greater diffusive
mobility of the small hapten outweighs its diminished tar-
get area relative to a large protein antigen, since the larger
target area of the antibody is available to both.

The dissociation rate (or “off rate”) k−1 is determined
by the strength of the bonds (as it affects the activation
energy barriers for dissociation) and the thermal energy
kT (where k is Boltzmann’s constant), which provides the
energy to surmount this barrier. The activation energy for
dissociation is the difference in energy between the start-
ing state and the transition state of highest energy to which
the system must be raised before dissociation can occur.

As pointed out by Eisen (9), if one compares a series of
related antigens, of similar size and other physical proper-
ties, for binding to an antibody, the association rates are all
very similar. The differences in affinity largely correspond
to the differences in dissociation rates.

A good example is that of antibodies to the protein anti-
gen staphylococcal nuclease (10). Antibodies to native nu-
clease were fractionated on affinity columns of peptide
fragments to isolate a fraction specific for residues 99 to
126. The antibodies had an affinity of 8.3 × 108 M−1 for
the native antigen and an association rate constant, kon, of
4.1 × 105 M−1 · sec−1. This kon was several orders of mag-
nitude lower than had been observed for small haptens
(11), as discussed earlier. A value of koff of 4.9 × 10−4 sec−1

was calculated using these results in Equation 7. This is a
first-order rate constant from which one can calculate a
half-time for dissociation (based on t1/2 = ln 2/koff) of 23
minutes. These rates are probably typical for high-affinity
(K A ≈ 109 M−1) antibodies to small protein antigens such
as nuclease (MW ≈ 17,000). The dissociation rate is im-
portant to know in designing experiments to measure bind-
ing, because if the act of measurement perturbs the equi-
librium, the time one has to make the measurement (e.g.,
to separate bound and free) is determined by this half-time
for dissociation. For instance, a 2-minute procedure that
involves dilution of the antigen–antibody mixture can be
completed before significant dissociation has occurred if
the dissociation half-time is 23 minutes. However, if the
on rate is the same, but the affinity 10-fold lower, still a
respectable 8 × 107 M−1, then the complex could be 50%
dissociated in the time required to complete the procedure.
This caution is very relevant in the following discussion of
methods of measuring binding and affinity below.
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Because knowledge of the dissociation rate can be so
important in the design of experiments, a word should
be said about techniques to measure it. Perhaps the most
widely applicable one is the use of radiolabeled antigen.
After equilibrium is reached and the equilibrium concen-
tration of bound radioactivity determined, a large excess of
unlabeled antigen is added. Because any radioactive anti-
gen molecule that dissociates is quickly replaced by an un-
labeled one, the probability of a radioactive molecule as-
sociating again is very small. Therefore, one can measure
the decrease in radioactivity bound to antibody with time
to determine the dissociation rate.3

AFFINITY

It is apparent from our earlier discussion that a lot of in-
formation about an antigen–antibody reaction is packed
into a single value: its affinity. In this section, we exam-
ine affinity more closely, including methods for measuring
affinity and the heterogeneity thereof, the effects of multi-
valency of antibody and of antigen, and the special effects
seen when the antigen–antibody interaction occurs on a
solid surface (two-phase systems).

Interaction in Solution with
Monovalent Ligand

The simplest case is that of the interaction of antibody with
monovalent ligand. We may include in this category both
antihapten antibodies reacting with truly monovalent hap-
tens and antimacromolecule antibodies, which have been
fractionated to obtain a population that reacts only with
a single, nonrepeating site on the antigen.4 In the latter
case, the antigen behaves as if monovalent in its interac-
tion with the particular antibody population under study.
The proviso that the site recognized (antigenic determi-
nant) be nonrepeating—that is, occur only once per anti-
gen molecule—of course, is critical.

If the combining sites on the antibody are independent
(i.e., display no positive or negative cooperativity for anti-
gen binding), then for many purposes one can treat these
combining sites, reacting with monovalent ligands, as if
they were separate molecules. Thus many, but not all, of

3 This method assumes that all binding sites are independent, as
is generally true for antibodies and monovalent ligands. If there
were either negative or positive cooperativity in binding, then the
change in receptor occupancy that occurs when a large excess of
unlabeled antigen is added would probably perturb the dissocia-
tion rate of radiolabeled antigen molecules already bound to other
sites.

4 Such fractionated antibodies may contain mixtures of antibodies
to overlapping sites within a domain on the antigen, but as long
as no two antibody molecules (or combining sites) can bind to the
same antigen molecule simultaneously, the antigen still behaves
as effectively monovalent.

FIGURE 5.2 Equilibrium dialysis. Two chambers are separated
by a semipermeable membrane that is freely permeable to ligand
but not at all to antibody. Antibody is placed in one chamber (B),
and ligand in one or both chambers. Regardless of how the ligand
is distributed initially, after sufficient time to reach equilibrium,
it will be distributed as follows: The concentration of free ligand
will be identical in both chambers, but chamber B will have ad-
ditional ligand bound to antibody. The concentration of bound
ligand is thus the difference between the ligand concentration in
the two chambers, whereas the free concentration is the concen-
tration in chamber A. Since these concentrations must obey the
mass action law, Equation 2, they can be used to determine the
affinity K A , from Equations 3 or 3′, by any of several graphical
procedures, such as Scatchard analysis (described in the text).

the properties we discuss can be analyzed in terms of the
concentration of antibody-combining sites, independent
of the number of such sites per antibody molecule (2 for
IgG and IgA, 10 for IgM).

To determine the affinity of an antibody, one generally
determines the equilibrium concentrations of bound and
free ligand at increasing total ligand concentrations but
at constant antibody concentration. Alternatively, one can
vary the antibody concentration, but then the analysis is
slightly more complicated. Perhaps the theoretically most
elegant experimental method to determine these quanti-
ties is equilibrium dialysis (12,13), depicted and explained
in Figure 5.2, in which ligand (antigen) is allowed to equi-
librate between two chambers, only one of which contains
antibody, separated by a semipermeable membrane imper-
meable to antibody. The important feature of this method,
as opposed to most others, is that the concentrations of
ligand in each chamber can be determined without per-
turbing the equilibrium. The disadvantage of this method
is that it is applicable only to antigens small enough to
permeate freely a membrane that will exclude antibody.
Another technical disadvantage is that bound antigen, de-
termined as the difference between bound plus free anti-
gen in one chamber and free antigen in the other, is not
measured independently of free antigen.

Another category of method uses radiolabeled ligand in
equilibrium with antibody and then physically separates
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B
A

FIGURE 5.3 Scatchard analysis of the
binding of [3H]-sperm whale myoglobin
by a monoclonal antibody to myoglobin
(A) and by the serum antibodies from the
same mouse whose spleen cells were fused
to prepare the hybridoma (B). The mon-
oclonal antibody (clone HAL 43-201E11,
clone 5) produces a linear Scatchard
plot, whose slope, −1.6 × 109 M−1, equals
−K A , and whose intercept on the ab-
scissa gives the concentration of antibody-
binding sites. In contrast, the serum an-
tibodies produce a curved (concave up)
Scatchard plot, indicative of heterogene-
ity of affinity. From (15), with permission.

free antigen from antigen bound to antibody and quanti-
tates each separately. The methods used to separate bound
and free antigen are discussed below in the section on ra-
dioimmunoassay. These methods generally allow indepen-
dent measurement of bound and free antigen but may per-
turb the equilibrium.

Scatchard Analysis

Once data are obtained, there are a number of methods of
computing the affinity; we shall discuss two. Perhaps the
most widely used is that described by Scatchard (14) (Fig-
ure 5.3 [15]). The mass action equilibrium law is plotted
in the form of Equation 3

[SL] = K A([S]t − [SL])[L] (3)

and B is substituted for [SL] and F for [L], referring to
bound and free ligand, respectively. Then the Scatchard
equation is

B
F

= K A([S]t − B) (8)

Note that a very critical implicit assumption was made
in this seemingly simple conversion. The [SL] within the
parentheses in Equation 3 was intended to be the concen-
tration of bound antibody sites, so that ([S]t − [SL]) =
free [S]. However, in Equation 8, we have substituted B,

the concentration of bound ligand. If the ligand behaves
as monovalent, then this substitution is legitimate, since
every bound ligand molecule corresponds to an occupied
antibody site. However, if the ligand is multivalent and can
bind more than one antibody site, then Equation 8 is valid
only in ligand excess where the frequency of ligands with
more than one antibody bound is very low. In this section

we are discussing only monovalent ligands, but this pro-
viso must be kept in mind when the Scatchard analysis is
applied in other circumstances.

From Equation 8, we see that a plot of B/F versus
B should yield a straight line (for a single affinity), with
a slope of −K A and an intercept on the abscissa corre-
sponding to antibody-binding site concentration (Figure
5.3). This is the so-called Scatchard plot. An alternative
version that is normalized for antibody concentration is es-
pecially useful if the data were obtained at different values
of total antibody concentration, [A]t , instead of constant
[A]t . However, for this version one requires an indepen-
dent measure of total antibody concentration, other than
the intercept of the plot. Then one divides Equation 8 by
the total concentration of antibody molecules (making no
assumptions about the number of sites per molecule) to
obtain

r
c

= K A(n − r ) (9)

where r is defined as the number of occupied sites per
antibody molecule, n is defined as the total number of sites
per antibody molecule, and c is free ligand concentration;
that is, c = F . Thus,

r = B
[total antibody]

= B
[A]t

n = [total sites]
[total antibody]

= [S]t

[A]t

where [A]t = total molar antibody concentration. In this
form of the Scatchard plot, r /c versus r , the slope is still
−K A , and the intercept on the r axis is n. Thus, one can
determine the number of sites per molecule. Of course,
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if one determines [S]t from the intercept of Equation 8,
one can also calculate the number of sites per molecule
by dividing [S]t by any independent measure of antibody
concentration. Thus, the only advantage of normalizing
all the data points first to plot the r /c form arises when the
data were obtained at varying antibody concentrations. If
the antibody concentration is unknown but held constant,
then the B/F form is more convenient and actually pro-
vides one measure of antibody (site) concentration. Since
today we know the value of n for each class of antibody
(2 for IgG and serum IgA, 10 for IgM), the concentration
of sites and that of antibody are easily converted in many
cases.

Heterogeneity of Affinity

The next level of complexity arises when one is dealing
with a mixture of antibodies of varying affinity for the li-
gand. This is the rule, rather than the exception, when one
deals with antibodies from immune serum, even if they are
fractionated to be monospecific—that is, all specific for the
same site on the antigen. Contrast, for example, the linear
Scatchard plot for a homogeneous monoclonal antibody to
myoglobin (Figure 5.3A) with the curved Scatchard plot for
the serum antibodies from the same mouse used to prepare
the hybridoma monoclonal antibody (Figure 5.3B). This
concave up Scatchard plot is typical for heterogeneous an-
tibodies. In a system such as hormone receptor–hormone
interaction in which negative cooperativity can occur be-
tween receptor sites (i.e., occupation of one site lowers
the affinity of its neighbor), a concave up Scatchard plot
can be produced by negative cooperativity in the absence
of any intrinsic heterogeneity in affinity. However, in the
case of antibodies, where no such allosteric effect has been
demonstrated, a concave up Scatchard plot indicates het-
erogeneity of affinity.

Ideally, one would like to imagine that the tangents all
along the curve correspond (in slope) to the affinities of the
many subpopulations of antibodies. Mathematically, this is
not strictly correct, but it is true that the steeper part of the
curve corresponds to the higher-affinity antibodies and the
shallower part of the curve to the lower-affinity antibodies.
Graphical methods have been developed to analyze more
quantitatively the components of such curves (16,17), and
a very general and versatile computer program, LIGAND,
has been developed by Munson and Rodbard (18) that can
fit such curves using any number of subpopulations of dif-
ferent affinity. For purposes of this chapter, we discuss only
the case of two affinities and then examine the types of aver-
age affinities that have been proposed when one is dealing
with much greater heterogeneity. We also examine math-
ematical estimates of the degree of heterogeneity (analo-
gous to a variance).

When an antibody population consists of only two sub-
populations of different affinities, K1 and K2, then we can

add the component Equations 3′ to obtain

r = r1 + r2 = n1 K1c
(1 + K1c)

+ n2 K2c
(1 + K2c)

(10)

so that
r
c

= n1 K1

(1 + K1c)
+ n2 K2

(1 + K2c)
(10′)

where the subscripts correspond to the two populations.
Then the graph of r /c versus r can be shown to be a hyper-
bola whose asymptotes are, in fact, the linear Scatchard
plots of the two components (Figure 5.4). This situation
has been analyzed graphically by Bright (19). Taking the
limits as c → 0 and as c → ∞, it can easily be shown that
the intercept on the abscissa is just n1 + n2 (or, in the form
B/F versus B, the intercept is the total concentration of
binding sites [S]t), and the intercept on the ordinate is
n1 K1 + n2 K2. Thus, one can still obtain the total value of

FIGURE 5.4 Analysis of a curved Scatchard plot produced by a
mixture of two antibodies with different affinities. The antibod-
ies have affinities K1 and K2 and have n1 and n2 binding sites
per molecule, respectively. r is the concentration of bound anti-
gen divided by the total antibody concentration (i.e., bound sites
per molecule), and c is the free antigen concentration. The curve
is a hyperbola that can be decomposed into its two asymptotes,
which correspond to the linear Scatchard plots of the two com-
ponents in the antibody mixture. The tangents to the curve at its
intercepts only approximate these asymptotes, so that the slopes
of the tangents estimate but do not accurately correspond to the
affinities of the two antibodies. However, the intercept on the r
axis corresponds to n1 + n2. Note that in this case n1 and n2 must
be defined in terms of the total antibody concentration, not that
of each component.
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n or [S]t from the intercept on the abscissa. The prob-
lem is in obtaining the two affinities, K1 and K2, and the
concentrations of the individual antibody subpopulations
(corresponding to n1 and n2). If K1 is greater than K2, one
can approximate the affinities from the slopes of the tan-
gents at the two intercepts (Figure 5.4), but these will not,
in general, be exactly parallel to the two asymptotes, which
give the true affinities, so some error is always introduced,
depending on the relative values of n1 and n2 and K1 and
K2. A graphical method for solving for these exactly has
been worked out by Bright (19) and computer methods by
Munson and Rodbard (18).

Average Affinities

In practice, of course, one rarely knows that one is deal-
ing with exactly two subpopulations, and most antisera are
significantly more heterogeneous than that. Therefore, the
previous case is more illustrative of principles than of prac-
tical value. When faced with a curved Scatchard plot, one
usually asks what the average affinity is, and perhaps some
measure of the variance of the affinities, without being able
to define exactly how many different affinity populations
exist.

Suppose one has m populations each with site concen-
tration [Si ] and affinity Ki , so that at free ligand concen-
tration [L], the fraction of each antibody that has ligand
bound will be given by an equation of the form of Equa-
tion 3′:

Bi = Ki [Si ]t[L]
(1 + Ki [L])

(11)

Then the bound concentrations sum to give

B =
m∑

i=1

Bi =
m∑

i=1

Ki [Si ]t[L]
(1 + Ki [L])

(11′)

Substituting F for [L] and dividing through by this quan-
tity, one obtains

B
F

=
m∑

i=1

Ki [Si ]t

(1 + Ki F )
(12)

or equivalently

r
c

=
m∑

i=1

Ki ni

(1 + Ki c)
(12′)

These can be seen to be generalizations of Equations 10
and 10′. Taking the limits as F → 0 and F → ∞, one again
sees that the

intercept on ordinate =
m∑

i=1

Ki [Si ]t (13)

FIGURE 5.5 Types of average affinities for a heterogeneous pop-
ulation of antibodies, as defined on a Scatchard plot. K0 is the
slope of the tangent to the curve at a point where B = [S]t /2, that
is, where half the antibody sites are bound. Thus, K0 corresponds
to a median affinity. Kav is the slope of the chord between the in-
tercepts and corresponds to a weighted average of the affinities,
weighted by the concentrations of the antibodies with each affin-
ity. Adapted from (20).

and the

intercept on abscissa =
m∑

i=1

[Si ]t = [S]t (14)

Therefore, one can still obtain the total antibody site con-
centration from the intercept on the abscissa (Figure 5.5)
(20).

Two types of average affinity can be obtained graph-
ically from the Scatchard plot (20). Perhaps the more
widely used K0 is actually more accurately a median affin-
ity rather than a mean affinity. It is defined as the slope of
the tangent at the point on the curve where half the sites are
bound—that is, where B = [S]t/2 (Figure 5.5). A second
type of average affinity, which we call Kav, is a weighted
mean of the affinities, each affinity weighted by its propor-
tional representation in the antibody population. Thus, we
take the ratio

Kav =
m∑

i=1

Ki [Si ]t

[S]t
(15)

From Equations 13 and 14, it is apparent that Kav is
simply the ratio of the two intercepts on the B/F and B
axes—that is, the slope of the chord (Figure 5.5). This type
of weighted mean affinity, Kav, is, therefore, actually easier
to obtain graphically in some cases than K0, and we shall
see that it is useful in other types of plots as well.
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Indices of Heterogeneity: The Sips Plot

For a heterogeneous antiserum, one would also like to
have some idea of the extent of heterogeneity of affinity.
For instance, if the affinities were distributed according
to a normal (Gaussian) distribution, one would like to
know the variance (21,22). More complex analyses have
been developed that do not require as many assumptions
about the shape of the distribution (23–25), but the first
and most widely used index of heterogeneity arbitrarily as-
sumes that the affinities fit a distribution, first described by
Sips (26), that is similar in shape to a normal distribution.
This was applied to the case of antibody heterogeneity by
Nisonoff and Pressman (27) and is summarized by Karush
and Karush (28). One fits the data to the assumed binding
function

r = n(K0c)a

(1 + (K0c)a)
(16)

which is analogous to Equations 3′ and 11 (the Langmuir
adsorption isotherm) except for the exponent a, which is
the index of heterogeneity. This index, a, is allowed to
range from 0 to 1. For a = 1, Equation 16 is equivalent to
Equation 3, and there is no heterogeneity. As a decreases
toward 0, the heterogeneity increases. To obtain a value
for a graphically, one plots the algebraic rearrangement of
Equation (16):

log
(

r
n − r

)
= a log c + a log K0 (17)

so that the slope of log[r/(n − r )] versus log c is the het-
erogeneity index a.

C. DeLisi (personal communication) has derived the
variance (second moment) of the Sips distribution in terms
of the free energy RT ln K0, about the mean of free en-
ergy. The result (normalized to RT ) gives the dispersion
or width of the distribution as a function of a:

σ 2
Sips

R2T 2
= π2(1 − a2)

3a2
(18)

This is useful for determining a quantity, σSips, which can
be thought of as analogous to a standard deviation, if one
keeps in mind that this is not a true Gaussian distribu-
tion. In addition, as noted earlier, the use of the Sips dis-
tribution requires the assumption that the affinities (really
the free energies) are continuously distributed symmetri-
cally about a mean, approximating a Gaussian distribu-
tion. This assumption frequently is not valid.

The Plot of B/F versus F or T

Another graphical method that is useful for estimating
affinities is the plot of bound/free versus free or total ligand
concentration, denoted F and T, respectively (20) (Figure
5.6). To simplify the discussion, let us define the bound/free
ratio, B/F , as R, and define R0 as the intercept, or limit,

FIGURE 5.6 Schematic plot of R, the bound/free ratio, as a
function of free (F ) or total (T ) antigen concentration. The curves
have a similar sigmoidal shape, but the midpoint (where R =
R0/2) of the plot of R versus T has a term dependent on antibody
site concentration ([S]t ), whereas the midpoint of the plot of R
versus F is exactly 1/K, independent of antibody concentration.
Adapted from (20).

as free ligand F → 0. First, for the case of a homogeneous
antibody, from Equation 3′,

R = B
F

= K [S]t

(1 + KF)
(19)

and

R0 = lim
F →0

B
F

= K [S]t (20)

Let us define the midpoint of the plot (Figure 5.6) as the
point at which R decreases to half its initial value, R0—that
is, at which R = K [S]t/2. For the case of homogeneous
antibody (i.e., a single affinity), simple algebraic manip-
ulation (20), substituting K [S]t/2 (i.e., R0/2) for B/F in
Equation 8, will show that at this midpoint5

F = 1
K

(21)

and

B = [S]t

2
(22)

so that the total concentration, T, is

T = B + F = [S]t

2
+ 1

K
(23)

5 It is important to note that R0 must be the limit of B/F as F truly
approaches zero. In an RIA in which the concentration of tracer
is significant compared to 1/K, reducing the unlabeled ligand con-
centration all the way to zero will still not yield the true limit R0.
The tracer concentration must also be negligible. If not, R0 will be
estimated falsely low, and the affinity will also be underestimated.
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Thus, if one plots B/F versus F , the midpoint directly
yields 1/K . However, it is frequently more convenient ex-
perimentally to plot B/F versus T. In this case, the mid-
point is no longer simply the reciprocal of the affinity. As
seen from Equation 23, the assumption that the midpoint
is 1/K will result in an error equal to half the antibody-
binding site concentration. Thus, in plots of B/F versus T,
the midpoint will be a good estimate of the affinity only
if [S]t/2 � 1/K —that is, if the antibody concentration is
low compared to the dissociation constant. In fact, if the
affinity is so high that 1/K � [S]t/2, then one will merely
be measuring the antibody concentration, not the affinity
at all (20) (Figure 5.6).

In the case of a heterogeneous antiserum, we have al-
ready seen that

R0 =
∑

i

Ki [Si ]t (13)

Therefore, at the midpoint, when B/F = R0/2, it is easy to
see that

Kav =
(

B
F

) (
2

[S]t

)
= R0

[S]t
(24)

Thus, one can still obtain the average affinity, as defined
above (20).

Regardless of average affinities, the effect of affinity het-
erogeneity is to broaden the curve, or to make the slope
shallower. This can be seen by visualizing the curve of B/F
versus F as a step function. Each antibody subpopulation
of a given affinity, Ki , will be titrated to 50% of its micro-
scopic B/F at a free ligand concentration F = 1/Ki . The
high-affinity antibodies will be titrated at low F , but the
low-affinity antibodies will require much higher F to be
titrated. The resulting step function is analogous to the
successive transitions corresponding to different pK val-
ues in a pH titration.

Intrinsic Affinity

The affinity, K A , that we have been discussing so far is what
has been termed the intrinsic affinity—that is, the affinity
of each antibody-combining site treated in isolation. We
have been able to do this, regardless of the valence of the
antibodies, by using the concentration of combining sites,
[S], in our equations rather than the concentration of anti-
body molecules, [A], which may have more than one site.
Even without any cooperativity between combining sites,
there is a statistical effect that makes the actual affinity
different from the intrinsic affinity if the antibody is mul-
tivalent and one uses whole antibody concentration rather
than site concentration. The way this difference arises can
best be seen by examining the case of a bivalent antibody,
such as IgG. We assume that the two sites are equivalent
and neither is affected by events at the other. The ligand,
as in this whole section, is monovalent. Then there are two

binding steps

A + L
K1� AL, AL + L

K2� AL2 (25)

and the corresponding actual affinities are

K1 = [AL]
[A][L]

, K2 = [AL2]
[AL][L]

(26)

If the intrinsic affinity of both equivalent sites is K , then
K1 will actually be twice K , because the concentration of
available sites [S] will be twice the antibody concentration
when the first ligand is about to bind, in step 1. However,
once one site is bound, the reverse (dissociation) reaction
of step 1 can occur from only one site—namely, that which
is occupied. Conversely, for the second step, the forward
reaction has only one remaining available site; however,
in the reverse reaction, AL2 → AL + L , either site can dis-
sociate to go back to the AL state. The second site bound
need not be the first to dissociate, and since the sites are
identical, one cannot tell the difference. Thus, for step 2,
the apparent concentration of sites for the reverse reac-
tion is twice that available for the forward reaction, so the
affinity K2 for the second step will be only half the intrinsic
affinity, K .

It is easy to see how this statistical effect can be extrap-
olated to an antibody with n sites (29):

K1 = nK and Kn =
(

1
n

)
K (27)

For the steps in between, two derivations are available
(9,29), which yield

Ki = (n − i + 1)
i

K (28)

The actual affinity, rather than the intrinsic affinity, be-
comes important with monovalent ligands when one is in-
terested in the effective affinity (based on a molar antibody
concentration) under conditions where [L] is so low that
only one site can bind antigen. Then for IgG or IgM (with 2
or 10 sites per molecule, respectively), the apparent affin-
ity will be theoretically 2 or 10 times the intrinsic affinity.
For most purposes, it is easier to use site concentrations
and intrinsic affinities. The analyses given earlier, such as
B/F versus F or the Scatchard plot, whether B/F versus
B or r /c versus r , will all yield intrinsic affinities. It is the
intrinsic affinity that tells us something about the nature
of the antibody–ligand interaction.

Once one enters the realm of multivalent ligands, the ac-
tual affinity or effective affinity involving multipoint bind-
ing between multivalent antibody molecule and multiva-
lent ligand molecule can be much greater than the intrinsic
affinity for binding at each site. This case is the subject of
the next section.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-05 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 11:13

Antigen–antibody Interactions and Monoclonal Antibodies 163

Interaction with Multivalent Ligands

So far, we have discussed only situations in which the li-
gand is monovalent, or effectively monovalent with respect
to the particular antibody under study. However, in many
situations the ligand molecule has multiple repeating iden-
tical determinants, each of which can bind independently
to the several identical combining sites on a divalent or
multivalent antibody.6 Although the intrinsic affinity for
the interaction of any single antibody-combining site with
any single antigenic determinant may be the same as that
discussed in the preceding section, the apparent or effec-
tive affinity may be much higher, due to the ability of a
single antibody molecule to bind more than one identi-
cal determinant of a multivalent antigen molecule. Karush
(30) has termed this phenomenon “monogamous biva-
lency.” Such monogamous binding can occur between two
molecules in solution, or between a molecule in solution
and one on a solid surface, such as a cell membrane or
microtiter plate. We first discuss the situation in solution
and then discuss the additional considerations that apply
when one of the reactants is bound to a solid surface.

Monogamous Bivalency

Suppose a divalent antibody molecule reacts with antigen
that has two identical determinants. This situation has
been treated in detail by Crothers and Metzger (31) and
by Karush (30). Let us call the two antibody sites S and S′,
and the antigenic determinants D and D ′, with the under-
standing that, in actuality, we cannot distinguish S from S′

or D from D ′. The interaction can be broken up into two
steps, a bimolecular reaction

S D S D
| + | K1� | |
S′ D ′ S′ D ′

(29)

followed by an intramolecular reaction

S D S D
| | K2� | |
S′ D ′ S′ D ′

(30)

The association constant for the first step, K1, is related to
the intrinsic affinity, K, simply by a statistical factor of 4
due to the degeneracy (equivalence) between S and S′ and
between D and D ′. This is a typical second-order reaction
between antigen and antibody. However, the second step
(Equation 30) is a first-order reaction, since it is effectively
an interconversion between two states of a single molecu-
lar complex, the reactants S′ and D ′ being linked chemi-
cally (albeit noncovalently) through the S—D bond formed

6 If only the antigen is multivalent and the antibody monovalent,
such as an Fab fragment, the situation can be analyzed using the
same statistical considerations discussed earlier.

in the first step. Thus, the first-order equilibrium constant,
K2, is not a function of the concentrations of S—S and
D—D in solution, as K1 would be. Rather, the forward re-
action depends on the geometry of the complex and the
flexibility of the arms; in other words, the probability that
S′ and D ′ will encounter each other and be in the right ori-
entation to react if they do come in contact depends on the
distances and freedom of motion along the chain S′—S—
D—D ′ rather than on the density of molecules in solution
(i.e., concentration).

The reverse reaction for step 2, on the other hand, will
have a rate constant similar to that for the simple mono-
valent S—D → S + D reaction, since the dissociation re-
action depends on the strength of the S′—D ′ (or S—D)
bond and is not influenced by the other S—D interaction
unless there is strain introduced by the angles required for
simultaneous bonds between S and D and S′ and D ′. Note
that K2 will inherently have a statistical factor of 1/2 com-
pared to the intrinsic K ′

2 for the analogous reaction if the
S′—S—D—D ′ link were all covalent, since in the forward
reaction of Equation 30 only one pair can react, whereas in
the reverse reaction either S′—D ′ or S—D could dissociate
to produce the equivalent result.

We would like to know the apparent or observed affinity
for the overall reaction

S D S D
| + | Kobs� | |
S D S D

(31)

Since the free energies, �F1 and �F2, for the two steps
are additive, the observed affinity will be the product of
K1 and K2

Kobs = K1 K2 (32)

where we have defined K1 and K2 to include the statistical
degeneracy factors.7 The equilibrium constants K1 and K2

are each the ratios of forward and reverse rate constants, as
in Equation 7. Of these four rate constants, all are directly
related to the corresponding terms for the intrinsic affinity
between S and D except for the intramolecular forward re-
action of step 2, as noted above. Thus, the difficulty in pre-
dicting Kobs is largely a problem of analyzing the geometric
(steric) aspects of K2, assuming one already knows the in-
trinsic affinity. K . Crothers and Metzger (31) have analyzed
this problem for particular situations. Qualitatively, we can
say that whether K2 will be larger or smaller than K will de-
pend on factors such as the enforced proximity of S′ and D ′

in step 2 and the distance between D and D ′ compared to
the possible distances accessible between S and S′, which
in turn depends on the length of the antibody arms and
the flexibility of the hinge between them (see Chapter 4).

7 In some treatments where these statistical factors are not included
in K1 and K2, the equivalent equation may be given as Kobs =
2K1 K2.
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Thus, since K1 can be approximated by K , except for sta-
tistical factors, the apparent affinity for this “monogamous
bivalent” binding interaction, Kobs, may range from signif-
icantly less than to significantly greater than K 2. If K2 is
of the same order of magnitude as K , then Kobs will be
of the order of K 2, which can be huge (e.g., if K ≈ 109

M−1, Kobs could be ≈ 1018 M−1). The half-time for disso-
ciation would be thousands of years. It is easy to see how
such monogamous bivalent interactions can appear to be
irreversible, even though in practice the observed affinity is
rarely more than a few orders of magnitude larger than the
K for a single site, possibly due to structural constraints
(32).

If apparent affinities this high can be reached by monog-
amous bivalency, even greater ones should be possible for
the multipoint binding of an IgM molecule to a multivalent
ligand. Although IgM is decavalent for small monovalent
ligands, steric restrictions often make it behave as if pen-
tavalent for binding to large multivalent ligands. However,
even five-point binding can lead to enormously tight inter-
actions. Therefore, even though the intrinsic affinity of IgM
molecules tends to be lower than that of IgG molecules for
the same antigen (30), the apparent affinity of IgM can be
quite high.

Two-phase Systems

The same enhanced affinity seen for multipoint binding
applies to two-phase systems. Examples include the reac-
tion of multivalent antibodies with antigen attached to a
cell surface or an artificial surface (e.g., Sepharose, or the
plastic walls of a microtiter plate), the reaction of a multi-
valent ligand with antibodies on the surface of a B cell, a
Sepharose bead, or a plastic plate, and the reaction of ei-
ther component with an antigen–antibody precipitate. For
the reasons outlined earlier, “monogamous” binding can
make the apparent affinity of a multivalent antibody or
antigen for multiple sites on a solid surface be quite large,
to the point of effective irreversibility.

However, another effect also increases the effective
affinity in a two-phase system. This effect applies even for
monovalent antibodies (Fab fragments) or monovalent li-
gands. The effect arises from the enormously high effective
local concentration of binding sites at the surface, com-
pared to the concentration if the same number of sites
were distributed in bulk solution (33). Looked at another
way, the effect is due to the violation, at the liquid–solid
interface, of the basic assumption in the association con-
stants, K A, discussed earlier, that the reactants are all dis-
tributed randomly in the solution. (To some extent, the lat-
ter is involved in the enhanced affinity of multivalency as
well.) This situation has been analyzed by DeLisi (34) and
DeLisi and Wiegel (35), who break the reaction down into
two steps, the diffusive process necessary to bring the anti-
gen and antibody into the right proximity and orientation

to react, and the reactive process itself. The complex be-
tween antigen and antibody, when positioned but not yet
reacted, is called the “encounter complex.” The reaction
can then be written

S + D
k+�
k−

S. . .D
k1�

k−1
SD (33)

where S is antibody site, D is antigenic determinant, k+
and k− are the forward and reverse diffusive rate constants,
and k1 and k−1 are the forward and reverse reactive rate
constants once the encounter complex is formed. If the en-
counter complex is in a steady state, the overall rate con-
stants will be given by

k f = k1k+
(k1 + k−)

(34)

kr = k−1k−
(k1 + k−)

(35)

where subscripts f and r stand for forward and reverse
(34). The association constant, according to Equation 7, is
the ratio of these two, or

K A = k1k+
k−1k−

(36)

The relative magnitudes of k1 and k− determine the proba-
ble fate of the encounter complex. Is it more likely to react
to form SD or to break up as the reactants diffuse apart?

Now suppose that k− is slow compared to k1. Then the
SD bound complex and the encounter complex, S · · · D ,
may interconvert many times before the encounter com-
plex breaks up and one of the reactants diffuses off into
bulk solution. If the surface has multiple antigenic sites,
D, then even a monovalent antibody (Fab) may be much
more likely, when SD dissociates to S · · · D , to rereact with
the same or nearby sites than to diffuse away into bulk so-
lution, again depending on the relative magnitudes of these
rate constants. This greater probability to rereact with the
surface rather than diffuse away is the essence of the effect
we are describing. A more extensive mathematical treat-
ment of reactions with cells is given in DeLisi (34) and
DeLisi and Wiegel (35).

A somewhat different, and very useful, analysis of the
same or a very similar effect was given by Silhavy et al. (36).
These authors studied the case of a ligand diffusing out of a
dialysis bag containing a protein for which the ligand had a
significant affinity. Once the ligand concentration became
low enough that there was an excess of free protein sites,
then the rate of exit of ligand from the dialysis bag was no
longer simply its diffusion rate; nor was it simply the rate
of dissociation of protein–ligand complex. These authors
showed that under these conditions the exit of ligand fol-
lowed quasi–first order kinetics, but with a half-life longer
than the half-life in the absence of protein by a factor of
(1 + [P ]K A)

t+ = t−(1 + [P ]K A) (37)
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where [P ] is the protein site concentration, K A the affinity,
and t+ and t− the half-lives in the presence and absence of
protein in the bag.

In this case, the protein was in solution, so the au-
thors could use the actual protein concentration and the
actual intrinsic affinity, K A . In the case of protein on a two-
dimensional surface, it is harder to know what to use as the
effective concentration. However, the high local concentra-
tion of protein compartmentalized in the dialysis bag can
be seen to be analogous to the high local concentration at-
tached to the solid surface. The underlying mechanism of
the two effects is essentially the same and so are the im-
plications. For instance, in the case of dialysis, a modest
10 μM concentration of antibody sites with an affinity of
108 M−1 can reduce the rate of exit of a ligand 1,000-fold.
A dialysis that would otherwise take 3 hours would take
4 months! It is easy to see how this “retention effect” can
make even modest affinities appear infinite (i.e., the reac-
tions appear irreversible). This retention effect applies not
only to immunological systems, but also to other interac-
tions at a cell surface or between cell compartments where
the local concentration of a protein may be high. In par-
ticular, these principles of two-phase systems should also
govern the interaction between antigen-specific receptors
on the surface of T cells and antigen–MHC molecule com-
plexes on the surface of antigen-presenting cells, B cells,
or target cells.

One final point is useful to note. Since these retention ef-
fects depend on a localized abundance of unoccupied sites,
addition of a large excess of unlabeled ligand to saturate
these sites will diminish or abolish the retention effect and
greatly accelerate the dissociation or exit of labeled ligand.
This effect of unlabeled ligand can be used as a test for the
retention effect, although one must be aware that in cer-
tain cases the same result can be an indication of negative
cooperativity among receptor sites.

RADIOIMMUNOASSAY AND
RELATED METHODS

Since it was first suggested in 1960 by Yalow and Berson
(37), radioimmunoassay (RIA) has rapidly become one of
the most widespread, widely applicable, and most sensi-
tive techniques for assessing the concentration of a whole
host of biological molecules. Most of the basic principles
necessary to understand and apply RIA have been covered
earlier in this chapter. In this section, we examine the con-
cepts and methodological approaches used in RIA. For a
detailed methods book, we refer the reader to Chard (38),
Rodbard (39), and Yalow (40).

The central concept of RIA is that the binding of an
infinitesimal concentration of highly radioactive tracer
antigen to low concentrations of a high-affinity, specific an-
tibody is very sensitive to competition by unlabeled anti-

gen and is also very specific for that antigen. Thus, con-
centrations of antigen in unknown samples can be deter-
mined by their ability to compete with tracer for binding
to antibody. The method can be used to measure very low
concentrations of a molecule, even in the presence of the
many impurities in biological fluids. Accomplishment of
this requires an appropriate high-affinity antibody and ra-
diolabeled antigen, a method to distinguish bound from
free-labeled antigen, optimization of concentrations of an-
tibody and tracer-labeled antigen to maximize sensitivity,
and generation of a standard curve, using known concen-
trations of competing unlabeled antigen, from which to
read off the concentrations in unknown samples, as well
as the best method for representing the data. We review
all these steps and pitfalls in this procedure, except the
preparation of antibodies and labeled antigens.

Separation of Bound and Free Antigen

Whatever parameter one uses to assess the amount of com-
petition by the unlabeled antigen in the unknown sam-
ple to be tested, it will always be a function of bound
versus free, radiolabeled antigen. Therefore, one of the
most critical technical requirements is the ability to distin-
guish clearly between antibody-bound radioactive tracer
and free radioactive tracer. This distinction usually re-
quires physical separation of bound and free ligand. If
the bound fraction is contaminated by free ligand, or vice
versa, enormous errors can result, depending on the part
of the binding curve on which the data fall.

Solution Methods

Solution RIA methods have the advantage that binding can
be related to the intrinsic affinity of the antibody. However,
bound and free antigen must be separated by a method
that does not perturb the equilibrium. Three basic types of
approaches have been used: precipitate the antibody with
bound antigen, leaving free antigen in solution; precipi-
tate the free antigen, leaving antibody and bound antigen
in solution; or separate free from antibody-bound antigen
molecules in solution on the basis of size by gel filtration.
This last method is too cumbersome to use for large num-
bers of samples and is too slow, in general, to be sure the
equilibrium is not perturbed in the process. Therefore, gel
filtration columns are not widely used for RIA.

Methods that precipitate antibody are perhaps the most
widely used. If the antigen is sufficiently smaller (MW
<30,000) than the antibody that it will remain in solu-
tion at concentrations of either ammonium sulfate (41)
or polyethylene glycol, MW 6,000 (10% W:W) (42), which
will precipitate essentially all the antibody, then these
two reagents are frequently the most useful. Precipitation
with polyethylene glycol and centrifugation can be accom-
plished before any significant dissociation has occurred
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due to dilutional effects (43). However, if the antigen
is much larger than about 30,000 MW to 40,000 MW,
then these methods will produce unacceptably high back-
ground control values in the absence of specific antibody. If
the antibody is primarily of a subclass of IgG that binds to
staphylococcal protein A or protein G, one can take advan-
tage of the high affinity of protein A or G for IgG by using
either protein A (or G)-Sepharose or formalin-killed
staphylococcal organisms (Cowan I strain) to precipitate
the antibody (44). Finally, one can precipitate the antibody
using a specific second antibody, an antiimmunoglobulin
raised in another species. Maximal precipitation occurs
not at antibody excess but at the “point of equivalence”
in the middle of the titration curve where antigen (in this
case, the first antibody) and the (second) antibody are ap-
proximately equal in concentration. Thus, one must add
carrier immunoglobulin to keep the immunoglobulin con-
centration constant and determine the point of equiva-
lence by titrating with the second antibody. Worse, the pre-
cipitin reaction is much slower than the antigen-antibody
reaction itself, allowing re-equilibration of the antigen-
antibody interaction after dilution by the second antibody.
Some of these problems can be reduced by enhancing pre-
cipitation with low concentrations of polyethylene glycol.

The other type of separation method is adsorption of
free antigen to an agent, such as activated charcoal or talc,
that leaves antigen bound to antibody in solution. Binding
of antigen by these agents depends on size and hydropho-
bicity. Although these methods are inexpensive and rapid,
they require careful adjustment and monitoring of pH,
ionic strength, and temperature to obtain reproducible re-
sults and to avoid adsorption of the antigen-antibody com-
plex. Further, because these agents have a high affinity for
antigen, they can compete with a low-affinity antibody and
alter the equilibrium. Also, since charcoal quenches beta
scintillation counting, it can be used only with gamma-
emitting isotopes such as 125I.

Solid-phase Methods

Solid-phase RIA methods have the advantages of high
throughput and increased apparent affinity due to the ef-
fects at the solid-liquid interface noted earlier. However,
they have the concomitant disadvantage that one is not
measuring the true intrinsic affinity because of these same
effects. The method itself is fairly simple. One binds the
antibody in advance to a solid surface such as a Sepharose
bead or the walls of a microtiter plate well. To avoid com-
petition from other serum proteins for the solid phase, one
must use purified antibody in this coating step. Once the
wells (or Sepharose beads) are coated, one can incubate
them with labeled tracer antigen with or without unla-
beled competitor, wash, and count directly the radioac-
tivity bound to the plastic wells or to the Sepharose. The
microtiter plate method is particularly useful for process-

ing large numbers of samples. However, because the con-
centration, or even the amount, of antibody coating the
surface is unknown, and because the affinity is not the in-
trinsic affinity, one cannot use these methods for studying
the chemistry of the antigen-antibody reaction itself. A de-
tailed analysis of the optimum parameters in this method
is given by Zollinger et al. (43).

A variation that does allow determination of affin-
ity, based on the Enzyme-Linked Immunosorbant Assay
(ELISA) described below, but equally applicable to RIA,
was described by Friguet et al. (45). This uses antigen-
coated microtiter wells and free antibody but measures
competition by free antigen to prevent the antibody in so-
lution from binding to the antibody on the plate (Figure
5.9B). Thus, the antibody bound to the plastic is antibody
that was free in the solution equilibrium. The affinity mea-
sured is that between the antibody and antigen in solution,
not that on the plastic, so it is not directly influenced by
the multivalency of the surface. However, as pointed out by
Stevens (46), the determination of affinity is strictly accu-
rate only for monovalent Fab fragments, because a bivalent
antibody with only one arm bound to the plastic and one
bound by antigen in solution will still be counted as free.
Therefore, there will be an underestimate of the ligand oc-
cupancy of the antibody combining sites, and thus an un-
derestimate of affinity. Stevens also points out a method to
correct for this error based on binomial analysis. Subse-
quently, Seligman (47) showed that the nature and density
of the antigen on the solid surface can also influence the
estimate of affinity.

Optimization of Antibody and Tracer
Concentrations for Sensitivity

The primary limitations on the sensitivity of the assay are
the antibody affinity and concentration, the tracer concen-
tration, and the precision (reproducibility) of the data. In
general, the higher the affinity of the antibody, the more
sensitive the assay can be made. Once one prepares the
highest affinity antibody available, this parameter limits
the extent to which the other parameters can be manipu-
lated. For instance, since the unlabeled antigen in the un-
known sample is going to compete against labeled tracer
antigen, the lower the tracer concentration, the lower the
concentration of the unknown, which can be measured,
up to a point. That point is determined by the affinity, K A ,
as can be seen from the theoretical considerations earlier
(38). The steepest part of the titration curve will occur in
the range of concentrations around 1/K A . Concentrations
of ligand much below 1/K A will leave most of the anti-
body sites unoccupied, so competition will be less effective.
Thus, there is no value in reducing the tracer concentration
more than a few-fold lower than 1/K A . Therefore, although
it is generally useful to increase the specific radioactivity
of the tracer and reduce its concentration, it is important
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to be aware of this limit of 1/K A . Increasing the specific
activity more than necessary can result in denaturation of
antigen.

Similarly, lowering the antibody concentration will also
increase sensitivity, up to a point. This limit also depends
on 1/K A and on the background “nonspecific binding.” De-
creasing the antibody concentration to the point that bind-
ing of tracer is too close to background will result in loss
of sensitivity due to loss of precision. In general, the frac-
tion of tracer bound in the absence of competitor should
be kept greater than 0.2, and in general closer to 0.5 (see
ref. 48).

A convenient procedure to follow to optimize tracer and
antibody concentrations is first to choose the lowest tracer
concentration that results in convenient counting times
and counting precision for bound values of only one-half
to one-tenth the total tracer. Then, keeping this tracer con-
centration constant, one dilutes out the antibody until the
bound/free antigen ratio is close to 1.0 (bound/total = 0.5)
in the absence of competitor. This antibody concentration
in conjunction with this tracer concentration will generally
give near-optimal sensitivities, within the limits previously
noted. It is important to be aware that changing the tracer
concentration will require readjusting the antibody con-
centration to optimize sensitivity.

Analysis of Data: Graphic and
Numerical Representation

We have already examined the Scatchard plot (bound/free
versus bound) and the plot of bound/free versus free or to-
tal antigen concentration as methods of determining affin-
ity. The latter lends itself particularly to the type of compe-
tition curves that constitute a RIA. In fact, the independent
variable must always be antigen concentration, because
that is the known quantity one varies to generate the stan-
dard curve. Let us use B, F , and T to represent the con-
centrations of bound, free, and total antigen, respectively.
Earlier, we saw that the plot of B/F versus F is more useful
for determining the affinity, K A , than the plot of B/F versus
T. However, in RIA, the quantity one wants to determine is
T, and, correspondingly, the known independent variable
in generating the standard curve is T. Another difference
between the situation in RIA and that discussed earlier is
that, in RIA, one has both labeled and unlabeled antigen.
The dependent variable, such as B/F , is the ratio of bound
tracer over free tracer, because only radioactive antigen is
counted. B/F for the unlabeled antigen will be the same at
equilibrium, assuming that labeled and unlabeled antigen
bind the antibody equivalently—that is, with the same K A .
This assumption is not always valid and requires experi-
mental testing.

The sigmoidal shape of B/F versus F or T , when F or T
(the “dose”) is plotted on a log scale, can be seen in Figure
5.6. The shape for B/T versus F or T would be similar.

FIGURE 5.7 Schematic plot of B/F or B/T (the bound/free or
total antigen concentration) as a function of free (F ) or total (T )
antigen concentration, when plotted on a linear scale. Contrast
with similar plot on a log scale in Figure 5.6.

Note that since B + F = T,

B
F

= B
(T − B)

= B/T
(1 − B/T )

(38)

and

B
T

= B/F
(1 + B/F )

(39)

These transformations can be useful. If one plots B/F or
B/T versus F or T on a linear scale, then the shape is ap-
proximately hyperbolic, as in Figure 5.7. The plot of B/F
versus T (log scale) was one of the first methods used to
plot RIA data and is still among the most useful. The most
sensitive part of the curve is the part with the steepest
slope.

It has been shown by probability analysis that if the
antigen has multiple determinants, each capable of bind-
ing antibody molecules simultaneously and independently
of one another, then the more such determinants capable of
being recognized by the antibodies in use, the steeper will
be the slope (49). This effect of multideterminant binding
on steepness arises because, in RIA, an antigen molecule
is scored as bound whether it has one antibody molecule
or several attached. It is scored as free only if no antibody
molecules are attached. Thus, the probability that an anti-
gen molecule is scored as free is the product of the proba-
bilities that each of its determinants is free. The effect can
lead to quite steep slopes and has been confirmed experi-
mentally (49).

A transform that allows linearization of the data in most
cases is the logit transform (50,51). To use this, one first
expresses the data as B/B0, where B0 is the concentration
of bound tracer in the absence of competitor. One then
takes the logit transform of this ratio, defined as

logit (Y ) = ln
[

Y
(1 − Y )

]
(40)
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FIGURE 5.8 Schematic logit–log plot used to linearize RIA
data. B and T are bound tracer and total antigen concentration,
respectively, and B0 is the value of B when no unlabeled antigen
is added to tracer. The logit function is defined by Equation (40),
logit (Y ) = ln [Y/(1 − Y )].

where ln means the natural log (log to the base e). The
plot of logit (B/B0) versus ln T is usually a straight line
(Figure 5.8). The slope is usually −1 for the simplest case
of a monoclonal antibody binding a monovalent antigen.
The linearity of this plot obviously makes it very useful for
graphical interpolation, which one would like to do to read
antigen concentration off a standard curve. One additional
advantage is that linearity facilitates tests of parallelism. If
the unknown under study is identical to the antigen used
to generate the standard curve, then a dilution curve of the
unknown should be parallel to the standard curve in this
logit-log coordinate system. If not, the assay is not valid.

These and other methods of analyzing the data are dis-
cussed further by Feldman and Rodbard (52) and Rod-
bard (39), including statistical treatment of data. While a
number of computer programs have become available for
rapid analysis of RIA data without using manual plots of
standard curves, they are all based on these and similar
methods, and their accurate interpretation depends on an
understanding of these concepts.

Corrections for B, F, and T

Before we leave this section on analysis of RIA data, we
must point out a few controls and corrections to the data
without which the results may be fallacious.

First, in any method that precipitates antibody and
bound antigen (or uses a solid-phase antibody), there may
always be a fraction of antigen that precipitates or binds
nonspecifically in the absence of specific antibody. Thus,
one must always run controls with normal serum or im-
munoglobulin to determine this background. The nonspe-
cific binding usually increases linearly with antigen dose;
that is, it does not saturate. This control value should be
subtracted from B but does not affect F when measured
independently, only F determined as T minus B. The to-
tal antigen that is meaningful is the sum of that which is

specifically bound and that which is free. Nonspecifically
bound antigen should be deleted from any term in which
it appears.

A second correction is that for immunologically inactive
radiolabel, either free radioisotope or isotope coupled to an
impurity or to denatured antigen. The fraction of radioac-
tive material that is immunologically reactive with the anti-
bodies in the assay can be determined by using a constant,
low concentration of labeled antigen and adding increas-
ing concentrations of antibody. If there is no contamina-
tion with inactive material, all the radioactivity should be
able to be bound by sufficient antibody. If the fraction of
tracer bound reaches a plateau at less than 100% bound,
then only this fraction is active in the assay. The impor-
tance of this correction can be seen from the example in
which the tracer is only 80% active. Then, when the true
B/F is 3 (B/T = 0.75), applying only to the active 80% of
the tracer, the remaining 20%, which can never be bound,
will mistakenly be included in the free tracer, doubling the
amount that is measured as free. Thus, the measured B/F
will be only 1.5 (i.e., 0.6/0.4) instead of the true value of 3
(i.e., 0.6/0.2). This factor of 2 will make a serious difference
in the calculation of affinity, for instance, from a Scatchard
plot. It will also result in a plateau in the Scatchard plot at
high values of B/F , since with 20% of the tracer obligato-
rily free, B/F can never exceed 4 (i.e., 0.8/0.2). To correct
for this potentially serious problem, the inactive fraction
must always be determined subtracted from both F and T.

Nonequilibrium RIA

So far, we have assumed that tracer and unlabeled com-
petitor are added simultaneously and sufficient incubation
time is allowed to achieve equilibrium. To measure the
affinity, of course, equilibrium must be assured. However,
suppose one’s sole purpose is to measure the concentration
of competitor by RIA. Then one can actually increase the
sensitivity of the assay by adding the competitor first, al-
lowing it to react with the antibody, and then intentionally
adding the tracer for too short a time to reach a new equi-
librium. One is essentially giving the competitor a com-
petitive advantage. It can be shown that the slope of the
dose-response curve, B/T versus total antigen added, is in-
creased in the low-dose range—a mathematical measure of
increased sensitivity. A detailed mathematical analysis of
this procedure may be found in Rodbard et al. (53). Note,
however, that use of such nonequilibrium conditions re-
quires very careful control of time and temperature.

Enzyme-linked Immunosorbent
Assay (ELISA)

An alternative solid-phase readout system for the detection
of antigen–antibody reactions is the ELISA assay (54). In
principle, the only difference from RIAs is that antibodies
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A

B

C

FIGURE 5.9 Three strategies for the detection of specific antibody–antigen reactions using the
ELISA technique. A: Direct binding. B: Hapten inhibition. C: Antigen sandwich.

or antigen are covalently coupled to an enzyme instead
of a radioisotope, so that bound enzyme activity is mea-
sured instead of bound cpm. In practice, the safety and
convenience of nonradioactive materials and the commer-
cial availability of plate readers that can measure the ab-
sorbance of 96 wells in a few seconds account for ELISA’s
widespread use. Since both ELISA and RIA are governed
by the same thermodynamic constraints, and the enzyme
can be detected in the same concentration range as com-
monly used radioisotopes, the sensitivity and specificity
are comparable. We consider three basic strategies for us-
ing ELISA assays to detect specific antibody or antigen.

As shown in Figure 5.9A, the indirect antibody method
is the simplest way to detect and measure specific anti-
body in an unknown antiserum. Antigen is noncovalently
attached to each well of a plastic microtiter dish. For this
purpose, it is fortunate that most proteins bind nonspecif-
ically to plastic. Excess free antigen is washed off, and the
wells are incubated with an albumin solution to block the
remaining nonspecific protein binding sites. The test anti-
serum is then added, and any specific antibody binds to
the solid-phase antigen. Washing removes unbound an-
tibodies. Enzyme-labeled anti-immunoglobulin is added.
This binds to specific antibody already bound to antigen
on the solid phase, bringing along covalently attached en-
zyme. Unbound antiglobulin-enzyme conjugate is washed
off, then substrate is added. The action of bound enzyme
on substrate produces a colored product, which is detected
as increased absorbance in a spectrophotometer.

Although this method is quick and very sensitive, it is
often difficult to quantitate. Within a defined range, the

increase in optical density is proportional to the amount
of specific antibody added in the first step. However, the
amount of antibody bound is not measured directly. In-
stead, the antibody concentration of the sample is esti-
mated by comparing it with a standard curve for a known
amount of antibody. It is also difficult to determine affin-
ity by this method, since the solid-phase antigen tends
to increase the apparent affinity. The sensitivity of this
assay for detecting minute amounts of antibody is quite
good, especially when affinity-purified antiglobulins are
used as the enzyme-linked reagent. A single preparation
of enzyme-linked antiglobulin can be used to detect anti-
bodies to many different antigens. Alternatively, class spe-
cific antiglobulins can be used to detect how much of a
specific antibody response is due to each immunoglobulin
class. Obviously, reproducibility of the assay depends on
uniform antigen coating of each well, and the specificity
depends on using purified antigen to coat the wells.

Figure 5.9B shows the competition technique for de-
tecting antigen. Soluble antigen is mixed with limiting
amounts of specific antibody in the first step. Then the
mixture is added to antigen-coated wells and treated as
described in Figure 5.9A. Any antigen-antibody complexes
formed in the first step will reduce the amount of anti-
body bound to the plate and hence will reduce the ab-
sorbance measured in the final step. This method permits
the estimate of affinity for free antigen, which is related to
the half-inhibitory concentration of antigen. Mathemati-
cal analysis of affinity by this approach was described by
Friguet et al. (45), with modification by Stevens (46), as dis-
cussed earlier in the “RIA Solid-phase Methods” section. In
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addition, some estimate of cross-reactivity between the
antigen in solution and that on the plate can be obtained.

Figure 5.9C shows the sandwich technique for detect-
ing antigen. Microtiter plates are coated with specific anti-
body. Antigen is then captured by the solid-phase antibody.
A second antibody specific for the antigen and coupled to
enzyme is added. This binds to the solid-phase antigen-
antibody complex, carrying enzyme along with it. Excess
second antibody is washed off and substrate is added. The
absorbance produced is a function of the antigen concen-
tration of the test solution, which can be determined from
a standard curve. Specificity of the assay depends on the
specificity of the antibodies used to coat the plate and de-
tect antigen. Sensitivity depends on the affinity as well as
amount of the first antibody coating the well, which can
be increased by using affinity-purified antibodies or mon-
oclonal antibodies in this step. The sandwich method de-
pends on divalency of the antigen, or else the two antibod-
ies must be specific for different antigenic determinants on
the same antigen molecule. When comparing two mono-
clonal antibodies to the same antigen, this technique can
be used to ascertain whether they can bind simultaneously
to the same molecule or whether they compete for the same
site or sites close enough to cause steric hindrance (55).

When antibodies are serially diluted across a plate, the
last colored well indicates the titer. Specificity of binding
can be demonstrated by coating wells with albumin and
measuring antibody binding in parallel with the antigen-
coated wells. Because it can be used to test many samples
in a short time, ELISA is often used to screen culture su-
pernatants in the production of hybridoma antibodies. The
sensitivity of the method allows detection of clones pro-
ducing specific antibodies at an early stage in cell growth.

An important caution when using native protein anti-
gens to coat solid-phase surfaces (Figure 5.9A) is that bind-
ing to a surface can alter the conformation of the protein.
For instance, using conformation specific monoclonal an-
tibodies to myoglobin, Darst et al. (56) found that binding
of myoglobin to a surface altered the apparent affinity of
some antibodies more than others. This problem may be
avoided by using the solution phase methods of Figure
5.9B or 5.9C.

ELIspot Assay

The normal ELISA assay can be modified to measure an-
tibody production at the single cell level. In this method,
called the ELIspot assay, tissue culture plates are coated
with antigen, and various cell populations are cultured on
the plate for four hours. During that time, B cells settle
to the bottom and secrete antibodies, which bind antigen
nearby and produce a footprint of the antibody-secreting
cell. The cells are then washed off, and a second antibody,
such as enzyme labeled goat antihuman IgG, is added. Fi-
nally, unbound antibody is washed off, and enzyme sub-

strate is added in soft agar. Over the next 10 minutes, each
footprint of enzyme activity converts the substrate to a
dark spot of insoluble dye, corresponding to the localized
zone where the B cell originally secreted its antibody.

Using this method, it is possible to detect as few as 10 to
20 antibody-producing B cells in the presence of 106 spleen
cells, and typical results for immunized mice range from
200 to 500 spot-forming cells per 106 spleen cells (57,58).
Clearly, to work at all, this assay must be capable of detect-
ing the amount of antibody secreted by a single immune B
cell and be specific enough to exclude nonspecific antibod-
ies produced by the vast majority of nonimmune B cells.
Sensitivity depends on the affinity and amount of antibod-
ies secreted and may be optimized by titering the amount
of antigen on the plate.

This type of assay is useful in analyzing the cellular re-
quirements for antibody production in vitro, because the
number of responding B cells is measured directly. It can
also be used to detect antibodies made in the presence of
excess antigen. For example, during acute infections (59)
and in autoimmunity (60), when antigen may be in ex-
cess over antibody, this assay makes it possible to measure
antibody-producing B cells, even though free antibody may
not be detectable in circulation. It can also be used to mea-
sure local production of self-reactive antibodies in a spe-
cific tissue, such as synovium. By using two detecting anti-
bodies, each specific for a different immunoglobulin class
and coupled to a different enzyme, and two substrates pro-
ducing different colored dyes, cells secreting IgA and IgG
simultaneously can be detected (61). In this way, ELIspot
was used to show that bacterial DNA containing CpG se-
quences is a polyclonal B cell mitogen (62).

ELIspot can also detect secreted cytokines, as opposed
to antibodies, by coating the plate with a capture antibody
and detecting antigen with an enzyme-coupled second an-
tibody (as in a sandwich ELISA, Figure 5.9C). For exam-
ple, using plates coated with monoclonal antibody to IL-4,
T cells secreting IL-4 could be detected (63), providing one
measure of T helper 2 cells.

SPECIFICITY AND CROSS-REACTIVITY

The specificity of an antibody or antiserum is defined by its
ability to discriminate between the antigen against which it
was made (called the homologous antigen, or immunogen)
and any other antigen one might test. In practice, one can-
not test the whole universe of antigens, but only selected
antigens. In this sense, specificity can only be defined ex-
perimentally within that set of antigens one chooses to
compare. Karush (30) has defined a related term, selec-
tivity, as the ability of an antibody to discriminate, in an
all-or-none fashion, between two related ligands. Thus, se-
lectivity depends not only on the relative affinity of the
antibody for the two ligands, but also on the experimental



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-05 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 11:13

Antigen–antibody Interactions and Monoclonal Antibodies 171

lower limit for detection of reactivity. For instance, an an-
ticarbohydrate antibody with an affinity of 105 M−1 for the
immunogen may appear to be highly selective, because re-
action with a related carbohydrate with a 100-fold lower
affinity, 103 M−1, may be undetectable. However, an anti-
body with an affinity of 109 M−1 for the homologous ligand
may appear to be less selective because any reaction with
a related ligand with a 100-fold lower affinity would still
be quite easily detectable.

Conversely, cross-reactivity is defined as the ability to re-
act with related ligands other than the immunogen. More
usually, this is examined from the point of view of the li-
gand. Thus, one might say that antigen Y cross-reacts with
antigen X because it binds to anti-X antibodies. Note that
in this sense, it is the two antigens that are cross-reactive,
not the antibody. However, the cross-reactivity of two anti-
gens, X and Y, can be defined only with respect to a particu-
lar antibody or antiserum. For instance, a different group
of anti-X antibodies may not react at all with Y, so that
with respect to these antibodies, Y would not be cross-
reactive with X. One can also use the term in a different
sense, saying that some anti-X antibodies cross-react with
antigen Y.

In most cases, cross-reactive ligands have lower affin-
ity than the immunogen for a particular antibody. How-
ever, exceptions can occur, in which a cross-reactive
antigen binds with a higher affinity than the homologous
antigen itself. This phenomenon is called heterocliticity,
and the antigen that has a higher affinity for the antibody
than does the immunogen is said to be heteroclitic. An-
tibodies that manifest this behavior are also described as
heteroclitic antibodies. A good example is the case of anti-
bodies raised in C57BL/10 mice against the hapten nitro-
phenyl acetyl (NP). These antibodies have been shown by
Mäkelä and Karjalainen (64) to bind with higher affinity
to the cross-reactive hapten, nitroiodophenyl acetyl (NIP),
than to the immunogen itself. Another example is the case
of retro-inverso or retro-D peptides (65–69). By reversing
the chirality from L to D amino acids and simultaneously
reversing the sequence of amino acids, one can produce
a peptide that is resistant to proteolysis and has its side
chains approximately in the same position as the original
L amino acid peptide, with the exception of some amino
acids with secondary chiral centers, such as Thr and Ile.
However, the backbone NH and CO moieties are reversed.
Antibodies that interact with only the side chains might
not distinguish these peptides, whereas antibodies that in-
teract with the main chain as well as side chains might dis-
tinguish them and have potentially higher or lower affin-
ity. In a study of monoclonal antibodies to a hexapeptide
from histone H3, some bound the retro-D form with higher
affinity than the native sequence and some did not (67,68).
The former are an example of heterocliticity. In addition
to greater binding affinity, the retro-D peptides may have
even greater activity in vivo because of their resistance to

proteolysis (65–69). This stability makes them more useful
as drugs as well (65,66,70).

Cross-reactivity has often been detected by methods
such as the Ouchterlony test, or hemagglutination (de-
scriptions of both of these appear later) or similar meth-
ods, which have in common the fact that they do not distin-
guish well between differences in affinity and differences in
concentration. This practical aspect, coupled with the het-
erogeneity of immune antisera, has led to ambiguities in
the usage of the terms “cross-reactivity” and “specificity.”
With the advent of RIA and ELISA techniques, this ambi-
guity in the terminology, as well as in the interpretation of
data, has become apparent.

For these reasons, Berzofsky and Schechter (71) have
defined two forms of cross-reactivity and, correspond-
ingly, two forms of specificity. These two forms of cross-
reactivity are illustrated by the two prototype competition
RIA curves in Figure 5.10. In reality, most antisera display
both phenomena simultaneously.

Type 1 cross-reactivity, or true cross-reactivity, is de-
fined as the ability of two ligands to react with the same
site on the same antibody molecule, possibly with different
affinities. For example, the related haptens dinitrophenyl
(DNP) and trinitrophenyl (TNP) may react with different
affinity for antibodies raised to dinitrophenyl hapten. In
protein antigens, such differences could occur with small
changes in primary sequence (e.g., the conservative substi-
tution of threonine for serine), or with changes in confor-
mation, such as the cleavage of the protein into fragments
(Figure 5.11) (71–75). If a peptide fragment contained
all the contact residues in an antigenic determinant
(i.e., those which contact the antibody-combining site), it

FIGURE 5.10 Schematic RIA binding curves for homologous
ligand L and cross-reacting ligands. Cross-reacting ligand CA

manifests type 1 or true cross-reactivity demonstrated by com-
plete inhibition of tracer ligand binding and a lower affinity. Lig-
and CB displays type 2 cross-reactivity or determinant sharing,
as recognized from the plateau at less than 100% inhibition, but
not necessarily a lower affinity. The ordinate R is the ratio of
bound/free radiolabeled tracer ligand, and R0 is the limit of R
as the concentration of all ligands, including tracer, approaches
zero. From (71), with permission.
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FIGURE 5.11 An artist’s drawing of the amino terminal region
of the ß chain of hemoglobin. A: The first 11 residues of the ßA

chain. B: The comparable regions of the ßS chain. The substitu-
tion of valine for the normal glutamic acid at position 6 makes a
distinct antigenic determinant to which a subpopulation of an-
tibodies may be isolated (72,73). C: A schematic diagram of the
sequence in A unfolded as occurs when the protein is denatured.
This region may be cleaved from the protein, or the peptide syn-
thesized (74), resulting in changed antigenic reactivity. An anti-
serum prepared to hemoglobin (or the ß chain thereof ) might
exhibit cross-reactivity with the structures shown in B and C,
but the molecular mechanisms would be different. Polypeptide
backbone atoms are in white in the side chains, oxygen atoms are
hatched, nitrogen atoms are black, and carbon atoms are lightly
stippled. Adapted from (71,75).

might cross-react with the native determinant for antibod-
ies against the native form, but with lower affinity because
the peptide would not retain the native conformation (see
Chapter 21). This type of affinity difference is illustrated by
competitor CA in Figure 5.10, in which complete displace-

ment of tracer can be achieved at high enough concentra-
tions of CA, but higher concentrations of CA than of the
homologous ligand, L, are required to produce any given
degree of inhibition.

A separate issue from affinity differences is the issue of
whether the cross-reactive ligand reacts with all or only a
subpopulation of the antibodies in a heterogeneous serum.
This second type of cross-reactivity, which we call type 2
cross-reactivity or shared reactivity, therefore, can occur
only when the antibody population is heterogeneous, as
in most conventional antisera. In this case, the affinity of
the cross-reactive ligand may be greater than, less than, or
equal to that of the homologous ligand for those antibodies
with which it interacts. Therefore, the competition curve
is not necessarily displaced to the right, but the inhibition
will reach a plateau at less than complete inhibition, as
illustrated by competitor CB in Figure 5.10. As an exam-
ple, let us consider the case of a protein with determinants
X and Y and an antiserum against this protein contain-
ing both anti-X and anti-Y antibodies. Then a mutant pro-
tein in which determinant Y was so altered as to be unrec-
ognizable by anti-Y, but determinant X was intact, would
manifest type 2 cross-reactivity. It would compete with the
wild-type protein only for anti-X antibodies (possibly even
with equal affinity), but not for anti-Y antibodies.

Of course, both types of cross-reactivity could occur si-
multaneously. A classic example would be the peptide frag-
ment discussed earlier in the case of type 1 cross-reactivity.
Suppose the fragment contained the residues of determi-
nant X, albeit not in the native conformation, but did not
contain the residues of a second determinant, Y, which was
also expressed on the native protein. If the antiserum to the
native protein consisted of anti-X and anti-Y, the peptide
would compete only for anti-X antibodies (type 2 cross-
reactivity) but would have a lower affinity than the native
protein even for these antibodies. Thus, the competition
curve would be shifted to the right and would plateau be-
fore reaching complete inhibition.8

In the case of a homogeneous (e.g., monoclonal) anti-
body in which only type 1 or true cross-reactivity can oc-
cur, one can quantify the differences in affinity for different
cross-reactive ligands by a method analogous to the B/F
versus F method described earlier. Suppose that ligands X
and Y cross-react with homologous ligand L for a mon-
oclonal antibody. If one plots the bound/free (B/F = R)

8 An ambiguous case could occur experimentally in which the
distinction between the two types of cross-reactivity would be
blurred. For example, in the case of antibodies that all react with
determinant X but have a very wide range of affinities for X, some
such antibodies may have such a low affinity for cross-reactive
determinant X′ that they would appear not to bind X′ at all. Then
a competition curve using X′ might appear to reach a plateau at
incomplete inhibition even though all the antibodies were specific
for X, and the only difference between X and X′ was affinity.
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FIGURE 5.12 Schematic RIA binding curves showing the effect of affinity on the midpoint and
the slope at the midpoint and the value of using free [ligand] rather than total [ligand]. Ordinate R is
the ratio of bound/free radiolabeled tracer ligand, and R0 the limit of R as all ligand concentrations
approach zero. If x and y are the concentrations of ligands X and Y that reduce R to exactly R0/2,
then if the abscissa is total ligand concentration, x = 1/K X + [S]t /2 and y = 1/KY + [S]t /2, where
[S]t is the concentration of antibody binding sites and K X and KY the affinities of the antibody
for the respective ligands. However, if the abscissa is free ligand concentration, x = 1/K X and
y = 1/KY so that the ratio x/y (or the difference log x − log y on a log plot) corresponds to the
ratio of affinities KY /K X . Note that the slopes at the midpoints are the same on a log scale, but
that for Y would be only KY /K X that for X on a linear scale. From (71), with permission.

ratio for radiolabeled tracer ligand L as a function of the
log of the concentration of competitors X and Y, one ob-
tains two parallel competition curves (Figure 5.12) (71),
under the appropriate conditions (below). The first con-
dition is that the concentration of free tracer be less than
1/K L , the affinity for tracer. In this case, it can be shown
(71) that

K X ≈ 1
[X ]free

(41)

at the midpoint where R = R0/2, where K X is the affin-
ity for X . This is analogous to Equation 21 for the case
in which unlabeled homologous ligand is the competitor.
Also, in analogy with Equation 23, it can be shown that if
the total concentration of competitor, [X ]t , is used instead
of the free concentration, [X ]free, an error term will arise,
giving

[X ]t (at R = R0/2) = 1
K X

+ [S]t

2
(42)

Thus, with competitor on a linear scale, the difference in
midpoint for competitors X and Y will correspond to the
difference 1/K X − 1/KY , regardless of whether free or total
competitor is plotted, but the ratio of midpoint concentra-
tions will equal K X /KY only if the free concentrations are
used. This last point is important if one plots the log of
competitor concentration, as is usually done, because the

horizontal displacement between the two curves on a log
scale corresponds to the ratio [X ]/[Y ], not the difference
(71).

If a second condition also holds, namely, that the con-
centration of bound tracer is small compared to the anti-
body site concentration [S]t , then the slopes (on a linear
scale) of the curves at their respective midpoints (where
R = R0/2) will be proportional to the affinity for that com-
petitor, K X or KY (71). (Both conditions can be met by
keeping tracer L small relative to both K L and [S]t.) When
[X ]free and [Y ]free are plotted on a log scale, the slopes will
appear to be equal (i.e., the curves will appear parallel),
since a parallel line shifted m-fold to the right on a log
scale will actually be 1/m as steep, at any point, in terms
of the antilog as abscissa.

When the antibodies are heterogeneous in affinity, the
curves will be broadened and in general will not be paral-
lel. When heterogeneity of specificity is present, and type
2 cross-reactivity occurs, it should be pointed out that the
fractional inhibition achieved at the plateau in a B/F ver-
sus free competitor plot will not be proportional to the
fraction of antibodies reacting with that competitor but
will be proportional to a weighted fraction, where the an-
tibody concentrations are weighted by their affinity for the
tracer (71).

These two types of cross-reactivity lead naturally to
two definitions of specificity (71). The overall specificity
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of a heterogeneous antiserum is a composite of both of
these facets of specificity. Type 1 specificity is based on
the relative affinities of the antibody for the homologous
ligand and any cross-reactive ligands. If the affinity is
much higher for the homologous ligand than for any cross-
reactive ligand tested, then the antibody is said to be highly
specific for the homologous ligand; that is, it discriminates
very well between this ligand and the others. If the affinity
for cross-reactive ligands is below the threshold for detec-
tion in an experimental situation, then type 1 specificity
gives rise to selectivity, as was discussed above (cf. ref. 30).
The specificity can even be quantitated in terms of the ratio
of affinities for the homologous ligand and a cross-reactive
ligand (cf. ref. 76). It is this type 1 specificity that most im-
munochemists would call true specificity, just as we have
called type 1 cross-reactivity true cross-reactivity.

The common use of the term cross-reactivity to include
type 2 or partial reactivity leads to a second definition of
specificity, which applies only to heterogeneous popula-
tions of antibodies such as antisera. We call this type 2
specificity. If all the antibodies in the mixture react with
the immunogen, but only a small proportion react with any
single cross-reactive antigen, then the antiserum would be
said to be relatively specific for the immunogen. Note that
it does not matter whether the affinity of a subpopulation
that reacts with a cross-reactive antigen is high or low (type
1 cross-reactivity). As long as that subpopulation is a small
fraction of the antibodies, the mixture is specific. Thus,
type 2 specificity depends on the relative concentrations
of antibodies in the heterogeneous antiserum, not just on
their affinities. Also note that one can use these relative
concentrations of antibody subpopulations to compare the
specificity of a single antiserum for two cross-reactive li-
gands. However, it would not be meaningful to compare
the specificity of two different antisera for the same li-
gand by comparing the fraction of antibodies in each
serum that reacted with that ligand. Although type 2 speci-
ficity may appear to some to be a less classic concept of
specificity than type 1, it is type 2 specificity that one pri-
marily measures in such assays as the Ouchterlony double
immunodiffusion test, and it carries equal weight with type
1 specificity in such assays as hemagglutination, discussed
later. Type 2 specificity also leads naturally to the concept
of “multispecificity” described in the following section.

Multispecificity

The theory of multispecificity, introduced and analyzed by
Talmage (77) and Inman (78,79) and discussed on a struc-
tural level by Richards et al. (80), suggests a mechanism
by which the diversity and specificity of antisera can be
expanded and also understood. The idea is that each an-
tibody may actually bind, with high affinity, a variety of
diverse antigens. When one immunizes with immunogen
A, one selects for many distinct antibodies that have in

common only that they all react with A. In fact, each anti-
body may react with other compounds, but if fewer than
1% of the antibodies bind B, and fewer than 1% bind C,
and so on, then by type 2 specificity, the whole antiserum
will appear to be highly specific for A. Note that the sub-
population that binds B may react with an affinity for B
as high as or higher than that for A, so that the population
would not be type 1 specific for A. This same population
would presumably be selected if one immunized with B.
The net result would be that the diversity of highly (type
2) specific antisera an organism could generate would be
even greater than the diversity of B cell clones (or antibody
structures). This principle can explain how polyclonal an-
tisera can sometimes appear paradoxically more specific
than a monoclonal antibody.

OTHER METHODS

We mention only a few of the other methods for measuring
antigen–antibody interactions. Other useful techniques in-
clude quenching of the tryptophan fluorescence of the an-
tibody by certain antigens on binding (81) (a sensitive
method useful for such experiments as fast kinetic stud-
ies), antibody-dependent cellular cytotoxicity, immunoflu-
orescence including flow cytometry, immunohistochem-
istry, and inhibition by antibody of plaque formation by
antigen-conjugated bacteriophage (82) (a method as sen-
sitive as RIA since inhibition of even a few phage virions
can be detected).

Quantitative Precipitin

Among the earliest known properties of antibodies were
their ability to neutralize pathogenic bacteria and their
ability to form precipitates with bacterial culture super-
natants. Both activities of each antiserum were highly spe-
cific for the bacterial strain against which the antiserum
was made. The precipitates contained antibody protein
and bacterial products. The supernatants contained de-
creased amounts of antibody protein and, under the right
conditions, had lost the ability to neutralize bacteria. How-
ever, quantitation of the antibody precipitated was diffi-
cult, since the precipitate contained antigen protein as
well as antibody protein. Heidelberger and Kendall (83,84)
solved this problem when they found that purified pneu-
mococcal cell wall polysaccharide could precipitate with
antipneumococcal antibodies. In this case, the amount of
protein nitrogen measured in the precipitate was entirely
due to antibody protein, and the amount of reducing sugar
was mostly due to the antigen. Plotting the amount of an-
tibody protein precipitated from a constant volume of an-
tiserum by increasing amounts of carbohydrate antigen
gives the curve shown in Figure 5.13.

As shown in Figure 5.13A, the amount of antibody
precipitated rises initially, reaches a plateau, and then
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A

B

FIGURE 5.13 Quantitative immunoprecipitation. To a fixed
amount of specific antibody are added increasing amounts of
nonprotein antigen. The figure shows the amount of antibody
protein (A) and the ratio of antibody to antigen (B) found in
the precipitate. At antigen excess, soluble immune complexes are
found in the supernatant, and the precipitate is decreased.

declines. The point of maximum precipitation was found
to coincide with the point of complete depletion of neutral-
izing antibodies and is called the equivalence point. The
amount of antibody protein in the precipitate at equiva-
lence is considered to equal the total amount of specific
antibody in that volume of antiserum. The rising part of
the curve is called the antibody excess zone (antigen lim-
iting), and the part of the curve beyond the equivalence
point is called the antigen excess zone.

Supernatants and precipitates were carefully analyzed
for each zone of antibody or antigen excess, as shown in
Figure 5.13B. When antigen was limiting, the precipitate
contained high ratios of antibody to antigen. The super-
natant in this zone contained free antibody with no de-
tectable antigen. As more antigen was added, the amount
of antibody in the precipitate rose, but the ratio of antibody
to antigen fell. At equivalence, no free antibody or antigen
could be detected in the supernatant. As more antigen was
added, the precipitate contained less antibody, but the ra-
tio of antibody to antigen remained constant. The super-
natant now contained antigen–antibody complexes, since
the complexes at antigen excess were small enough to re-
main in solution. No unbound antibody was detected.

The lattice theory (83,84) is a model of the precipitation
reaction that explains these observations. It assumes that
antibodies are multivalent and antigens are bi- or polyva-
lent. Thus, long chains can form consisting of antibody
linked to antigen linked to antibody, and so on. The larger
the size of the aggregate, the less soluble the product, until
a precipitate is formed. In the antibody excess zone, branch
points can form whenever three antibodies bind to a single
antigen, giving a large and insoluble product. For example,
at the antibody to antigen ratio 2:1, every antigen molecule
can bind three antibody molecules in a three-dimensional
lattice structure. However, when equimolar amounts of an-
tibody and antigen are mixed (the equivalence zone), the
likelihood of more than two antibodies binding each anti-
gen molecule decreases. The number of branch points de-
creases, and the product consists of longer chains of al-
ternating antibody and antigen molecules. As the antigen
concentration reaches excess, the precipitate approaches
linear chains with molar ratio 1:1. At even higher antigen
ratios, more antigen molecules will have 0 or 1 antibody
bound. One antibody bound is equivalent to a chain termi-
nation, so shorter chain lengths are found, until the prod-
uct is small enough to remain in solution. Such soluble
antigen–antibody “immune complexes” are detectable in
the antigen excess zone, where no free antibody is found.

Besides explaining the observed precipitation phenom-
ena on a statistical basis, the lattice theory made the
important prediction that antibodies are bivalent or multi-
valent. The subsequent structural characterization of anti-
bodies (see Chapter 4) revealed their molecular weight and
valency. Antibodies are indeed bivalent, except for IgM,
which is functionally pentavalent and forms precipitates
even more efficiently.

Antigens can be polyvalent either by having multiple
copies of the same determinant or by having many dif-
ferent determinants, each of which reacts with different
antibodies in a polyclonal antiserum. A good example of
the former case, is described in Chapter 21. The predom-
inant antigenic determinants of polysaccharides are of-
ten the nonreducing end of the chain. Branched chain
polysaccharides have more than one end and are poly-
valent. Nonbranched chains such as dextran (polymer of
glucose) are monovalent for end-specific antidextran anti-
bodies and do not precipitate them (85). However, a sec-
ond group of antidextran antibodies is specific for inter-
nal glucose moieties. Since each dextran polymer con-
sists of many of these internal units, it is polyvalent for
internal α(1 → A 6) linked glucose specific antibodies.
Thus, unbranched dextran polymer can be used to dis-
tinguish between end-specific and internal-specific anti-
bodies, as it will precipitate with the latter antibodies but
not the former (85,86). Monomeric protein antigens, such
as myoglobin (see Chapter 21) or lysozyme, are examples
of the second case, because they behave as if they were
polyvalent for heterogeneous antisera but monovalent for
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monoclonal antibodies. This results from the fact that each
antigen molecule has multiple antigenic determinants but
only one copy of each determinant. Thus, a polyspecific
antiserum can bind more than one antibody to different
determinants on the same molecule and form a lattice.
However, using antibodies directed against a single de-
terminant (e.g., a monoclonal antibody), no precipitate
will form. In this case, antigen–antibody reactions must
be measured by some other binding assay, such as RIA or
ELISA.

Immunodiffusion and the
Ouchterlony Method

One of the most useful applications of immunoprecipita-
tion is in combination with a diffusion system (87). Diffu-
sion could be observed by gently adding a drop of protein
solution to a dish of water, without disturbing the liquid.
The rate of migration of protein into the liquid is propor-
tional to the concentration gradient times the diffusion
coefficient of the protein according to Fick’s law,

dQ
dt

= −DA
dc
dx

(43)

where Q is the amount of substance that diffuses across
an area A per unit time t, D is the diffusion coefficient,
which depends on the size of the molecule, and dc/dx is
the concentration gradient. Since antibody molecules are
so large, their diffusion coefficients are quite low, and dif-
fusion often takes 1 day or more to cover the 5 mm to
20 mm required in most systems. In order to stabilize the
liquid phase for such long periods of time, a gel matrix is
added to provide support without hindering protein migra-
tion. In practice, 0.3% to 1.5% agar or agarose will permit
migration of proteins up to the size of antibodies while
preventing mechanical and thermal currents. By carefully
adjusting the concentration of antibody and antigen, these
systems can provide a simple analysis of the number of
antigenic components and the concentration of a given
component. By adjusting the geometry of the reactants
entering the gel, immunodiffusion can provide useful in-
formation concerning antigenic identity or difference, or
partial cross-reaction, as well as the purity of antigens and
the specificity of antibodies.

In single diffusion methods (88–91), antibody is incor-
porated in the gel, and antigen is allowed to diffuse from
one end of a tube gel or from a hole in a gel in a Petri dish
in one or two dimensions, respectively. Over time, the anti-
gen concentration reaches equivalence with the antibody
in the gel, and a precipitin band forms. As more antigen dif-
fuses, antigen excess is achieved at this position, so the pre-
cipitate dissolves and the boundary of equivalence moves
farther. By integrating Fick’s law, we find that the distance
moved is proportional to the square root of time. If two
species of antigen a and b are diffusing and the antiserum
contains antibodies to both, two independent bands will

form. These will move at independent rates, depending on
antigen concentration in the sample, diffusion coefficient
(size), and antibody concentration in the agar. Similarly, in
the two-dimensional method, at a given radius of diffusion,
antigen concentration will be equivalent to the antibody
in the gel, and a precipitin ring will form. The higher the
initial antigen concentration, the farther the antigen will
diffuse before precipitating and the wider the area of the
ring will be. The area of the ring is directly proportional to
the initial antigen concentration. This method provides a
convenient quantitative assay that can be used to measure
immunoglobulin classes by placing test serum in the well
and antiserum to each class of human immunoglobulin
in the agar. Sensitivity can be increased by lowering the
concentration of antiserum in the gel, giving wider rings,
because the antigen must reach a lower concentration to
be at equivalence. However, the antiserum cannot be di-
luted too far, or no precipitate will form.

The double diffusion methods use the same principles,
except that instead of having one reactant incorporated
in the gel at a constant concentration, both antigen and
antibody are loaded some distance apart in a gel of pure
agarose alone and allowed to diffuse toward each other.
At some point in the gel, antigen diffusion and antibody
diffusion will provide sufficient concentrations of both re-
actants for immunoprecipitation to occur. The line of pre-
cipitation becomes a barrier for the further diffusion of
the reactants, so the precipitin band is stable. If the anti-
gen preparation is heterogeneous and the antiserum is a
heterogeneous mixture of antibodies, different bands will
form for each pair of antigen and antibody reacting at posi-
tions dependent on concentration and molecular weight of
each. The number of lines indicates the number of antigen–
antibody systems reacting in the gel. The ability of immun-
odiffusion to separate different antigen–antibody systems
gives a convenient estimate of antigen purity or antibody
specificity.

In the most widely used Ouchterlony method of dou-
ble diffusion in two dimensions (87), three or more wells
are cut in an agarose gel in a dish in the pattern shown
in Figure 5.14. Antigen a or b is placed in the upper wells,
whereas antiserum containing anti-a or anti-b is placed in
the lower well. Each antigen–antibody reaction system will
form its own precipitin line between the wells. As shown
in Figure 5.14A, this should extend an equal distance to
the left and right of the wells. When different antigens are
present in different wells (Figure 5.14C), the precipitating
systems do not interact immunochemically, so the precip-
itin lines cross. However, when the same antigen is present
in both wells (Figure 5.14B), each line of precipitation be-
comes a barrier preventing the antigen and antibody from
diffusing past the precipitin line. This shortens the precip-
itin line on that side of the well. In addition, antigen diffu-
sion from the neighboring wells shifts the zone of antigen
excess, causing the equivalence line to deviate down-
ward and meet between the two wells. Complete fusion
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FIGURE 5.14 Immunodiffusion of two
components in two dimensions. Cross-
reactions produce inhibition (shortened
bands) or deviation (curved bands).
Lines of identity are shown in B and D
(87).

of precipitin lines with no spurs is called a line of identity,
indicating that the antigen in each well reacts with all an-
tibody capable of reacting with antigen in the other well.

The analytical power of this method is shown in Figure
5.14D. When a mixed antigen sample is placed in one well,
and pure antigen b is placed in the other well, antiserum
to a plus b gives the pattern shown. Two precipitin lines
form with the left well and one precipitin line with the
right well. The line of complete fusion allows us to identify
the second band as antigen b; the first band is antigen a.
From their relative distance of migration, we can conclude
that antigen a is in excess over antigen b, assuming their
diffusion coefficients are comparable and both antibodies
are present in equal amounts. Finally, since the precipitin
line of antigen a-anti-a is not shortened at all, there is no
contamination of the right sample with antigen a, and the
two antigens do not cross-react.

The type of cross-reactivity detected by this Ouchter-
lony double immunodiffusion in agar is what we defined
earlier as type 2 cross-reactivity. The method is not suitable
for measuring affinity differences, required for quantitat-
ing type 1cross-reactivity. Sensitivity can be increased by
use of radioactive antigen and detection of the precipitate
by autoradiography.

Immunoelectrophoresis

Some antigen–antibody systems are too complex for dou-
ble immunodiffusion analysis, either because there are too
many bands or they are too close together. Immunoelec-

trophoresis combines electrophoresis in one dimension
(Figure 5.15) with immunodiffusion in the perpendicular
direction. In the first step, electrophoresis separates the
test antigens according to charge and size, in effect sepa-
rating the origin of diffusion of different antigens. This is
equivalent to having each antigen start in a different well,
as shown in the right-hand panel. A horizontal trough is
then cut into the agar and filled with antiserum to all the
components. Immunodiffusion occurs between the sepa-
rated antigens and the linear source of antibody. The re-
sults for a mixture of three antigens approximate those
shown for three antigens in separate wells (87). Fusion,
deviation, and inhibition between precipitin lines can be
analyzed as described earlier. The resolution of each band
is somewhat decreased, due to widening of the origin of
diffusion during electrophoresis. However, the immuno-
diffusion of unseparated human serum proteins, for ex-
ample, is greatly facilitated by prior electrophoresis. Start-
ing from a single well, only the heavier bands would be
visible. However, prior electrophoresis makes it possible
for each electrophoretic species to make its own precip-
itin line. Monospecific antiserum can be placed in a paral-
lel horizontal trough, so that each band of precipitation
can be identified. Immunoelectrophoresis is commonly
used to diagnose myeloma proteins in human serum.
The unknown serum is electrophoresed, followed by im-
munodiffusion against antibodies to human immunoglob-
ulin heavy or light chains. A widening arc of IgG suggests
the presence of an abnormal immunoglobulin species. At
this same electrophoretic mobility, a precipitin line with
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A)

B)

C)

FIGURE 5.15 Immunoelectrophoresis.
A sample containing multiple compo-
nents is electrophoresed in an agarose gel,
separating the antigens in the horizontal
dimension. Then a horizontal trough is
cut into the gel and antiserum is added.
Immunodiffusion between the separated
antigens and the trough is equivalent to
having separate wells, each with a differ-
ent antigen (87). This technique is used
to identify a myeloma protein in human
serum. Sera from the patient or normal in-
dividual were placed in the circular wells
and electrophoresed. Antisera were then
placed in the rectangular troughs and im-
munodiffusion proceeded perpendicular
to the direction of electrophoresis. The
abnormally strong reaction with anti-IgG
and anti-κ , but no reaction with anti-λ
antibodies, indicate a monoclonal protein
(IgG,κ), because polyclonal Ig should re-
act with both anti–light-chain antisera.
Failure to form a band with anti-IgM and
a reduced band with anti-IgA show typi-
cal reduction of normal immunoglobulins
in this disease. Photographs courtesy of
Theresa Wilson, NIH Clinical Chemistry
Section.

anti-κ , but not anti-λ reactivity, strongly suggests the diag-
nosis of myeloma or monoclonal gammopathy, since these
proteins arise from a single clone that synthesizes only
one light chain. All normal electrophoretic species of hu-
man immunoglobulins contain both light chain isotypes,
although κ exceeds λ by the ratio of 2:1 in humans. As
shown in Figure 5.15C, the abnormal arc with γ mobility
reacts with anti-IgG and anti-κ but not anti-λ antiserum.
Thus, it is identified as an IgG-κ monoclonal protein.

Hemagglutination and Hemagglutination
Inhibition

Hemagglutination

A highly sensitive technique yielding semiquantitative val-
ues for the interaction of antibody with antigen involves
the agglutination by antibodies of red blood cells coated

with the antigen (92). For exogenous antigens that are
adsorbed to the red blood cell surface, the reaction is
called passive hemagglutination. Untreated red blood cells
are negatively charged, and electrostatic forces keep them
apart. Following treatment with tannic acid (0.02 mg/ml
for 10 minute at 37◦C), however, they clump readily.

Untreated red blood cells are easily coated with polysac-
charide antigens, which they adsorb readily. After tanning,
the uptake of some protein antigens is good, giving a sen-
sitive reagent, whereas for others it tends to be quite vari-
able; coating red blood cells has been the limiting factor
in the usefulness of this method for certain antigens. Ap-
parently, slightly aggregated or partially denatured protein
antigens are adsorbed preferentially (92).

The test for specific antibodies is done by serially
diluting the antiserum in the U-shaped wells of a mi-
crotiter plate and adding antigen-coated red cells. When
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cross-linked by specific antibodies, agglutinated cells set-
tle into an even carpet spread over the round bottom of
the well. Unagglutinated red cells slide down the sides and
form a much smaller button at the very bottom of the well.
The titer of a sample is the highest dilution at which defi-
nite agglutination occurs. With hyperimmune antisera, in-
hibition of agglutination is observed at high doses of an-
tibody, termed a prozone effect. Two interpretations have
been offered: One is that, at great antibody excess, each
cell is coated with antibody, so cross-linking by the same
antibody molecule becomes improbable. The second in-
terpretation is the existence of some species of inefficient
or “blocking” antibodies that occupy antigen sites without
causing aggregation of cells (9). To ensure antigen speci-
ficity, the antiserum should be absorbed against uncoated
red cells prior to the assay, and an uncoated red cell control
should be included with each assay. IgM is up to 750 times
more efficient than IgG at causing agglutination, which
may affect interpretation of data based on titration. The
titer may vary by a factor of 2 simply due to subjective
estimates of the endpoint.

Once the titer of an antiserum is determined, its inter-
action with antigen-coated red blood cells can be used as
a sensitive assay for antigen. To constant amounts of an-
tibody (diluted to a concentration twofold higher than the
limiting concentration producing agglutination) are added
varying amounts of free antigen. Agglutination will be in-
hibited when half or more of the antibody sites are occu-
pied by free antigen. In a similar fashion, the assay can
be used for the detection and quantitation of anti-idiotype

antibodies that react with the variable region of antibodies
and sterically block antigen binding.

Immunoblot (Western Blot)

A most useful technique in the analysis of proteins is poly-
acrylamide gel electrophoresis (PAGE), in which charged
proteins migrate through a gel in response to an electric
field. When ionic detergents such as sodium dodecyl sul-
fate are used, the distance traveled is inversely propor-
tional to the logarithm of molecular weight. The protein
components of complex structures, such as viruses, ap-
pear as distinct bands, each at its characteristic molecular
weight. Because antibodies may be unable to diffuse into
the gel, it is necessary to transfer the protein bands onto
a nitrocellulose membrane support first, where they are
exposed for antibody binding (93).

The immunoblot is often used to detect viral proteins
with specific antibodies that bind these proteins on the
nitrocellulose blot. Then a second antibody, which is either
enzyme conjugated or radiolabeled, is used to detect the
antigen–antibody band. Crude viral antigen preparations
can be used, because only those bands that correspond to
viral antigens will be detected.

Typical results are shown in Figure 5.16. Human im-
munodeficiency virus type 1 (HIV-1) was cultured in sus-
ceptible H9 cells. The viral proteins were separated by
PAGE and detected by immunoblot, using the serum of
infected patients. Each antigen band recognized by the
antiserum has been identified as a viral component or

A B

FIGURE 5.16 A: Western blot technique. The antigen preparation is run through a polyacryl-
amide gel, which separates its components into different bands. These bands are then transferred
to paper by electrophoresis in the horizontal dimension. The paper is cut into strips. Each strip
is incubated with test antibodies, followed by further incubation with enzyme-labeled second
antibodies. If the test antibodies bind to the component antigens, they will produce discrete dark
bands at the corresponding positions on the strip. B: Clinical specimens from AIDS patients
tested on strips bearing HIV-1 viral antigens, showing antibodies to viral gag (p15/17, p24, and
p55 precursor), pol (p66 and possibly p32), and env (gp41 and gp120) proteins. Lane 1 is the
negative control, and lanes 2 to 4 are sera from three different patients.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-05 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 11:13

180 Chapter 5

precursor protein. The gp160 precursor is processed to
mature gp120 and gp41 envelope proteins, while a p66 pre-
cursor is processed to the p51 mature form of reverse tran-
scriptase, and a p55 precursor becomes the p24 and p17
gag and matrix proteins of the virus (94). The practical
uses of the HIV western blot include diagnosing infection,
screening blood units to prevent HIV transmission, and
testing new vaccines.

Surface Plasmon Resonance (SPR)

SPR uses the electromagnetic properties of light to mea-
sure the binding affinity of a variety of biological mole-
cules, including antigen–antibody pairs. In this method,
polarized light passes through a glass plate coated on the
back surface with a thin metal film, usually gold. Biolog-
ical materials binding to the metal film behind the plate
can alter its refractive index in ways that affect the angle
and intensity of reflected light.

At angles close to perpendicular, light will pass through
the glass, although it will bend at the interface due to dif-
ferences in the refractive index of glass and what is behind
it. Above a certain angle, called the critical angle, bend-
ing will be so great that total internal reflection will occur.
Small changes in refractive index behind the glass can be

detected as significant changes in the critical angle, where
light reflection occurs, and in the intensity of reflected light
at this angle. By reading the reflected light intensity in a
diode array detector, the critical angle and intensity can
be determined simultaneously. Due to the wave nature of
light, the effect of refractive index in the gold film extends
about one wavelength beyond the glass, or about 300 nm
to 700 nm (95). Within this layer, if an antigen is covalently
attached to the gold, then antibody binding can be detected
as a change in refractive index, resulting in a different crit-
ical angle and intensity of the reflected light.

SPR systems have three essential features (96): an op-
tical system that allows determination of the critical angle
and light intensity at the same time; a coupling chemistry
that links antigen or antibody to the gold surface; and a
flow system that rapidly delivers the binding molecule in
the mobile phase, so SPR can measure the rate of binding,
rather than the rate of diffusion. Because binding causes a
physical change in the gold film, there is no need to detect
binding with radioactive labels or enzyme conjugates.
Molecular binding interactions can be followed in real
time.

A typical SPR experiment is shown in Figure 5.17.
HIV gp120 of type IIIB (left panel) or MN (right panel)
were fixed to the gold layer, and various concentrations of

FIGURE 5.17 Monoclonal antibody to gp120 was introduced into the flow cell at time 0, and
antibody binding was followed over time as a change in the critical angle, measured in response
units. After 1,000 seconds, free antibody was washed out, and the release of bound antibody was
measured as a decrease in refractive index. Lower-affinity binding to gp120 from the IIIB strain
(left) was shown as a faster “off rate,” as compared to the very slow rate of antibody release from
the MN strain (right). These results, obtained under nonequilibrium conditions, provide direct
measurement of the forward and reverse rate constants for antibody binding, and the ratio of
these two gives the affinity constant. Modified from (97), with permission.
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monoclonal antibody to gp120 were added to the flow cell
(97). Over the first 1,000 seconds, antibody binding was
measured as a change in reflected light (in response units),
allowing a calculation of the rate constant for the forward
reaction of antibody binding. Once the signal reached a
plateau, antibody was washed out of the flow cell, and
the decrease in SPR signal over time indicated the rate at
which antibody came off the antigen. The “on rate” for an-
tibody binding to IIIB gp120 (left) was about twice as fast
as for MN (right) at each antibody concentration. How-
ever, the “off rate” was about 50-fold less for MN than
for IIIB. Combining these kinetic results indicates much
greater binding affinity for gp120 of MN type, which may
explain the observation that MN type virus was 10-fold
more sensitive to neutralization by this antibody than was
the IIIB strain.

MONOCLONAL ANTIBODIES

Homogeneous immunoglobulins have long played im-
portant roles in immunological research. Starting in the
1950s, Kunkel and colleagues studied sera from human
patients with multiple myeloma and recognized the rela-
tionship between abnormal myeloma proteins and normal
serum globulins (98). Potter and colleagues character-
ized numerous mouse myeloma tumors and identified
some of their antigenic specificities (99). Human and
mouse myeloma proteins were studied as representative
immunoglobulins and recognized for the advantages they
had with proteins as diverse as antibodies, for studies
of immunoglobulin structure, function, and genetics. It
was not yet possible, however, to induce monoclonal im-
munoglobulins of desired specificity.

This goal was achieved by the introduction of hy-
bridoma technology by Köhler and Milstein (1,100) and
by Margulies and colleagues (101) in the 1970s. Since that
time, monoclonal antibodies have come to play an enor-
mous role in biological research and applications. They
offer as advantages the relative ease of the production and
purification of large quantities of antibody, the uniformity
of antibody batches, and the ready availability of Ig mRNA
and DNA from the hybrid cell lines.

Derivation of Hybridomas

Hybridomas producing monoclonal antibodies are gener-
ated by the somatic cell fusion of two cell types: antibody-
producing cells from an immunized animal, which by
themselves die in tissue culture in a relatively short time,
and myeloma cells, which contribute their immortality in
tissue culture to the hybrid cell. The myeloma cells are
variants carrying drug selection markers, so only those
myeloma cells that have fused with spleen cells provid-
ing the missing enzyme will survive under selective condi-
tions. Initial work used myeloma cells that secreted their

FIGURE 5.18 Production of hybridomas. Steps in the deriva-
tion of hybridomas can be outlined as shown. Spleen cells from
immunized donors are fused with myeloma cells bearing a se-
lection marker. The fused cells are then cultured in selective
medium until visible colonies grow, and their supernatants are
then screened for antibody production.

own immunoglobulin products, but later such fusion part-
ners were replaced by myeloma variants that fail to ex-
press Ig (102,103), so that the fused cell secretes exclusively
antibody of the desired specificity. Successful hybridoma
production is influenced by the characteristics of the cell
populations (immune lymphocytes and myeloma fusion
partner), the fusion conditions, and the subsequent selec-
tion and screening of the hybrids. A diagrammatic version
of the overall process of hybridoma derivation is presented
in Figure 5.18.

This section will not attempt to provide a detailed, step-
by-step protocol for laboratory use. For that purpose, the
reader is referred to monographs and reviews on the sub-
ject, including a detailed lab protocol with many hints and
mention of problems to avoid (104).

Hybridomas Derived from Species
Other than Mice

Laboratory mice are the most common species immunized
for hybridoma production, but for a variety of reasons,
other animal species often have advantages. If an antigen



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-05 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 11:13

182 Chapter 5

of interest is nonpolymorphic in the mouse, the mouse
component might be immunogenic in other species, while
mice would be tolerant to it. In the case of hybridomas
for clinical use, mouse antibodies have the drawback of
inducing anti–mouse immunoglobulin immune responses
with possible deleterious effects.

Several approaches have been taken to the derivation
of hybridomas in species other than mouse. First, in-
terspecies hybridization can be performed using mouse
myeloma fusion partners. The resulting hybrids are of-
ten unstable and throw off chromosomes, but clones can
sometimes be selected that produce antibody in a sta-
ble fashion. Examples of this would be rat–mouse fu-
sion to produce antibody to the mouse Fc receptor (105),
and hamster–mouse fusion to produce antibody to the
mouse CD3 equivalent (106). Rabbit–mouse hybridomas
have also been described (107).

A second approach is the use of fusion partner cells
from the desired species. Myeloma variants carrying drug
selection markers are available in a number of species. A
rat myeloma line adapted for this purpose, IR983F, was
described by Bazin (108). Production of human hybrido-
mas is of special importance, because their use in therapies
would avoid the problem of human immune responses to
Ig derived from other animal species, as discussed in detail
in the later section on applications.

Use of Gene Libraries to Derive
Monoclonal Antibodies

Monoclonal antibodies produced by hybridoma technol-
ogy are derived from B cells of immunized animals. A re-
cent alternative technology uses gene libraries and expres-
sion systems instead. This approach has the advantages
of avoiding labor-intensive immunizations of animals and
the screening of antibody-containing supernatants. An-
other advantage of the approach is circumventing toler-
ance. One can derive mAbs to antigens expressed in the ani-
mal species that donated the gene library, including highly
conserved antigens for which there may be no available
responder that does not express the antigen.

The first version of such an approach involved prepara-
tion of VH and Vκ libraries and expression of the libraries
in bacteria. Further development of the system led to use of
VH and VL libraries made separately, and then preparation
of a combinatorial library by cleaving, mixing, and religat-
ing the libraries at a restriction site (109,110). A linker can
be used so that VH and VL can both be expressed on one
covalent polypeptide; the flexibility of the linker allows as-
sociation of the VH and VL in a normal three-dimensional
configuration and thus formation of an antigen-binding
site (110).

Another innovation involves expression of VH and Vκ

genes on the surface of bacteriophage as fusion proteins
with a phage protein, to permit rapid screening of large

numbers of sequences (110–112). Adsorption of antibody-
bearing phage on antigen-coated surfaces allows positive
selection of phage containing DNA encoding the desired
variable region fragment (Fv) from combinatorial variable
region gene libraries (111,112).

Human antibody gene sequences can be recovered by
PCR from peripheral blood cells (113), bone marrow (114),
or human cells reimmunized in SCID-hu mice (115). The
phage display technique can then be used to select antigen-
binding clones and derive human reagents of desired speci-
ficity, such as antibody to hepatitis surface antigen (113)
or HIV envelope (114).

One limitation in the phage library technique initially
was low affinity of the mAbs derived, because they were
generated by a random process and not subject to fur-
ther somatic mutation. Several approaches have now been
used to improve affinities. Hypermutation and selection
has now been achieved in vitro by a strategy using a bac-
terial mutator strain (116). The process involves multiple
rounds of mutation followed by growth in nonmutator bac-
teria and then selection for high-affinity binding led to an
overall 100-fold increase in affinity (116). Improved affinity
has also been achieved by use of site-directed mutagenesis
to alter residues in hypervariable regions affecting disso-
ciation rates (117).

Applications of Monoclonal Antibodies

Since monoclonal antibodies can be made easily and re-
producibly in large quantities, they allow many experi-
ments that were not possible or practical before. Affinity
chromatography based on monoclonal antibodies can be
used as a step in purification of molecular species that are
difficult to purify chemically. Homogeneous antibody can
be crystallized and can also be crystallized together with
antigen to permit the study of the structure of antibody and
of antigen–antibody complexes by x-ray diffraction. Ho-
mogeneous antibodies are also very valuable in the study
of antibody diversity. Such analyses have revealed much
about the roles of somatic mutation, changes in affinity,
and changes in clonal dominance in antibody responses.

Catalytic Antibodies

One area of recent interest is the use of antibody molecules
to catalyze chemical reactions (118). In this role, antibod-
ies serve as an alternative to enzymes, an alternative that
can be customized and manipulated more easily in some
cases.

The concept of antibodies as catalysts had been pro-
posed a long time ago by D. W. Woolley (cited in ref. 118).
Use of homogeneous antibodies permitted identification
of some with significant catalytic effects; MOPC167 ac-
celerates the hydrolysis of nitrophenyl-phosphorylcholine
by 770-fold (119). Polyclonal antibodies have also been
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reported to possess detectable enzymatic activity (120).
With the advent of hybridoma technology, purposeful se-
lection of antibodies with potent enzymatic function be-
came possible. Antibodies have been characterized that
catalyze numerous chemical reactions, with rates nearing
108-fold above the spontaneous rate (reviewed in ref. 118).
One common strategy for elicitation of such antibodies
is immunization with transition state analogs (121), al-
though there are other strategies (122). Antibodies func-
tion as catalysts in a stereospecific manner (123), a valu-
able property.

Molecular mechanisms of antibody-mediated catalysis
vary, as do enzymatic reactions (122,124). To accelerate
a reaction, an antibody has to lower the activation energy
barrier to the reaction, which means lowering the energy of
the transition state by stabilizing it. For this reason, an an-
tibody that recognizes the transition state is favorable, and
immunizations with analogs of the transition state have
advantages.

Antibodies can serve as what has been termed an en-
tropy trap (118); binding to the antibody “freezes out” the
rotational and translational degrees of freedom of the sub-
strate and thus makes a chemical reaction far more favor-
able energetically. Interactions with chemical groups on
the antibody can neutralize charges or bury hydrophobic
groups, thereby stabilizing a constrained transition state.

Discovery of such catalytic antibodies opens practical
opportunities: antibodies can be customized for an appli-
cation by appropriate selection and can be produced rela-
tively cheaply and purified easily. Catalytic antibodies can
be developed to perform chemical reactions for which no
enzyme is available. They can shield intermediates from
solvent—for example, allowing reactions that do not occur
in aqueous solution (125). They can form peptide bonds
(126), suggesting a new approach to polypeptide synthesis.
Thus, catalytic antibodies will likely have many practical
applications.

Bispecific and Bifunctional Antibodies

Antibodies produced naturally by a single B cell have only
one binding site specificity, and their effector functions are
determined by the structure of the Fc domain. The avail-
ability of monoclonal antibodies made possible the gen-
eration in quantity of artificial antibodies as cross-linking
reagents, by linking binding sites of two specificities to
form bispecific antibodies. A variety of techniques have
been used to prepare such hybrid or bispecific antibodies,
and they have been put to a variety of uses. In addition,
antibody binding sites can be linked to other functional
domains, such as toxins, enzymes, or cytokines, to create
“bifunctional antibodies” (127).

One of the most powerful uses of hybrid antibodies is
in redirecting cytolytic cells to targets of a defined speci-
ficity. In one early demonstration of this use (128), a mon-

oclonal antibody specific for the Fcγ receptor and one spe-
cific for the hapten DNP were chemical cross-linked. In the
presence of this hybrid antibody, Fcγ R-bearing cells were
able to lyse haptenated target cells specifically. The Fcγ R
played a critical role; antibody to MHC class I antigens on
the cell could not be substituted. Antibody to the T cell re-
ceptor complex has also been used extensively to redirect
T cell lysis to desired targets. For example, anti-CD3 was
cross-linked to antitumor antibodies and mixed with effec-
tor cells. These “targeted T cells” were able to inhibit the
growth of human tumor cells in vivo in nude mice (129).
Bispecific antibodies have also been used recently to alter
the tropism of a viral gene therapy vector to target specific
cells (130).

Cumbersome cross-linking chemistry can now be re-
placed by genetic engineering for creation of designer an-
tibodies (127). Bifunctional and bispecific antibodies can
be engineered as single chain variable fragment (scFv) con-
structs or by specialized strategies using two chains. A wide
variety of configurations are possible and can be used to
make multivalent reagents as well as reagents with one site
of each specificity. Tags can be built in by fusion of addi-
tional sequence such as streptavidin, or, as mentioned ear-
lier, antibody domains can be combined with other func-
tional domains, such as toxins, enzymes, or cytokines.

Clinical Applications

The possible clinical uses of monoclonal antibodies are
many. In vitro, they are widely used in RIA and ELISA
measurements of substances in biological fluids, from hor-
mones to toxins. They are also extremely valuable in flow
cytometric assays of cell populations using antibodies spe-
cific for differentiation antigens expressed on cell sur-
faces. Monoclonal antibodies plus complement or toxin-
conjugated monoclonal antibodies have also been used to
remove T cells from bone marrow prior to transplantation
(131).

In vivo, although it took more than two decades for
the original promise of hybridoma technology to be
translated into widespread clinical applications, a number
of monoclonal antibodies are now in use or in trials for
a variety of purposes (reviewed in 132–134). Monoclonal
antibody OKT3 directed to a marker on human T lym-
phocytes is used as a treatment for rejection reactions
in kidney transplant patients (135). Other monoclonal
antibodies, for example, 111In-labeled CYT-103 referred to
as Oncoscint (136), are used as diagnostic tumor-imaging
reagents. Monoclonal antibodies are have now been ap-
proved for a variety of therapeutic uses (134,137). Cancer
therapies use either unconjugated monoclonal antibody
(132,138–142) or toxin-coupled (143,144) or radiolabeled
monoclonal antibody (138,142,145). Molecules targeted in
cancer therapies include CD25 (IL-2 receptor alpha chain)
in adult T cell leukemia (132,134,142,146–148); CD20 in
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non-Hodgkin lymphoma using either unlabeled (141,149)
or more recently, radionuclide-labeled anti-CD20
(150,151); the HER-2/neu oncoprotein in breast and
ovarian cancer (139,140,152,153); CD22 in hairy cell
leukemia (144); vascular endothelial growth factor to
limit angiogenesis in diverse tumors, especially colorectal,
renal, and non–small-cell lung cancer (154–159); antiepi-
dermal growth factor receptor in colorectal carcinoma
and others (160); anti-CD52 in chronic lymphocytic
leukemia (161); and anti-CD33 in acute myelogenous
leukemia (162). Other therapies studied include anti-LPS
for treatment of sepsis, anti-IL-6 receptor for treatment of
multiple myeloma, and anti-IgE for treatment of allergy
(surveyed in 133), and anti-TNF for treatment of arthritis
(163,164), anti-RSV for prevention of RSV morbidity
and mortality in infants (165,166), and anti-IL-2 receptor
(CD25) for prevention of graft rejection (142,167), as well
as for treatment of autoimmune diseases such as uveitis
(168) and multiple sclerosis (169).

In the specialized case of B cell lymphoma, monoclonal
anti-idiotypes against the idiotype expressed by the pa-
tient’s tumor have been tested as a “magic bullet” therapy
(170). Active immunization of the patient with idiotype
(171–175) has the advantage that escape mutants (176) are
less likely to emerge because multiple idiotopes are recog-
nized. Another approach under study is immunization us-
ing not idiotype as protein but plasmid DNA encoding pa-
tient idiotype (177). This approach would have additional
advantages, such as ease of preparing customized reagents
for each patient.

Production of Human or Humanized
Monoclonal Antibodies

Many of the side effects of monoclonal antibodies in clini-
cal use are due to the foreign Ig-constant regions. Recogni-
tion of foreign Ig epitopes can lead to sensitization and so
preclude subsequent use in the same individual of different
monoclonal antibodies. Thus, monoclonal antibodies with
some or all structure derived from human Ig have advan-
tages. Several approaches have been taken employing fu-
sion of human cells with animal myelomas or with human
tumor cells of various kinds (178,179), and use of Epstein-
Barr virus to immortalize antibody-producing cells (180).
Production of populations of sensitized human cells to be
fused presents another special problem, since the donors
cannot be immunized at will. In one example, in vitro stim-
ulation of lymphocytes with antigen followed by fusion
with mouse myeloma cells has been used to generate a
series of antibodies to varicella zoster (181).

Another approach to production of monoclonal anti-
bodies with human characteristics involves application of
genetic engineering. The part of the antibody structure rec-
ognized as foreign by humans can be minimized by com-
bining human constant regions with mouse variable re-

gions (182,183) or even just mouse hypervariable segments
(184) by molecular genetic techniques. Antigen-binding
specificity is retained in some cases, and the “humanized”
chimeric molecules have many of the advantages of human
hybridomas.

Production of fully human mAbs in transgenic mice has
now been achieved by multiple laboratories. The strategy
has involved insertion into the mouse germline of con-
structs containing clusters of human Ig V, D, J, and C genes
to generate one transgenic line, and targeted disruption of
the mouse heavy chain and κ chain loci to generate an-
other transgenic line. From these two lines, mice are then
bred that express only human antibodies.

To show feasibility of this approach, cosmids carry-
ing parts of the human heavy chain locus were used to
make transgenic mice (185). The next step was to pro-
duce mice carrying human genes for both heavy and light
chains to generate a functional human repertoire. Sev-
eral groups using different technologies constructed heavy
chain miniloci containing functional V segments repre-
senting several major V region families, D and J segments,
constant and switch regions, and enhancers. κ chain con-
structs were made that contained multiple functional Vκ

segments, the J segments, Cκ , and enhancers (186,187).
Mice were bred that were homozygous both for the trans-
gene loci and for disruption of the mouse heavy chain and κ

light chain loci; note that the mouse λ locus was left intact.
The human Ig genes could rearrange in the mouse genome,
and expression of human Ig resulted. If these mice were
immunized with a fragment of tetanus toxin, resulting an-
tibodies included some that were fully human (187). In one
of the studies (186), serum contained human μ, γ 1, and κ ,
as well as mouse λ and γ . Immunization of such mice with
various antigens led to class switching, somatic mutation,
and production of human antibodies of affinities of almost
108 m−1.

Ig expression in these mice demonstrates cross-species
compatibility of the components involved in antibody gene
rearrangement and diversification. The mice also provide a
responder able to provide fully human antibodies to clini-
cally important antigens, and they have the advantage that
they are not tolerant to human antigens, such as the hu-
man IgE and human CD4 used by Lonberg, et al. (186).

Nucleotide Aptamers: An Alternative
to mAbs

Antibodies are not the only biological macromolecules that
have evolved to permit an enormous range of specific struc-
tures. Oligonucleotides selected for ability to bind a ligand
with high affinity and specificity are termed aptamers and
can be used in many of the ways antibodies have been
used. Selection, properties, and uses of aptamers have been
reviewed (188). Aptamers have the advantage that their
production does not require animals or cell culture. These
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well-defined reagents may be used increasingly in diagnos-
tic testing and are also being tested in clinical trials for use
as imaging agents or therapeutics.

Specificity and Cross-reactivity

Specificity of Monoclonal Antibodies

Because all the molecules in a sample of monoclonal anti-
body have the same variable region structure, barring vari-
ants arising after cloning, they all have the same specificity.
This uniformity has the advantage that batches of mono-
clonal antibody do not vary in specificity as polyclonal sera
often do. The most obvious fact about cross-reactions of
monoclonal antibodies is that they are characteristic of
all molecules and cannot be removed by absorption with-
out removing all activity. An exception would be an ap-
parent cross-reaction due to a subset of denatured anti-
body molecules, which could be removed on the basis of
that binding. The homogeneity of monoclonal antibodies
allows refinement of specificity analysis that was not pos-
sible with polyclonal sera. A few examples follow.

First, one can use monoclonal antibodies to distinguish
closely related ligands in cases where most antibodies in a
polyclonal serum would cross-react and so absorption of
a serum would not leave sufficient activity to define addi-
tional specificities. This ability is useful in designing clini-
cal assays for related hormones, for example. Such fine dis-
crimination also allows the definition of new specificities
on complex antigens. When large numbers of monoclonal
antibodies specific for class I and class II MHC antigens
were analyzed, some defined specificities that could not be
defined with existing polyclonal antisera (189–191).

However, monoclonal antibodies are also a powerful
tool for demonstrating similarities rather than distinctions
between two antigens. In some cases, only a minor portion
of an antibody response detects a cross-reaction, and so it
is not detected by polyclonal reagents. For example, deter-
minants shared by the I-A and I-E class II MHC antigens in
the mouse were demonstrated using monoclonal antibod-
ies (191), while they had been suspected but were difficult
to demonstrate using polyclonal sera.

Another type of fine specificity analysis possible only
with monoclonal antibodies is the discrimination of spa-
tial sites (epitope clusters) by competitive binding. In some
cases, such epitope clusters correspond to specificities that
are readily distinguished by other means. However, in
other cases, the epitope clusters may not be distinguish-
able by any serologic or genetic means. An example is the
splitting of the classical specificity Ia.7 into three epitope
clusters by competitive binding with monoclonal antibod-
ies (191). The epitopes cannot be distinguished genetically,
because all three are expressed on cells of all Ia.7-positive
mouse strains. Thus, polyclonal sera cannot be absorbed to
reveal the different specificities. Only with the use of mon-

oclonal antibodies were the epitopes resolved from each
other.

The importance of this type of analysis is shown by an-
other example—the definition of epitope clusters on CD4,
a surface molecule on a subset of human T cells that also
functions as the receptor for HIV. Monoclonal antibodies
to CD4 can be divided into several groups based on com-
petitive inhibition (192). The cluster containing the site
recognized by OKT4A is closely related to virus infection,
since antibodies to this site block syncytium formation.
The cluster recognized by OKT4, however, is not related to
infection because antibodies to it do not block syncytium
formation (192), and cells expressing variant forms of the
CD4 molecule lacking the OKT4 epitope can still be in-
fected by HIV (193). This information about the sites on
the molecule is important in understanding the molecular
interactions of virus with its receptor and may be useful in
designing vaccine candidates.

Although most antibodies are not MHC-restricted in
their recognition of antigens, distinguishing them from T
cell receptors, antibodies can be selected that recognize
peptide-MHC complexes (MHC-restricted antipeptide an-
tibodies or peptide-dependent anti-MHC class I antibod-
ies) (194–196). Several monoclonal antibodies have been
selected that require both a certain MHC class I antigen
and a particular peptide for reactivity. Such mAbs are use-
ful reagents capable of detecting cells presenting the ap-
propriate peptide-MHC complexes on their surfaces (194).
Such mAbs may also be useful in dissection of T cell re-
sponses. In one study, the mAbs could inhibit IL-2 secre-
tion by a T cell hybridoma of corresponding specificity and
could also block induction of CTL recognizing that epitope
when given in vivo during priming (196). Such mAbs have
been used to address structural questions about antigen
recognition by T and B cells (195). Such antibodies also ap-
peared to skew the repertoire of T cells for this particular
HIV peptide–MHC complex to specific TCR Vβ types and
T cell avidities (197). However, only very rare mAbs have
this type of specificity, and they were purposely selected in
the fusions, so they do not provide a general comparison
of TCR and Ab characteristics.

Cross-reactions of Monoclonal Antibodies

Monoclonal antibodies display many type 1 cross-
reactions, emphasizing that antibody cross-reactions rep-
resent real similarities among the antigens, not just an ef-
fect of heterogeneity of serum antibodies. Even antigens
that differ for most of their structure can share one deter-
minant, and a monoclonal antibody recognizing this site
would then give a 100% cross-reaction. An example is the
reactivity of autoantibodies in lupus with both DNA and
cardiolipin (198).

It should be emphasized that sharing a “determinant”
does not mean that the antigens contain identical chemical
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structures; instead, they bear a chemical resemblance that
may not be well understood—for example, a distribution of
surface charges. Antibodies to the whole range of antigens
can react with immunoglobulins in idiotype anti-idiotype
reactions, showing a cross-reactivity of the same antibod-
ies with proteins (the anti-idiotypes) and with the carbo-
hydrates, nucleic acids, lipids, or haptens against which
they were raised.

Polyclonal versus Monoclonal Antibodies

When monoclonal antibodies first became available, some
people expected that they would be exquisitely specific and
would be superior to polyclonal sera for essentially all pur-
poses. Further thought about the issues discussed here,
however, suggests that this is not always the case and de-
pends on the intended use of the antibodies. Not only do
monoclonal antibodies cross-react, but when they do, the
cross-reaction is not minor and cannot be removed by ab-
sorption. A large panel of monoclonal antibodies may be
needed before one is identified with the precise range of
reactivity desired for a study.

In polyclonal sera, however, each different antibody has
a distinct range of reactivity, and the only common feature
would be detectable reactivity with the antigen used for
immunization or testing. Thus, the serum as a whole may
show only a low-titered cross-reaction with any other par-
ticular antigen, and that cross-reaction can be removed
by absorption, leaving substantial activity against the im-
munizing antigen. For the purposes of an experiment, a
polyclonal serum may be “more specific” than any one of
its clonal parts and may be more useful. This concept is
the basis of the theory of multispecificity (see earlier dis-
cussion).

Polyclonal sera also have advantages in certain tech-
nical situations such as immunoprecipitation in which
multivalency is important. Many antigens are univalent
with respect to monoclonal antibody binding but display
multiple distinct sites that can be recognized by different
components of polyclonal sera. Thus, a greater degree of
crosslinking can be achieved.

The ultimate serological reagent in many cases may well
be a mixture of monoclonal antibodies that have been cho-
sen according to their cross-reactions. The mixture would
be better defined and more reproducible than a polyclonal
antiserum and would have the same advantage of overlap-
ping specificities.

CONCLUSION

In conclusion, antibodies, whether monoclonal or poly-
clonal, provide a unique type of reagent that can be made
with high specificity for almost any desired organic or
biochemical structure, often with extremely high affinity.

These can be naturally divalent (e.g., in the case of IgG)
or multivalent (e.g., in the case of IgM) or can be made
as monovalent molecules, such as Fab or recombinant Fv
fragments. They serve not only as a major arm of host de-
fense, playing a major role in the protective efficacy of most
existing antiviral and all antibacterial vaccines, but also as
very versatile tools for research and clinical use. RIAs and
ELISAs have revolutionized the detection of minute quan-
tities of biological molecules, such as hormones and cy-
tokines, and thus have become indispensable for clinical
diagnosis and monitoring of patients, as well as for ba-
sic and applied research. Current solid-phase versions of
these take advantage not only of the intrinsic affinity and
specificity of the antibodies, but also of the implicit mul-
tivalency and local high concentration on a solid surface.
Cross-reactivity of antibodies often provides the first clue
to relationships between molecules that might not other-
wise have been compared. Conversely, methods that use
antigens to detect the presence of antibodies in serum have
become widespread in testing for exposure to a variety
of pathogens, such as HIV. Antibodies also provide spe-
cific reagents invaluable in the rapid purification of many
other molecules by affinity chromatography. They have
also become indispensable reagents for other branches
of biology—for example, in histocompatibility typing and
phenotyping of cells using a myriad of cell-surface mark-
ers that were themselves discovered with monoclonal an-
tibodies, and for separating these cells by fluorescence
activated cell sorting, panning, or chromatographic tech-
niques. Monoclonal antibodies have also finally emerged
as clinically important therapeutics in cancer, arthritis, or-
gan graft rejection, and infectious diseases. Thus, antibod-
ies are among the most versatile and widely used types of
reagents today, and their use is constantly growing. Under-
standing the fundamental concepts in antigen–antibody
interactions thus has become essential not only to an un-
derstanding of immunology, but also to the effective use of
these valuable molecules in many other fields.
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70. Häyry P, Myllärniemi M, Aavik E, et al. Stabile D-peptide analog of
insulin-like growth factor-1 inhibits smooth muscle cell prolifera-
tion after carotid ballooning injury in the rat. Faseb J 1995;9:1336–
1344.

71. Berzofsky JA, Schechter AN. The concepts of cross-reactivity and
specificity in immunology. Mol Immunol 1981;18:751–763.

72. Young NS, Curd JG, Eastlake A, et al. Isolation of antibodies specific
to sickle hemoglobin by affinity chromatography using a synthetic
peptide. Proc Natl Acad Sci U S A 1975;72:4759–4763.

73. Young NS, Eastlake A, Schecter AN. The amino terminal region of
the sickle hemoglobin beta chain. II. Characterization of monospe-
cific antibodies. J Biol Chem 1976;251:6431–6435.

74. Curd JG, Young N, Schecter AN. Antibodies to an amino terminal
fragment of beta globin. II. Specificity and isolation of antibodies
for the sickle mutation. J Biol Chem 1976;251:1290–1295.

75. Dean J, Schecter AN. Sickle-cell anemia: molecular and cellular
bases of therapeutic approaches. N Engl J Med 1978;299:752–763.

76. Johnston MFM, Eisen HN. Cross-reactions between 2,4-
dinitrophenyl and nemadione (vitamin K3) and the general
problem of antibody specificity. J Immunol 1976;117:1189–1196.

77. Talmage D. Immunological specificity. Science 1959;129:1643–1648.
78. Inman JK. Multispecificity of the antibody combining region and

antibody diversity. In: Sercarz EE, Williamson AR, Fox CF, eds. The
immune system: genes, receptors, signals. New York: Academic Press,
1974:37–52.

79. Inman JK. The antibody combining region: speculations on the hy-
pothesis of general multispecificity. In: Bell GI, Perelson AS, Pimb-
ley GH, Jr., eds. Theoretical immunology. New York: Marcel Dekker,
1978:243–278.

80. Richards FF, Konigsberg WH, Rosenstein RW, et al. On the speci-
ficity of antibodies. Science 1975;187:130–37.

81. Parker CW. Spectrofluorometric methods. In: Weir DM, ed. Hand-
book of experimental immunology. Oxford: Blackwell, 1978:18.1–
18.25.

82. Haimovich J, Hurwitz E, Novik N, et al. Preparation of protein-
bacteriophage conjugates and their use in detection of antiprotein
antibodies. Biochim Biophys Acta 1970;207:115–124.

83. Heidelberger M, Kendall FE. The precipitin reaction between type
III pneumococcus polysaccharide and homologous antibody. J Exp
Med 1935;61:563–591.

84. Heidelberger M, Kendall FE. A quantitative theory of the precipitin
reaction. II. A study of an azoprotein-antibody system. J Exp Med
1935;62:467–483.

85. Kabat EA. Structural concepts in immunology and immunochem-
istry. 2nd ed. New York: Hold, Rinehart, and Winston, 1976.

86. Cisar J, Kabat EA, Dorner MM, et al. Binding properties of im-
munoglobulin containing sites specific for terminal or nonterminal
antigenic determinants in dextran. J Exp Med 1975;142:435–459.

87. Ouchterlony O, Nilsson LA. Immunodiffusion and immunoelec-
trophoresis. In: Weir DM, ed. Handbook of experimental immunol-
ogy. Oxford: Blackwell, 1978:19.1–19.44.

88. Feinberg JG. Identification, discrimination and quantification in
Ouchterlony gel plates. Int Arch Allergy 1957;11:129–152.

89. Tomasi TB, Jr., Zigelbaum S. The selective occurrence of gamma1A
globulins in certain body fluids. J Clin Invest 1963;42:1552–
1560.

90. Fahey JL, McKelvey EM. Quantitative determination of serum im-
munoglobulins in antibody-agar plates. J Immunol 1965;94:84–90.

91. Mancini G, Carbonara AO, Heremans JF. Immunochemical quanti-
tation of antigens by single radial immunodiffusion. Immunochem
1965;2:235–254.

92. Herbert WJ. Passive haemagglutination with special reference to the
tanned cell technique. In: Weir DM, ed. Handbook of experimental
immunology. Oxford: Blackwell, 1978:20.1–20.20.

93. Towbin H, Staehelin T, Gordon J. Electrophoretic transfer of pro-
teins from polyacrylamide gels to nitrocellulose sheets: Procedure
and some applications. Proc Natl Acad Sci U S A 1979;76:4350–
4354.

94. Schupbach J, Popovic M, Gilden RV, et al. Serological analysis of a
subgroup of human T-lymphotropic retroviruses (HTLV-III) associ-
ated with AIDS. Science 1984;224:503–505.

95. Feynman RP, Leighton RB, Sands M. The Feynman lectures on
physics Vol. II. Reading, MA: Addison-Wesley Publishing Co., 1964.

96. Mullett WM, Lai EP, Yeung JM. Surface plasmon resonance-based
immunoassays. Methods 2000;22:77–91.

97. VanCott TC, Bethke FR, Polonis VR, et al. Dissociation rate of
antibody-gp120 binding interactions is predictive of V3-mediated
neutralization of HIV-1. J Immunol 1994;153:449–459.

98. Slater RJ, Ward SM, Kunkel HG. Immunological relationships
among the myeloma proteins. J Exp Med 1955;101:85–108.

99. Potter M. Immunoglobulin-producing tumors and myeloma pro-
teins of mice. Physiol Rev 1972;52:631–719.
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INTRODUCTION

From the millions of naı̈ve B cells circulating in an individ-
ual, a foreign antigen triggers a specific antibody response
by activating the small fraction of B lymphocytes display-
ing antibody as a B cell receptor (BCR) that can bind the
antigen; these B cells proliferate and mature into antibody-
secreting cells, manufacturing large amounts of antibody
specific for the triggering antigen. To be effective against
a universe of diverse pathogens, this “clonal selection”
mechanism requires that the diversity of immunoglobulin
species expressed on naı̈ve B cells prior to antigen expo-
sure be huge enough so that virtually any antigen finds B
cells displaying a cognate antibody (i.e., an antibody ca-
pable of binding that antigen). Indeed, in the 1960s the
number of different antibody sequences in the repertoire
of typical mouse was estimated in the millions; to encode
this many sequences would seem to require an unreason-
ably high percentage of the mammalian genome (now esti-
mated to contain only about 30,000 genes). Understanding
the genetic source of immunoglobulin diversity—variable
(V) region assembly recombination—was the first major

challenge and achievement of the molecular biological in-
vestigations of antibody genes and will be discussed first
in this chapter.

A week or so after antigen administration, the antibody
response changes in two ways that generally improve the
protective functions of antibodies. B cells initially express
antibodies of the IgM isotype, but those cells that migrate
into germinal centers receive stimuli that can induce them
to switch to production of IgG, IgA, or IgE without chang-
ing the antigen specificity of the protein; this switch results
from a DNA recombination event known as class switch re-
combination (CSR). In addition, over the course of an im-
mune response, the affinity of antibody for antigen gradu-
ally improves as a result of somatic hypermutation (SHM)
of antibody genes, with subsequent selection for B cells
expressing high-affinity antibodies. CSR and SHM are dis-
cussed later in this chapter.

In this chapter, well-established facts about immuno-
globulin genes are summarized concisely, while areas cur-
rently under investigation are considered in more detail,
with particular attention to topics expected to interest im-
munologists.
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OVERVIEW OF IMMUNOGLOBULIN V
GENE ASSEMBLY

The three immunoglobulin gene loci—κ , λ, and heavy
chain—each undergo similar V region assembly recom-
bination during B lymphoid development, a novel form
of DNA acrobatics that was initially discovered by Tone-
gawa’s lab (1). The κ locus (murine or human) is concep-
tually the simplest, containing a single constant (C) region
and a cluster of multiple upstream V region genes. Dur-
ing the development of an antibody-producing cell, one of
the V region sequences rearranges to associate with the
C region sequence, leading to a complete (V + C) gene,
which the cell can then express. The difference between
recombined DNA in a Ig-expressing B lymphocyte and the
precursor “germline” DNA can be demonstrated by com-
paring these DNAs using Southern blotting or sequence
analysis of cloned Ig genes (now often obtained by poly-
merase chain reaction [PCR]).

The general structures of the germline V genes are sim-
ilar for the three Ig loci. Each V gene begins with sequence
encoding a signal peptide of about 22 amino acids. Within
codon –4 (numbering backward from the beginning of the

mature protein sequence), the coding sequence is inter-
rupted by an intron, usually roughly 0.1 kb to 0.3 kb long.
Each V region gene as it exists in the germline is incom-
plete, and recombination is necessary to assemble a com-
plete V gene as expressed in a B lymphocyte. For example,
most murine κ chains have variable regions 108 amino
acids in length, but murine germline Vκ genes encode only
about 95 of these. The remaining 13 amino acids are en-
coded by segments known as J (“joining”) regions that lie
at some distance upstream of the Cκ gene. The murine κ

locus contains four Jκ regions (plus an additional nonfunc-
tional J sequence). An assembled Vκ gene thus results from
recombination that joins one of many germline Vκ genes
to one of four Jκ gene segments (Figure 6.1A). A similar
recombination event is necessary to assemble a complete
Vλ chain sequence from germline Vλ and Jλ genes. For
heavy chains, recombination assembles a V region from
three types of germline elements; between the residues en-
coded by germline VH and JH elements are extra amino
acids—usually from two to eight residues—encoded by a
D (“diversity”) region. The assembly of a complete heavy
chain V region occurs in two separate steps (Figure 6.1B):
initially one of several germline DH regions joins with one

A

B

FIGURE 6.1 V assembly recombination. A: In the κ locus a single recombination event joins
a germline Vκ region with one of the Jκ segments. B: In the IgH locus an initial recombination
joins a D segment to a JH segment. A second recombination completes the V assembly by joining
a VH to DJH.
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A B

FIGURE 6.2 Vκ-Jκ recombination at single base resolution. A: The sequence of the recombined
MOPC41 κ gene around the VJ junction is shown (center) with the sequences of the two germline
precursors (Vκ41 and Jκ1) shown above and below. The germline origins of the recombined gene
are indicated by the vertical lines and the shading of the V-derived sequence. B: The consequences
of joining the same germline sequences (from part A) at four different positions are shown. Of the
four alternative recombination products illustrated, the top one is that actually found in MOPC41.
The second example has a single nucleotide difference but no change in encoded amino acid
sequence. The third and fourth alternatives yield Arg or Pro at position 96; both of these amino
acids have been found at this position in sequenced mouse κ chains.

of the JH regions; then a germline VH region is added to
complete the assembled VDJ heavy chain gene.

Several PCR strategies can detect V(D)J recombination,
depending on the needs of the experiment. An upstream
sense primer can be specific to a particular V region or
represent a consensus V primer (or primer mixture), while
the downstream antisense primer may target the 3′-most
J region. If the template DNA derives from a clonal B cell
line, a single amplified band should result, or perhaps two
bands if both alleles in the cell have undergone V(D)J re-
arrangement using different J regions. DNA from a mixed
B cell population usually produces a “ladder” of bands,
each corresponding to rearrangements of a different J re-
gion. No amplification product would be expected from
germline DNA, because before recombination the primer
sequences lie too far apart to allow efficient amplification.

How Recombination Contributes
to Diversity

The V assembly recombination contributes in two signifi-
cant ways to the diversity of antigen binding specificities.
First, because there are multiple germline V regions and
multiple D and J regions, the number of possible com-
binations of VL, JL, VH, DH, and JH is the multiplica-
tion product of the numbers of each of these five classes
of germline sequence elements. This repertoire is vastly
larger than could be achieved by devoting the same total
lengths of DNA sequence to preassembled V regions. A sec-
ond factor that increases diversity was recognized by com-
paring nucleotide sequences of various myeloma genes
to their germline precursors. For example, as shown in

Figure 6.2A, a comparison between the Vκ gene expressed
in the murine myeloma MOPC41 and the corresponding
germline Vκ and Jκ genes shows that the myeloma gene
matches the germline precursor through the second nu-
cleotide of codon 95; the VJ recombination junction occurs
exactly at this point, because sequence beyond this posi-
tion in the myeloma gene clearly derives from Jκ1. Similar
analyses of other myelomas reveal that the recombination
junctions can occur at several different positions within
codon 95 or 96. As shown in Figure 6.2B, this “flexibility”
of the position of the recombination junction increases the
diversity of the affected codons. Heavy chain V regions
exhibit this imprecision at both VD and DJ junctions. In
addition, many heavy chain VDJ junctions (and a smaller
percentage of light chain VJ junctions) contain insertions
of a few extra nucleotides not present in the germline pre-
cursors; the mechanism of these insertions—known as N
regions—is discussed later in this chapter. Significantly, the
three-dimensional structure of immunoglobulins estab-
lished from X-ray crystallography reveals that the VL-JL
junction and the VH-DH-JH junction both form one of the
three “complementarity determining region” loops (CDR3)
that can contact antigen; thus this junctional diversity is
functionally relevant for diversifying antigen binding.

The imprecision of V(D)J recombination increases Ig
diversity, but at a cost. Because the precise boundaries be-
tween V, D, and J result from independent stochastic events
(discussed later), only about one third of recombination
events maintain the correct reading frame between V and
J. In myelomas with rearrangements on both allelic copies
of an immunoglobulin gene locus, the unexpressed recom-
bination is generally out-of-frame or “nonproductive.” For
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FIGURE 6.3 Conserved elements flank germline V, D, and J region genes. Conserved heptamer
and nonamer RSSs lie adjacent to V, D, and J coding sequences and are important for targeting
V(D)J recombination. The heptamer and nonamer elements are separated by spacer regions of
about 12 bp (illustrated by thin lines in the figure) or 23 bp (thick lines). Depending on the locus,
V regions may be flanked by 12 bp or 23 bp RSS, and similarly for J regions. But one of each
type of element must be present for recombination to occur, a requirement that prevents futile
recombination events (e.g., J to J).

heavy chain VDJ recombination, one could theoretically
retain the correct reading frame between V and J while al-
lowing the interposed D region segments to be used in all
three reading frames; human B lymphocytes exploit this
extra diversity (2). In murine heavy chains, however, only
a single D region reading frame is generally expressed, and
several mechanisms prevent expression of antibodies with
D regions in the other two reading frames (3).

Recombination Signal Elements

Analysis of DNA sequences flanking the germline V, D, and
J region sequences revealed two conserved sequence ele-
ments that have subsequently been shown to define tar-
gets for V(D)J recombination: a heptamer adjacent to the
coding sequence and a more distal nonamer. (These se-
quences are diagrammed in Figure 6.3.) For example, in
the κ locus the consensus heptamer CACTGTG occurs
5′ of the Jκ coding sequences, with its (reverse) comple-
ment CACAGTG appearing 3′ to Vκ coding sequences.
The consensus nonamer GGTTTTTGT appears about 23
nucleotides 5′ of the Jκ heptamer, and its complement
ACAAAAACC appearing about 12 nucleotides 3′ of the Vκ

heptamer. Similar sequences flank Vλ and Jλ, as well as
VH, DH, and JH (as shown in Figure 6.3). These “recom-
bination signal sequences” (RSSs) have been shown to be
critical in the recombination, serving as recognition se-
quences for the recombination activating gene proteins
RAG1 and RAG2, as discussed later in this chapter. Similar
RSSs are present flanking light and heavy chain Ig genes
throughout phylogeny, as well as in T cell receptor genes
(see Chapter 8), which undergo similar V assembly recom-
binations. In all of these systems, the length of the spacer
between the heptamer and nonamer (Figure 6.3) appears
significant. Recombination apparently occurs almost ex-

clusively between one coding sequence associated with a
∼12 bp spacer and another coding sequence with a ∼23
bp spacer, a requirement referred to as the “12/23” rule.
This requirement may serve to prevent futile recombina-
tions, such as between two Vκ or two Jκ gene segments.
Although the heptamer and nonamer are the primary ele-
ments necessary for V(D)J recombination, a computerized
alignment of several hundred spacer sequences has de-
tected some preferred nucleotides at specific positions (4),
and different spacer sequences can affect recombination
frequency (5). For example, when T cells rearrange Vβ,
Dβ, and Jβ regions, direct Vβ to Jβ rearrangements (omit-
ting Dβ) would be consistent with the 12/23 rule, but are
largely prevented by specific features of the Dβ RSS and
spacer, a restriction known as “beyond 12/23” (reviewed in
ref [6] ).

After the DNA is cut by the RAG proteins, the two coding
ends (e.g., V and J) undergo several processing steps and
are eventually ligated together to create the assembled V
gene; the two RSS ends are also joined, generally creating
a circular DNA “excision product,” as discussed later.

THE THREE IMMUNOGLOBULIN GENE LOCI

This section presents an overview of the three im-
munoglobulin loci (heavy chain, κ, and λ), mainly consid-
ering C regions. The V regions of these loci are described
later in this chapter in the section on germline diversity.

Heavy Chain Genes

Murine and human genomic clones encoding constant
region heavy chain (CH) genes include separate exons
encoding the ∼100 to 110 amino acid Ig domains that were
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independently identified by internal homologies of amino
acid sequences and by three-dimensional structural analy-
sis (X-ray crystallography); these exons are separated from
each other by introns of roughly 0.1 kb to 0.3 kb. Thus, for
example, the mouse γ 2b protein has three major domains
(CH1, CH2, and CH3) with a small hinge domain between
CH1 and CH2. The gene structure may be summarized:

CH1—intron—hinge—intron—CH2—intron—CH3
(292) (314) (64) (106) (328) (119) (322)

where the numbers in parentheses represent the number
of nucleotides in each segment. As an interesting contrast,
the hinge region of the α gene is encoded contiguously
with the CH2 domain with no intervening intron, while
the unusually long human γ3 hinge is encoded by three or
four hinge exons.

About 7 kb upstream from the murine Cμ gene lies a
cluster of four JH segments that participate in VDJ recom-
bination (the human locus has six JH segments). Further
upstream lie 13 D segments (about 27 in human) and be-
yond them the VH regions.

Genomic Organization of CH Gene Loci
Each B lymphocyte initially produces IgM by express-

ing an assembled V region with Cμ, but may use CSR to
replace Cμ with one of the several CH regions lying down-
stream, thereby allowing expression of IgG, IgA, or IgE
(Figure 6.4A). These downstream CH genes were cloned by
a variety of investigators, and all eight murine CH genes—
spanning about 200 kb of DNA on chromosome 12—were
linked by contiguous clones in 1982 (7) as shown in Fig-

ure 6.4B, where the numbers indicate the approximate dis-
tance in kilobases between the genes. All the CH genes are
oriented in the same 5′-3′ direction. Several γ pseudogenes
lie within the clustered γ genes (8).

The human CH genes were similarly cloned, and then
eventually completely linked by the Human Genome
Project. The human IgH locus contains a large duplication,
with two copies of a γ -γ -ε-α unit separated by a γ pseu-
dogene (Figure 6.4B). One of the duplicated ε sequences
is also a pseudogene in which the CH1 and CH2 domains
have been deleted. In addition, the human genome con-
tains a third closely homologous ε-related sequence—a
“processed” pseudogene retroposed to chromosome 9. The
map presented in Figure 6.4B also indicates several known
deletions in the human heavy chain locus. The sequences
of the entire human and mouse IgH loci are now available
online at www.ncbi.nlm.nih.gov.

The IgH locus has also been examined in several other
species besides mouse and human, and several notable dif-
ferences have been observed. Rabbits, for example, have 13
Cα sequences and only a single Cγ gene (9); this unusual
expansion of genes contributing to mucosal immunity may
be related to the peculiar habit of coprophagy in these an-
imals. In contrast to the multiplicity of rabbit Cα genes,
pigs have only one Cα gene and eight Cγ genes. Camels
are unusual in having heavy chains that function in the
absence of light chains (10). Heavy chain Ig genes (VH or
CH) have been cloned from a number of other species, in-
cluding rat (which is highly homologous with mouse), cow,
dog, chicken, horse, shark, bony fish, crocodile, frog, and
axolotl.

A

B

FIGURE 6.4 Deletional isotype
switch recombination. A: The ex-
pression of “downstream” heavy
chain genes is accomplished by
a recombination event that re-
places the Cμ gene with the ap-
propriate heavy chain C gene (Cε
is shown as an example), delet-
ing the DNA between the re-
combination breakpoints. B: The
murine and human heavy chain
constant region genes are dia-
grammed with the approximate
intergene distance indicated be-
low (in kb); various literature
values for these distances differ
somewhat, possibly due to allelic
polymorphisms. The human lo-
cus shows a large duplication of
γ -γ -ε-α sequences. Deletions ob-
served in various human alleles
are shown below the map of the
human locus.

http://www.ncbi.nlm.nih.gov
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Membrane vs. Secreted Ig
Studies of IgH gene and cDNA structure have provided

an explanation for how a single heavy chain gene can
encode both the soluble form of the H chain secreted
by plasma cells and the alternative membrane-bound im-
munoglobulin displayed as BCR on the surface of B cells.
The membrane-bound Ig H chains are slightly larger than
the secreted forms owing to an additional C-terminal hy-
drophobic segment that anchors the protein in membrane
lipids. In the case of the μ chain, the membrane and se-
creted forms are products of two different mRNAs of 2.7 kb
and 2.4 kb, which can be separated by gel electrophoresis.
Sequence comparisons between a genomic μ clone and
μ cDNA clones corresponding to these two RNA species
demonstrated that the two RNAs represent transcripts of
the identical gene that have been spliced differently at
their 3′ or C-terminal ends (Figure 6.5). The nucleotide
sequence encoding the 20 C-terminal residues of the se-
cretory (μs) form is derived from DNA contiguous with
the CH4 domain of the μ gene, whereas in the membrane
mRNA (μm), the sequence following CH4 derives from
two exons (M1 and M2) lying about 2 kb further 3′. These
membrane exons encode 41 residues, including a stretch of
26 uncharged residues that span the membrane to stabi-
lize the Ig in the cell membrane. The same general gene
structure has been found for the other CH genes, suggest-
ing that the differential splicing mechanism accounts for
the two forms of Ig of all isotypes.

Early B cells make roughly similar quantities of both
μm and μs, whereas maturation to the plasma cell stage
is associated with strong predominance of μs production,
facilitating high-level secretion of circulating Ig. The bal-
ance between the two RNA splice forms of μ has been inter-
preted as a competition between CH4-M1 splicing versus
the cleavage/polyadenylation at the upstream μs poly(A)
addition site. These processes are mutually exclusive be-
cause CH4-M1 splice removes the μs poly(A) site, while
cleavage at the μs poly(A) site removes the membrane
exons. The cis elements influencing the balance between
these processes have been studied by transfecting either

early or late B cells (or nonlymphoid cells) with μ gene se-
quences or constructs in which the splice sites, coding ex-
ons, or cleavage/polyadenylation sites have been mutated,
placed different distances apart, or replaced with other se-
quences.

The μm poly(A) site appears to be intrinsically more ac-
tive than the μs poly(A) site when tested in separate plas-
mids, and some evidence suggests competition between
these sites (11,12). Their relative usage is influenced by
cis-acting sequences near the μs poly(A) site of the RNA,
including a hexamer polyadenylation signals (AAUAAA)
upstream of the μs poly(A) addition site and GU-rich se-
quences downstream of the site (12). The binding of a
cleavage stimulator factor CstF64K to GU-rich sequences
can apparently stimulate the strength of the μs poly(A) site,
because the μs/μm ratio was increased when CstF64K was
artificially increased in a B cell line (13). The binding of this
protein to the μs GU-rich sequences may be suppressed
prior to the secretory stage of B lymphoid development by
inhibitory factors. One such inhibitor is the U1A protein,
which binds to the RNA and prevents both CstF64K bind-
ing and μs poly(A) site cleavage (14,15). A reduction in the
level of free U1A fraction during maturation to secretory
plasma cells apparently releases the μs poly(A) site from
the block in CstF64K binding and allows RNA cleavage at
that site (16). The shift to μs expression has been found
to require the activity of the “master regulator” of plasma
cell differentiation Blimp-1 (B lymphocyte–induced mat-
uration protein-1; discussed in Chapter 7) (17). Cis-acting
sequences affecting the ratio of alternative splice forms
have been described for other isotypes besides Cμ, partic-
ularly Cα (18).

Membrane Ig serves as the antigen-specific component
of the BCR that is critical for initiating the signal for
lymphocyte activation following contact with antigen, as
described in Chapter 8. The segments of membrane im-
munoglobulins (of all isotypes) that penetrate into the
cytoplasm are too short to encode functional signal
transduction domains. Instead, transduction is medi-
ated by an associated protein dimer composed of the

FIGURE 6.5 Two RNAs generated from the μ gene
by alternative processing. The top line illustrates
the exons of the μ gene (black rectangles) in an ex-
pressed, rearranged μ gene. A primary transcript in-
cluding all the exons present in the DNA can be pro-
cessed as shown to yield either μs RNA (containing
a C-terminal “secreted” [S] sequence) or μm RNA
(containing the two membrane [M] exons).
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BCR components Ig-α and Ig-β (CD79a and CD79b)
whose cytoplasmic domains contain immunoreceptor
tyrosine-based activation motifs (ITAMs) similar to those
found in the CD3 chains mediating T cell receptor
(TCR) signaling. The Ig-α-Ig-β dimer also plays impor-
tant signaling roles during B cell development before
the mature BCR is assembled, as discussed later in this
chapter.

Kappa Light Chain Genes

In comparison to the heavy chain genes, the κ locus is
relatively simple. A single Cκ gene with a single exon and
no reported alternative splice products is found in both
mice and humans. Upstream of the murine Cκ gene lie the
five Jκ gene segments mentioned earlier, spaced about 0.3
kb apart. The third of these Jκ segments encodes an amino
acid sequence never observed in κ chains and is believed
to be nonfunctional owing to a defect in the splice donor
site that would join the corresponding RNA sequence to
Cκ . The human locus is quite similar, with five functional
Jκ regions upstream of Cκ . Upstream of the Jκ segments
in both species are the Vκ genes, which will be described
later in this chapter.

Apart from Vκ-Jκ rearrangement, an additional recom-
bination event occurs uniquely in the κ locus, apparently
mediated by the same heptamer/nonamer signal elements
involved in V(D)J recombination. This event, which in-
volves deletion of the Cκ gene segment, was initially sug-
gested by the observation that Southern blots of DNA from
λ-expressing human lymphoid cells generally show no de-
tectable Cκ sequence (19). Apparently in most B cells the
Cκ genes are deleted from both chromosomes before λ

gene rearrangement begins. When the boundaries of the
deleted segment of DNA were examined in several human
and mouse cell lines, a common sequence element was
found at the downstream boundary; this element was des-
ignated RS (recombining sequence) in the mouse studies
(20) and kde (kappa deleting element) in the human stud-
ies (21). The human kde in germline DNA is located 24
kb downstream of the Cκ gene and is flanked by a hep-
tamer/nonamer RSS similar to that found flanking the Jκ
regions—that is, with a 23 bp spacer. The similar murine
RS is about 25 kb downstream from murine Cκ . The kde
element can apparently recombine either with a Vκ gene
segment (leading to a deletion of the entire Jκ-Cκ locus)
or with an isolated heptamer element that is located in the
Jκ-Cκ intron (leading to deletion of Cκ but retention of
the Jκ locus). The heptamer in the Jκ-Cκ intron is 30 bp 5′

from a poorly conserved nonamerlike sequence, a spacing
that seems to violate the usual 12/23 rule. The significance
of this unusual spacer is not understood, but possibly the
heptamer in these recombinations is active without a func-
tional nonamer, as seems to be the case for secondary VH
recombinations (discussed in a later section).

Lambda Light Chain Genes

Murine λ Locus
In laboratory mouse strains, λ chains represent only

about 5% of L chains, and this diminished abundance is
associated with remarkably meager diversity. In contrast
to the κ system with its multiple V region families, amino
acid sequence analysis of monoclonal λ chains detected
only two sequences that appeared to represent germline
Vλ regions. Further, in contrast to the single mouse Cκ

region, three nonallelic mouse Cλ isotypes are known from
secreted λ chains; these are designated λ1, λ2, and λ3, in
decreasing order of abundance.

Complete sequence analysis (22) (Figure 6.6) of the
murine locus reveals four Cλ genes, each with its own Jλ
region gene located about 1.3 kb 5′ of the C. The J-Cλ2
and J-Cλ4 genes are arranged in one cluster about 3 kb
apart with the Vλ2 gene lying about 60 kb upstream. (At
the 3′ end of Jλ4 a mutation has destroyed the “GT” found
at almost all known “donor” splice sites, so that an RNA
transcript of this gene would not be properly processed,
reminiscent of the mouse Jκ3.) A second Cλ cluster lying
about 110 kb downstream of the Cλ2-Cλ4 locus contains
J-Cλ3 and J-Cλ1. The gene order (V2-Vx-JC2-JC4-V1-JC3-
JC1) explains the common expression of Vλ2 (or Vx) in
association with Cλ2, and Vλ1 with Cλ1 or Cλ3. The Vλ2
has been found in rare association with the Cλ1 locus,
which lies 180 kb downstream in the germline; but the
“backward” recombination of Vλ1 with Cλ2 has not been
observed. The similarities between the four J-C genes sug-
gest that the two clusters arose by a duplication of an an-
cestral V-J-Cλx-J-Cλy unit that in turn was the result of a
prior J-Cλ duplication event. The ancestry of the Vx gene
is uncertain, as this gene is rather dissimilar to the other
Vλ genes; indeed it resembles Vκ as much as Vλ. Anti-
Vλx antisera detect expression of this Vλ in all laboratory
mice tested, but it may have a particular restricted func-
tion. Analyses of λ genes in wild mice by Southern blotting
have indicated more complex and varied loci than that seen
in typical laboratory strains.

The Jλ gene segments are all flanked on their 5′ side
by sequences similar to the nonamer and heptamer sig-
nal elements observed in the heavy chain and κ system.
The 12/23 rule discussed in relation to spacing between the
signal elements applies as well to λ, but in the λ locus the
RSS elements are spaced about 23 bp apart for V regions
and about 12 bp apart for J regions (the opposite of the
arrangement in κ genes) as shown in Figure 6.3. The de-
creased abundance of λ2 and λ3 relative to λ1 may be re-
lated to discrepancies between their nonamer homology
elements and the consensus nonamer element.

Human λ Locus
Lambda L chains are much more abundant in man than

in mouse (about 40% of human light chains versus about
5% in mouse). Four forms of human λ chains have been
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FIGURE 6.6 Germline λ genes. The maps in this figure are schematic, i.e., not to scale. A. The
murine λ gene system includes four JC complexes and three V genes as shown. B. The human λ
locus includes multiple V genes, of which only three are shown. The human VpreB “surrogate”
light chain gene is located within the Vλ cluster. The Cλ locus includes a segment of seven JC
complexes plus three additional unlinked sequences. The hatched JC complexes diagrammed
above the seven linked λ sequences represent polymorphic variants with additional duplications of
the JC unit. The 14.1 sequence—the human λ5 “surrogate” light chain homolog—lies downstream
of the JC cluster. Exon 1 of the 14.1 gene is homologous to an exon upstream of Jλ1 (as indicated
by the unlabeled white rectangle).

characterized serologically, with differences residing in a
small number of amino acids in the constant region. The
serological classification of Kern+ depends on Gly at posi-
tion 152 versus Ser in Kern−. The Oz+ designation depends
on Lys at #190 vs. an Arg on Oz−. And Mcg+ λ chains (ver-
sus Mcg−) have Asn112 (versus Ala), Thr114 (versus Ser)
and Lys163 (versus Thr).

Seven human Jλ-Cλ segments are clustered within an
approximately 33 kb region of DNA. As shown in Fig-
ure 6.6, genes for four major expressed human λ isotypes
have been localized within the major cluster and corre-
spond to JCλ1, JCλ2, JCλ3 and JCλ7. JCλ7 was origi-
nally interpreted as encoding the Kern+Oz− serologic form
of λ, but more recent data suggest that the latter is an
allele of Cλ2, and that JCλ7 encodes an isotype provi-
sionally designated Mcp (23). The other three homolo-
gous J-C segments found in most haplotypes are appar-
ently pseudogenes, with either in-frame stop codons or
frame-shifting deletions. However, JCλ6 may be functional
in some individuals, and the common allele—which has
a 4 bp insertion leading to a deletion of the C-terminal
third of the Cλ region—can nevertheless undergo Vλ-Jλ
recombination, encoding a truncated protein that can as-
sociate with heavy chains. A variety of polymorphic vari-
ants of the human λ locus have been detected, appar-
ently the result of gene duplication; as shown in Figure
6.6, one to three extra λ segments have been detected
on Southern blots of human DNA, and some have been
sequenced (24).

Three Cλ-related sequences have been discovered near
the major Jλ-Cλ cluster. One of these, designated λ14.1,
represents the human homolog of the murine “surrogate”
light chain λ5 (see below). Finally, an additional weakly hy-
bridizing DNA segment outside the linked cluster has been
characterized as a “processed” pseudogene. V genes of the
human λ system have been completely characterized, as
discussed in a later section.

λ-related “Surrogate” Light Chains

In mature B cells, Ig heavy chains cannot reach the cell
surface if light chain synthesis is interrupted. However,
immunoglobulin μ heavy chains can be detected on the
surface of pre-B cells that do not make light chains. In
these cells a “surrogate light chain” (SLC) composed of
two smaller proteins facilitates the surface expression of
μ protein. One component of SLC was identified as the
product of a gene expressed exclusively in pre-B cells that
showed high sequence similarity to the J and C regions
of the λ locus. It was designated λ5, because four murine
Cλ genes were already known (25). The genomic λ5 gene
includes three exons: exon 1, which appears to encode a
signal peptide; exon 2, whose 3′ end is homologous to Jλ;
and exon 3, homologous to Cλ. The second component
of SLC was found as a transcribed segment about 4.7 kb
5′ of λ5 in the mouse genome. Sequence analysis of the
latter region revealed similarities to both Vλ and Vκ ; for
this reason (and because of its expression in preB cells),
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it is called VpreB1. A second, nearly identical sequence in
the mouse genome is named VpreB2 and appears to be
functional (26), and a less similar VpreB3 has also been
described. Neither λ5 nor VpreB genes show evidence of
gene rearrangement in B or pre-B cells. Both genes appear
functional, and homologs have been found in every mam-
malian species examined.

The two SLC proteins have been found to associate with
μ heavy chains to permit surface μ expression prior to the
availability of light chains. Thus, when a μ heavy chain
gene was transfected into an Ig-negative myeloma line, no
surface μ expression was observed unless λ5 and VpreB
genes were also transfected (27). The surface μ chains
were found to be covalently linked to the 22 kD product
of the λ5 gene, while the 16 kD VpreB product was nonco-
valently associated. A similar complex is observed in pre-
B cell lines and in normal bone marrow pre-B cells. The
V-like VpreB gene product apparently associates with the
Cλ-like λ5 product to form a light-chain-like heterodimer
that is able to fulfill some functions of a true light chain.

One likely role for a μ-SLC complex is suggested by the
observation that most Vκ-Jκ recombination occurs only in
cells expressing a functional μ heavy chain; apparently μ-
SLC expression on the cell surface can trigger the onset of
Vκ-Jκ rearrangement. Evidence for this view comes from
experiments in which a pre-B line that normally does not
rearrange its κ locus was transfected with a construct en-
coding the membrane form of μ heavy chain (28); when the
transfected μ gene was expressed in a complex containing
VpreB and λ5, Vκ rearrangement was induced.

As mentioned earlier, three λ5-like sequences are lo-
cated downstream of the human Cλ cluster on chromo-
some 22 (Figure 6.6), but only one—designated 14.1—
appears to be functional, possessing the three-exon struc-
ture of λ5. The human VpreB homolog lies within the Vλ

cluster (29), in contrast to murine VpreB, which lies close
upstream of λ5.

V GENE ASSEMBLY RECOMBINATION

The mechanism by which germline variable region con-
stituents (VL and JL, or VH, D, and JH) assemble in the
DNA to form a complete active V gene has been pursued
ever since Ig gene recombination was first discovered. In
this section we will address (1) the topology of the recom-
binations from a macro viewpoint, (2) the components of
the recombinase machinery (a micro view), and (3) the
regulation of that machinery in B cell development.

Topology of V Assembly Recombination

Deletion vs. Inversion
For V segments and J segments oriented in the same di-

rection of transcription, the DNA between the recombining
V and J segments can be simply deleted and religated as

A B

FIGURE 6.7 The same “micro” mechanism of recombination
can join Vκ and Jκ by deletion or inversion, depending on the rel-
ative orientation of the two precursors in germline DNA. A: When
V coding sequence (shaded rectangle) and J coding sequence
(white rectangle) are oriented in the same 5′→3′ direction in
germline DNA (as indicated by the internal arrowheads), the
recombination yields a VJ coding joint plus a DNA circle con-
taining the signal joint (apposed triangles). B: If V is oriented
in the opposite direction in germline DNA then an identical re-
combination reaction at the “micro” level (inside shaded cir-
cle) leaves the signal joint linked to the recombined VJ coding
joint.

an excision circle, as described previously (and illustrated
in Figure 6.7A). Such a DNA circle would not be attached
to the main chromosome and, failing to replicate, it would
be diluted out as cells divide after V(D)J recombination.
Such circles are therefore generally absent in B lineage
cell lines and in mature B lymphocytes that have under-
gone several rounds of proliferation after Ig expression.
By isolating circular DNA from cells actively undergoing
Vκ-Jκ rearrangement it has been possible to clone the pre-
dicted circular molecules bearing signal joints (30). More
recent experiments have used PCR to detect signal joints,
especially those generated by V(D)J recombination of T
cell receptor genes; a high content of TCR excision circles
(TRECs) in a population has been interpreted as reflecting
“recent” V(D)J recombination with relatively little subse-
quent proliferation (31).

However, some Vκ genes (both mouse and human) are
oriented in the opposite direction from the Jκ-Cκ region,
a topology that causes the VJ recombination to occur by
an inversion of the DNA between the recombining V and
J segments (Figure 6.7B), leaving both RSS heptamers re-
tained on the chromosome. The same recombinase ma-
chinery can presumably rearrange the germline elements
by either inversion or deletion—depending on the relative
orientations of the sequences—because this enzymatic ma-
chinery “sees” only the DNA in the immediate vicinity of
the recombination site (circled in Figure 6.7) and is in-
sensitive to the topology of the DNA strands far from this
site. Indeed retained “signal joints” (also known as “flank
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products” and “reciprocal joints”) have been detected in
several cell lines.

In contrast to the κ system, in the heavy chain or λ loci,
there is no evidence for inverted V genes or retained signal
joints, so these loci apparently recombine only by deletion
(and this is also true for all the TCR gene loci).

Nonstandard Joints
Investigations of V(D)J recombination have doc-

umented several “nonstandard” recombination joints,
which, though not contributing to physiological V gene
assembly, may reflect features of the recombination mech-
anism (32). These nonstandard joints can be understood
by appreciating that there are three topologies in which
DNA that has been cut twice—generating four ends—can
be rejoined. If the four ends are coding (V), signal (V),
signal (J), and coding (J), the three possibilities can be de-
fined by considering the three different ends that may join
to the coding (V) end (assuming that the remaining two
ends must join to each other). The possibilities are

coding(V)-coding(J) plus signal(V)-signal(J)

This is the standard reaction product in which the
coding(V)-coding(J) product encodes the assembled VJ
gene and the signal(V)-signal(J) represents the signal joint.

coding(V)-signal(V) plus signal(J)-coding(J)

These products (i.e., open and shut joints) look like the
starting DNAs, but can be distinguished from them if nu-
cleotides have been added or deleted at the junctions so
that they no longer hybridize to oligonucleotide probes
specific for the coding/signal junction.

coding(V)-signal(J) plus signal(V)-coding(J)

These are “hybrid joints,” in which the signal ends have
switched places.

Hybrid and open and shut joints have been observed to
form both in transfected plasmids bearing RSSs (32) and
in endogenous immunoglobulin loci in vivo (33).

Secondary Recombinations
As discussed in an earlier section, the imprecision of VJ

or VDJ joining causes nonproductive, out-of-frame junc-
tions in about two thirds of recombination products. A B
lymphocyte that rearranged its κ genes nonproductively
on both parental chromosomes might be thought to have
no further avenue for making a functional light chain, but
the availability of upstream Vκ genes and downstream Jκ
segments could allow additional recombinations to occur
as shown in Figure 6.8A. More complex events are possible
as a consequence of the inverted orientation of some Vκ

genes. The occurrence of such secondary recombinations
has in fact been reported for κ genes and would be im-
plied by the recovery of a chromosomal signal joint that is

A

B

FIGURE 6.8 Secondary recombinations. A: In the κ light chain
system, a primary recombination can be followed by recombina-
tion between an upstream V and a downstream J. B: Analogous
secondary recombinations can occur in the heavy chain system
between upstream D and downstream J segments. After VDJ re-
combination eliminates all “short spacer” signal elements from
the chromosome, secondary recombination can still occur be-
tween VH (long spacer signal) and an internal heptamer within
the VH coding sequence of the VDJ unit.

not reciprocal to a coding joint in the same cell. The pre-
ponderance of Jκ1-derived nonreciprocal flank products
observed in myelomas may result from initial nonproduc-
tive recombinations between this J segment and inverted
V genes, followed by successive recombinations involving
more downstream J segments; by the time a productive
rearrangement occurs, many myelomas will carry signal
joint relics of earlier recombinations involving Jκ1. Sec-
ondary recombination may also occur in cells that have
assembled a productive VκJκ joint if the resulting VH-VL
pair recognizes an autoantigen. This type of secondary re-
combination, known as “receptor editing,” is considered
in more detail later in this chapter.

For H chain genes, secondary D-J rearrangements
should be possible before VH-D recombination removes
unrearranged upstream DH segments (Figure 6.8B), and
indeed this has been shown to occur. Even though VDJ
rearrangement must eliminate all the 12 bp-spaced sig-
nal elements from the VH locus, upstream germline VH
genes can sometimes recombine with an established VDJ
unit, displacing most of the originally assembled V gene
(34). This type of recombination (sometimes called VH re-
placement) is apparently mediated by a heptamerlike se-
quence that appears near the 3′ end of the coding region
in about 70% of VH genes (Figure 6.8B). The internal hep-
tamer is not generally found in light chain genes. After VH
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replacement, the few nucleotides remaining from the orig-
inally assembled VH could potentially contribute to diver-
sity; such nucleotides would be difficult to distinguish from
N-region nucleotides. Secondary recombination, thus, rep-
resents an escape mechanism for cells with nonproductive
rearrangements on both heavy chain chromosomes, or, as
alluded to earlier, for cells whose antibody can interact
with an autoantigen. The fact that the isolated heptamer is
apparently able to function in VH replacement recombina-
tions without an associated nonamer implies that the hep-
tamer is the more critical recombination signal, although
it has been suggested that in VH regions an additional con-
sensus sequence upstream of the internal heptamer may
contribute to VH replacement recombination (35).

Mechanism of V Assembly Recombination

As mentioned earlier, the same recombination machinery
mediates all four types of immunoglobulin V gene assem-
bly recombinations (Vκ-Jκ , Vλ-Jλ, VH-D and D-JH) as well
as similar recombinations in the four TCR gene loci; this
fact has allowed investigators to pool mechanistic knowl-
edge from studies of B and T cell systems. However, the
assumption of a common recombinase raises the question
of how B cells preferentially rearrange Ig genes (and T cell
TCR genes) when both gene systems are present in both
cell lineages. This issue will be addressed later in this sec-
tion.

Recombination Model Overview
A model for the detailed mechanism of the recombina-

tion event must account for the observed features of the
recombination products—that is, the coding and signal
joints—and of their germline precursors. In the germline
precursors, the heptamer and nonamer RSS with appro-
priate spacing (12 bp and 23 bp) are necessary and suf-
ficient to create efficient recombination targets; model
substrates containing these elements are competent to
undergo recombination even in the absence of normal V,
D, or J coding regions. However, the efficiency of recom-
bination can be influenced by features of the sequences
replacing the coding regions. In the recombination prod-
ucts, the features of the signal joints are relatively sim-
ple: the RSS heptamers are joined “back-to-back,” with
only rare nucleotide additions or deletions. The features
of the coding joints are more complex, due to the impreci-
sion discussed earlier: (1) A variable number of bases are
deleted from the ends of the coding regions (in compar-
ison to the “complete” sequence in the germline precur-
sor). (2) Nongermline nucleotides (N regions) unrelated to
the germline precursor sequences are added in some cod-
ing joints; these are generally rich in G and C nucleotides.
(3) Less frequently, extra bases are added that can be in-
terpreted as “P” nucleotides; these are nucleotides that are
joined to the end of an undeleted coding sequence and
that form a palindrome (hence the P) with the end of that

sequence (36). P nucleotides are generally only one or two
base pairs, but they can be longer, especially in mice with
the SCID (severe combined immunodeficiency defect) dis-
order.

The model shown in Figure 6.9 can serve as a frame-
work for discussion of the recombination mechanism. The

FIGURE 6.9 Model forVassemblyrecombinations.AllV assem-
bly recombination reactions (in Ig and TCR genes) may proceed
by a common mechanism, illustrated here by D-J recombination.
The RSS sequences are included in triangles, which is the conven-
tionally used RSS graphic. Hairpin loops are created on coding
ends dependent on the action of RAG1 and RAG2. After the open-
ing of the hairpin loops the pictured D coding sequence shows
the effects of “nibbling” by exonuclease but the J coding sequence
is spared and shows P nucleotide generation; N region addition
is pictured in this example as occurring only on the D region
end. In reality, exonuclease digestion and N nucleotide addition
can occur on either (or both) ends. The steps in the proposed
mechanism are discussed in the text.
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recombination is thought to begin with binding of the
RAG1 and RAG2 proteins to the heptamer-nonamer RSS
adjacent to the two segments to be recombined. Both DNA
segments are then cleaved at the border of the two hep-
tamers, and the two heptamer ends are joined together
without modification. In contrast, the ends bearing the
coding sequences form transient “hairpin” loops, which
are then nicked open and digested to varying extents by
an exonuclease activity. Recessed DNA strands may be
lengthened with complementary nucleotides by a DNA
polymerase, and a variable number of untemplated nu-
cleotides may be added to the 3′ ends through the action
of terminal deoxynucleotide transferase (TdT). Then the
ends are ligated together, completing the recombination
event.

Recombination Intermediates: Blunt Signal Ends,
Hairpin Coding Ends

To study broken DNA ends as intermediates in V(D)J
recombination, several labs have employed ligation-
mediated PCR (LM-PCR) to detect signal ends. This tech-
nique involves ligating blunt genomic DNA ends with a
double-stranded oligonucleotide, followed by amplifica-
tion extending from a primer sequence near the genomic
signal end to the ligated oligonucleotide sequence; ampli-
fied products can then be cloned and their sequence deter-
mined. LM-PCR analyses of both TCR and Ig genes have
defined the signal ends as blunt-ended cuts, usually ex-
actly at the heptamer border, leaving 5′ phosphate and 3′

hydroxyl groups (37).
Even with less sensitive Southern blot assays, signal

ends were detectable in cells undergoing intensive V(D)J
recombination (e.g., thymus DNA rearranging TCR genes),
but in these experiments the coding ends could not be
visualized at all, perhaps because of rapid processing of
these ends into coding joints. Based on the known defect
of SCID lymphocytes in forming coding joints, Roth et al.
(38) reasoned that SCID thymocytes might accumulate the
cut coding ends that could not be visualized in normal thy-
mocytes. Indeed, coding ends were detected in the SCID
thymocyte DNA and, moreover, were found to have several
properties suggestive of a hairpinlike structure. First, the
coding ends in SCID thymocyte DNA were resistant to ex-
onuclease treatment. Further, restriction fragments bear-
ing these in vivo–generated ends on one side were found
to move on a denaturing electrophoresis gel as if they were
twice as long as predicted from the size of the double-
stranded fragment before denaturation. Finally, LM-PCR
experiments failed to detect the coding ends unless they
were pretreated with a single strand–specific endonucle-
ase, consistent with the impossibility of ligation to a hair-
pin unless it were first opened. The sequences of LM-PCR
products obtained after endonuclease treatment suggested
that the hairpins contained the entire sequence of the cod-
ing element, usually without loss or gain of a single nu-
cleotide (39).

These hairpin ends apparently represent normal V(D)J
recombination intermediates that—in wild-type cells—are
opened at variable positions within the hairpin loop by an
endonuclease activity that is dependent on the normal al-
lele of the SCID gene. P nucleotides could then result from
opening the loop at an asymmetric position (Figure 6.9);
this model would explain the absence of P nucleotides from
coding ends that have been “nibbled” after opening of the
hairpin. Unusually long P nucleotide segments observed in
the rare coding joints assembled in SCID mice might then
be interpreted as resulting from resolution of hairpins by
nonspecific nicking enzymes that—unlike the exonuclease
activity dependent on the normal allele of the SCID gene—
do not focus on the hairpin loops but nick in variable posi-
tions in the double-stranded hairpin “stem” (38). Hairpins
have also been found in a non-SCID B lymphoid line en-
gineered to sustain a high level of κ gene recombination
(40).

RAG Proteins: Mediators of Early Steps in
V(D)J Recombination

A major advance in the investigation of V(D)J recombi-
nation was the identification of two genes whose products
are critical for this process in B and T lineages. In the pi-
oneering experiments, Schatz and Baltimore (41) stably
transfected fibroblasts with a construct containing a se-
lectable marker whose expression was dependent on V(D)J
recombination; as expected, no measurable recombina-
tion occurred in this nonlymphoid cell. However, when
either human or murine genomic DNA was transfected
into these fibroblasts, a small fraction of recipient cells
stably expressed recombinase activity, activating the se-
lectable marker. This suggested that a single transfected
genomic DNA fragment was able confer recombinase ac-
tivity in a fibroblast. (Presumably the fibroblast contained
endogenous copies of the same genes, but their expression
was repressed by mechanisms that could not repress the
transfected genes.) After successive rounds of transfection
and selection for recombinase activity, the critical genomic
fragment was identified. This fragment turned out to con-
tain two genes, designated RAG1 and RAG2. Both RAG1
and RAG2 are required for recombination; therefore, these
genes would not have been discovered by this transfection
technique if they had chanced to lie too far apart in the
genome for both to be transferred on a single DNA frag-
ment. The genes are notable for having no introns in most
species (certain fish are exceptions) and for their close as-
sociation and opposite transcriptional orientation in all
species examined.

A crucial role for the RAGs in V assembly recombi-
nation was supported by the conservation of these genes
in a variety of Ig-producing vertebrate species from man
through shark. RAG1 and RAG2 are expressed together
in pre-B and pre-T cells, specifically at the stages express-
ing V(D)J recombinase activity. Moreover, mouse strains
in which either gene has been eliminated by homologous
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recombination (gene “knockouts”) have no mature B or T
cells, as the result of abrogation of V(D)J recombination
(42,43). A subset of human patients with a SCID syndrome
and no T or B lymphocytes have been found to have null
mutations in RAGs (44). Patients with less complete de-
fects often have a complex of features (oligoclonal T cells,
hepatosplenomegaly, eosinophilia, decreased serum im-
munoglobulin but elevated IgE) known as the Omenn syn-
drome, which can also be caused by defects in other genes
involved in V(D)J recombination. The same RAG mutation
can in different patients cause either Omenn syndrome or
SCID, depending on unknown factors (45).

Attempts to demonstrate activities of the RAG proteins
on recombination substrates in vitro were initially ham-
pered by poor solubility of the proteins, but functional
analyses of truncated RAGs—using RAG expression vec-
tors cotransfected into fibroblasts along with recombina-
tion substrate plasmids—revealed that surprisingly large
segments of both proteins could be deleted without elim-
inating recombinase activity; and some of the remaining
core regions were soluble and could be handled relatively
easily as fusion proteins. This work allowed the demon-
stration that in a cell-free in vitro system core regions of
the two RAG proteins together are capable of carrying out
cleavage of substrate DNAs as well as hairpin formation
on the coding end (46).

Murine RAG1 is a 1040-residue protein, with a central
core (residues 384 to 1008) that includes all the known en-
zymatic activities of the whole protein as well as a nuclear
localization signal. The protein exists as a dimer, which
shows intrinsic binding affinity for the RSS nonamer se-
quence in the absence of RAG2. This binding is dependent
on residues 389 to 486, known as the nonamer-binding do-
main (NBD). Mutational analysis has revealed regions of
the protein necessary for binding to RAG2, as well as three
amino acids critical for enzymatic activity: D600, D708,
and E962 (47,48).

Murine RAG2 is a 527-residue protein, with a core
(residues 1 to 382) sufficient for activity. This protein has
little intrinsic binding affinity for RSS elements, but im-
proves the strength and specificity of RAG1 binding (49).
The binding of RAG2 also extends the nucleotide sequence
over which DNA-protein interactions can be detected (by
DNA footprinting or ethylation interference experiments)
beyond the nonamer and into the heptamer (50). In the
presence of divalent cations, the two RAG proteins can
form a stable signal complex with an RSS having a 12
bp spacer (12-RSS), but efficient complex formation with
a 23-RSS requires the addition of a high-mobility group
(HMG) protein, either HMG1 or HMG2 (51). These abun-
dant and ubiquitous proteins are known to bind DNA in a
non–sequence-specific manner and to cause a local bend
in DNA. They apparently facilitate RAG1/2 binding by sta-
bilizing bending induced by the RAG proteins themselves
(52).

The RAG-induced cleavage occurs in two steps: first a
nick occurs on one strand adjacent to the heptamer—the
top strand as drawn in Figure 6.9; then the 3′ hydroxyl cre-
ated at the nick causes transesterification by nucleophilic
attack on the phosphodiester bond adjacent to the hep-
tamer on the bottom strand (Figure 6.9), yielding a hair-
pin on the coding end and a new 3′hydroxyl on the 3′ end
of the bottom heptamer strand (53). RAG1 is apparently
necessary for both steps, because some RAG1 mutants can
nick at the heptamer efficiently but show impaired hairpin
formation. After DNA cleavage, the RAG proteins remain
in a complex with the DNA. RAG proteins likely facilitate
steps beyond cleavage and hairpin formation, since mu-
tant forms of RAG1 or RAG2 have been reported that are
competent for cleavage but show impairment in coding or
signal joint formation.

The activities of the RAG proteins are regulated by di-
valent ions in the medium (54,55). In Mn++, the RAG pro-
teins catalyze cleavage of substrates with a single RSS,
but in Mg++, cleavage requires two RSSs and occurs most
efficiently if the substrates conform to the 12/23 rule re-
garding the spacing between heptamer and nonamer ele-
ments. Thus, this rule may be enforced by the RAG pro-
teins, though other proteins, including HMG1/2, seem to
contribute to 12/23 specificity, perhaps by promoting an
optimal molecular “architecture.” In vivo experiments sug-
gest that RAG proteins may bind to an RSS-12 and create a
nick but do not complete DNA cleavage until an RSS-23 is
captured (56). Further, experiments using thymocytes un-
dergoing TCRβ V(D)J recombination indicate that cleav-
age at one signal end does not occur unless a “partner” DNA
segment with a compatible RSS is available (57). These
constraints would prevent creation of a potentially danger-
ous double-strand break (dsb) until DNA with a compatible
RSS is present to complete the recombination.

In addition to the activities of RAG proteins on DNA seg-
ments containing RSSs, these proteins can act on several
other “nonstandard” substrates:

(1) In vitro, core RAG proteins can catalyze the inser-
tion of a DNA fragment with signal ends into foreign
DNA, acting essentially like a transposase (58,59). This
transposase activity lends support to the early specu-
lation that the V(D)J recombination system may have
originated by insertion of transposonlike DNA frag-
ment encoding RAG genes (and bearing RSSs at its
ends) into a primordial V region, thereby separating
J region sequence from the remainder of the V se-
quence upstream. This model is consistent with the
many mechanistic similarities between V(D)J recom-
bination and transposition (e.g., [60]), and the recent
detection of RAG1 homologs in a transposon fam-
ily found in of insect, echinoderm, helminth, coelen-
terate, and fungus genomes (61). (However, the re-
cent finding of apparent homologs of both RAGs in a
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sea urchin genome complicates the view that the two
RAGs entered the vertebrate genome via a transposon
[62].) The transposase activity may also be the cause
of certain oncogenic recombinations (63,64).

(2) As mentioned earlier, VH replacement recombination
utilizes a nonconsensus RSS heptamer within VH cod-
ing sequences. An in vitro model suggests that in VH
replacement, the RAG proteins nick on both DNA
strands without forming a hairpin coding end (65).

(3) The RAG complex also generates two nicks in cleav-
ing within the major breakpoint region (Mbr) of the
Bcl2 gene. This 150 bp segment is the target of a com-
mon RAG-catalyzed translocation between the IgH lo-
cus and the Bcl2 gene that occurs in most follicu-
lar lymphomas. In this segment, there are no RSSs,
and the RAG proteins recognize an unusual sequence-
dependent DNA conformation different from the nor-
mal B-form double helix (66).

Although the “core” RAG proteins have been useful for
studying the biochemistry of V(D)J recombination, it is
clear that the “noncore” portions of each protein confer
important functions, as expected from their sequence con-
servation across species. These functions have been in-
ferred by studying in vivo recombination in cells carrying
core RAGs versus full-length copies, and by in vitro stud-
ies using full-length RAG proteins solubilized by various
techniques. The N-terminal region of RAG1 is required
in vivo for optimal RAG1 activity and for the formation
of precise signal joints in D-J recombination (67). The C-
terminal region of RAG2 has multiple functions, many of
which are conferred by a PHD (plant homeo domain) fin-
ger structure (68). This region is required for precise signal
joints in both D-J and V-D recombination (67), for achiev-
ing normal numbers of B and T lymphocytes in vivo (69)
and to protect against RAG-mediated DNA transposition
(70,71). The RAG2 C-terminus binds directly to all four
histones, and point mutations that disrupt this interac-
tion inhibit V(D)J recombination (72). Finally the RAG2
C-terminus regulates RAG2 protein levels across the cell
cycle to prevent double-strand breaks during DNA synthe-
sis or mitosis, when such breaks could lead to chromoso-
mal deletions (37). Although the RAG1 protein and mRNA
transcripts of both RAGs vary little across the cell cycle,
a specific phosphorylation at Thr490 of RAG2 by a cyclin-
dependent kinase mediates its destruction via ubiquitina-
tion and proteasomal degradation during S phase (73). In
RAG2 knockout (KO) mice carrying a transgenic RAG2
gene with an alanine replacing the phosphorylatable threo-
nine, RAG2 protein and double-stranded DNA breaks were
found throughout the cell cycle, demonstrating the impor-
tance of the RAG2 degradation signal in cell-cycle control
of V(D)J recombination (74).

Apart from the obvious importance of the RAG proteins
in understanding the initial steps of V(D)J recombination,

knowledge of these proteins and their genes has allowed
two major technical advances that have opened the way to
many additional experiments. First, several nonlymphoid
cell lines with known defects in various DNA repair genes
have been transfected with the RAGs to see whether these
gene defects impair V(D)J recombination; these experi-
ments have revealed several other proteins required for
V(D)J recombination, as described later. The second major
technical fall-out from the RAGs has been the availability
of the RAG1 and RAG2 KO mice. These mice have no func-
tional B cells or T cells and are not “leaky” like SCID mice,
which develop some functional B and T cells, especially as
the animals age. The RAG KOs can be used to study the
importance of the “innate” immune system (i.e., responses
that occur in the absence of antigen-specific lymphocytes)
in particular immune responses. The KOs can be used as
recipients for various lymphocyte subsets to explore the
roles of different cell types. They can be used to study
the signals for B cell development by introducing trans-
genes with specific functionally recombined immunoglob-
ulin genes and characterizing the phenotypes of lympho-
cytes that develop (as discussed later). Finally, they can be
used in “RAG complementation” experiments designed to
assess the phenotype—in lymphocytes—of various other
gene KOs (75). In RAG complementation, embryonic stem
(ES) cells in which the gene of interest has been knocked
out by homologous recombination are injected into ho-
mozygous RAG KO (RAG −/−) blastocysts. This procedure
yields chimeric mice in which all B and T cells derive from
the ES cells deleted for the gene of interest, because these
are the only source of intact RAGs to support lymphocyte
development. Such animals can be made more easily than
a KO mouse line and can be used to study the effect of gene
deletion in lymphocytes independent of effects the deletion
may have in other cells. In particular, for cases where the
gene KO causes embryonic lethality due to effects on non-
lymphoid cells, RAG complementation allows the selective
KO in lymphocytes to be studied in the background normal
gene expression in nonlymphoid cells.

Nonhomologous End Joining Components
The RAGs are the critical lymphocyte-specific partic-

ipants in the first steps in V(D)J recombination (recog-
nition of RSS, cleavage, hairpin formation, and perhaps
hairpin cleavage), but additional components are required
to complete the reaction. The other known components
function not only in V(D)J recombination but also in the
ubiquitous DNA repair pathway known as nonhomologous
end joining (NHEJ), which is the major pathway for re-
pair of double-strand DNA breaks (e.g., those induced by
ionizing radiation or reactive oxygen species) during the
G0-G1 phases of the cell cycle. (In the S and G2 phases,
the additional chromatid genome copy enables breaks to
be repaired by homologous recombination.) There are six
classical components of NHEJ—Ku70, Ku80, DNA-PK,
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XRCC4, ligase IV, and artemis—but additional proteins
play a role in some models of NHEJ. Presumably these
nonlymphoid-specific proteins are engaged in the post-
cleavage steps of V(D)J recombination.

The Ku Complex. The first gene for an NHEJ compo-
nent to be recognized as participating in V(D)J recombi-
nation was the SCID gene described earlier. This muta-
tion was originally identified in a mouse strain that was
immunodeficient as a result of a marked impairment in
V(D)J recombination of both immunoglobulin and T cell
receptor genes. SCID lymphocytes are able to perform the
RAG-mediated reactions of cleavage and hairpin forma-
tion and can form signal joints, but are markedly defective
in coding joint formation. Subsequently it was found that
the SCID mutation also impairs NHEJ, causing radiosen-
sitivity.

The gene mutated in the mouse SCID model encodes
DNA-PK, a DNA-dependent protein kinase that is part of
a heterotrimer known as the Ku complex. Originally de-
scribed as the autoantigen recognized by a patient anti-
serum, Ku is composed of an approximately 70 kD protein
(Ku70) and an approximately 86 kD protein (Ku86, often
called Ku80). Together these two very abundant proteins
form a heterodimer that can bind to DNA. The DNA-Ku
complex can then recruit DNA-PK. (In an alternative ter-
minology, the Ku-DNA-PK complex is designated DNA-PK,
and the protein kinase is designated DNA-PKCS [catalytic
subunit].) Ku genes are conserved in drosophila, yeast, and
even bacteria, consistent with a function in NHEJ not re-
stricted to V(D)J recombination. Targeted DNA-PK murine
KO strains show a phenotype resembling the original SCID
mutation (i.e., defective coding but not signal joint forma-
tion [76,77] ). Ku80 mutant cell lines are defective in both
signal and coding joint formation, and mice with a KO of
the Ku80 gene are severely impaired in B and T cell devel-
opment (78). Cells with homozygous disruption of Ku70
are also defective in V(D)J recombination induced by RAG
gene transfection (79).

The Ku complex had previously been studied as an ac-
tivity with an unusual DNA binding specificity: rather than
recognizing particular nucleotide sequences, it recognizes
topological features of DNA, particularly double-stranded
DNA ends such as might be generated by X-rays or by re-
combinases. Indeed, Ku may be the primary detector of
broken DNA. Once bound to an end, Ku can translocate
down the length of the DNA. These properties can be in-
terpreted in light of the three-dimensional structure of the
protein (80). DNA bound to the Ku heterodimer resembles
a finger wearing two adjacent rings, with the negatively
charged DNA “finger” contacting positive charges on the
interior surface of the rings. Continuous unbroken DNA
is topologically inaccessible to unbound Ku “rings,” but
a DNA end could be threaded into the ring, which could

then slide along the DNA axis. How the Ku protein “ring”
might be removed after a DNA break has been resealed is
not known.

DNA-PK is a large protein (460 kD) with a domain
near its C-terminus that is related to phosophoinositide-
3-kinase (PI3K) and that contributes to activation and au-
tophosphorylation of the protein. In vitro kinase activa-
tion of the DNA-PK in the presence of DNA fragments was
found to be efficient when the DNA ends either were at high
concentration or, if at low concentration, were on DNA
fragments long enough to circularize readily; but when the
DNA-PK was located on the ends of DNA fragments too
short to circularize (and too dilute to interact efficiently
with other DNA ends), the DNA-PK activation was much
reduced. This implies that autophosphorylation, kinase ac-
tivation, and exposure of DNA ends can only occur after
two DNA ends are brought together by DNA-PK in “synap-
sis” (81,82). Further phosphorylation of DNA-PK inacti-
vates the protein and may prepare it for removal once DNA
ends have been sealed.

Ligase IV and XRCC4. An important role of activated
Ku-DNA-PK complex is to recruit the additional compo-
nents of NHEJ. One such component is DNA ligase IV,
which is recruited to the Ku complex and activated by the
protein XRCC4 (83,84). The evidence suggests that ligase
IV is the essential ligase that joins DNA ends in V(D)J
recombination and NHEJ. Human patients with ligase
IV deficiency have a severe phenotype including chromo-
somal instability, developmental and growth retardation,
radiosensitivity and immunodeficiency with a T-B-NK+

phenotype. The rare DH-JH junctions detected show exten-
sive nucleotide deletion consistent with delayed ligation
and prolonged exonuclease digestion (85). In mice, dis-
ruption of either the XRCC4 or the ligase IV genes causes
embryonic lethality associated with neuronal apoptosis.
Crossing these mice with p53 mutants does not improve
V(D)J recombination but does rescue the mice from em-
bryonic lethality, suggesting that neuronal cells may be un-
usually susceptible to p53-triggered apoptosis induced by
normal low-level DNA damage (a similar mechanism may
explain the severe human phenotype) (86). The importance
of ligase IV for V(D)J recombination is supported by the
ability of this protein to accomplish in vitro ligation of DNA
ends. Indeed this is the only NHEJ component necessary
to join compatible sticky DNA ends in vitro, though XRCC4
can stimulate this joining significantly (84).

Recently two laboratories independently discovered a
new protein required for V(D)J recombination and NHEJ.
One group used yeast two-hybrid screening to search for
proteins interacting with XRCC4 (87). The other group
searched for the gene causing a syndrome of T+B lympho-
cytopenia, increased radiosensitivity, and microcephaly in
a Turkish family; these investigators used functional cDNA
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rescue of a patient’s cell line from a radiomimetic drug
to identify the gene (88). The protein identified by both
groups is a 299 amino acid nuclear protein, which was
named Cernunnos or XRCC4-like factor (XLF). The pro-
tein has a predicted secondary structure similar to that of
XRCC4, to which it binds in cells (89) as expected from
its isolation via two-hybrid screen. When Cernunnos/XLF-
deficient fibroblasts were transfected with RAGs and a re-
combination substrate, imprecise signal joining was ob-
served, similar to the defect in patients with hypomorphic
ligase IV mutations. These experiments all suggest a role
for Cernunnos/XLF linked to the function of XRCC4 and
ligase IV.

Artemis. Since the coding ends generated by RAG cleav-
age are not directly ligatable because of their hairpin
structure, V(D)J recombination requires a single-strand
endonuclease activity to cleave the hairpins. This activ-
ity is conferred by the protein named Artemis, which was
discovered through positional cloning in a group of hu-
man SCID patients carrying normal genes for the then-
known V(D)J recombination proteins (90). Patients with
homozygous null mutations of Artemis survive (no em-
bryonic lethality) and show radiosensitivity as well as de-
fects in coding joint—but not signal joint—formation, sim-
ilar to the phenotype of DNA-PK mutations. Hypomorphic
Artemis mutations can cause features of the Omenn syn-
drome similar to those observed with hypomorphic RAG
gene mutations (91). Purified recombinant Artemis pro-
tein has an intrinsic exonuclease activity in vitro; how-
ever, in the presence of DNA ends, it gains a single-strand
endonuclease activity when it binds to DNA-PK and, in
an ATP-dependent step, becomes phosphorylated at mul-
tiple sites in the C-terminal region of the protein (92,93).
The Artemis endonuclease activity can cleave synthetic and
RAG-generated hairpin ends as well as other single-strand
DNA near a transition to double-strand DNA (94).

DNA Polymerase X Family Members
If hairpin opening leaves blunt ends or compatible

sticky ends (like, the ends generated by restriction en-
zymes), in vitro joining experiments suggest that these
ends can be joined by ligase IV without any additional
processing (95). However, since Artemis opens hairpins at
variable positions and may engage in exonuclease “nib-
bling” of opened DNA ends, further processing of DNA
ends generally occurs before ligation completes the re-
combination. This processing may include further nucle-
ase digestion and apparently also involves variable DNA
extension by three DNA polymerases—polymerase λ, poly-
merase μ, and terminal deoxynucleotide transferase TdT—
all of which are members of the polymerase X family.
All three proteins contain a Brca1-C-terminus (BRCT) do-
main, which confers binding to Ku (96).

N Regions and TdT. Terminal deoxynucleotide trans-
ferase, the apparent source of untemplated “N region”
additions in VDJ junctions, is an enzyme found in thymus
and bone marrow; in the B lineage, it is expressed almost
exclusively in pro-B cells. It catalyzes the addition of
nucleotides onto the 3′ end of DNA strands. Though no
template specificity determines the nucleotides added, the
enzyme adds dG residues preferentially, consistent with N
region sequences observed between V and D and between
D and J. Both N region addition and TdT are characteristi-
cally absent from fetal lymphocytes (97). N region addition
is common in heavy chain genes (recombined in pro-B
cells) but rare in murine light chain genes (recombined in
pre-B cells), though perhaps somewhat less rare in human
(98).

As evidence that TdT is the primary source of N nu-
cleotides, lymphocytes with engineered defects in their
TdT genes produced rearranged immunoglobulin V re-
gions with almost no N additions. Conversely, when TdT
expression was engineered in cells undergoing κ or λ light
chain rearrangement, the normally low level of N region
insertion in these recombinations was dramatically in-
creased. This result suggests that the low frequency of N
region sequences in normal κ or λ recombinations is not
due to the inability of these coding sequences to accept N
region nucleotides, but to the loss of TdT as cells progress
to the stage of light chain recombination; indeed, mice
engineered to undergo premature Vκ-Jκ joining in pro-B
cells show an increased frequency of N region nucleotides
in their recombined Vκ genes (99). In normal mice, the
expression of a μ heavy chain may down-regulate TdT ex-
pression (100), contributing to the reduced level during the
stage of light chain recombination.

In TdT mutant mice, as well as in normal fetal lym-
phocytes, which express minimal TdT activity, absence
of N region addition is associated with an increase in
the frequency of recombination junctions in which short
stretches of nucleotides could have derived from either
germline element because of an overlap of identical se-
quences at the coding ends. These junctions suggest a re-
combination intermediate in which the complementary
single-stranded regions from the two coding ends hy-
bridize to each other, much as “sticky ends” generated by
restriction endonucleases can facilitate ligation of DNA
fragments. Such “microhomology-mediated” recombina-
tion may restrict the diversity of neonatal antibodies; pos-
sibly the resulting antibodies are enriched in specificities
for commonly encountered pathogens, or have broadened
specificity, as has been reported for TCRs lacking N re-
gions (101). Decreased N region nucleotides and a high
incidence of homology-mediated recombination have also
been found in the rare coding joints formed in Ku80 KO
mice, consistent with a role for Ku in recruiting TdT or
supporting its action (102).
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Polymerase μ and Polymerase λ. Pol μ and pol λ are
ubiquitously expressed polymerases. Both readily fill in
single-strand gaps in DNA and apparently participate in
V(D)J recombination by filling in single-strand 3′ over-
hangs generated by asymmetric hairpin opening. With-
out this filling in, such overhangs might be destroyed by
nucleases. Indeed, when in vitro NHEJ reconstitution ex-
periments are performed using purified proteins and DNA
fragments with overhanging ends, the omission of pol μ

or pol λ increases the deletional trimming observed in re-
combined sequences (96). Similar excessive deletions at
V(D)J junctions are observed in mice lacking pol μ or pol
λ. Remarkably, however, pol μ KO mice show abnormali-
ties only in their light chains (103), while the deletions in
pol λ KOs are restricted to their heavy chains (104). This
selectivity may be explained by corresponding changes in
the relative mRNA levels for these two polymerases at dif-
ferent stages of B lineage maturation.

Other Possible Participants in V(D)J Recombination
Proteins that Bind to DNA Breaks. In eukaryotic cells,

DNA breaks initiate signals that halt cell division, induce
repair, and in some cases trigger apoptosis. Several pro-
teins can be detected at dsbs induced by V(D)J recom-
bination or irradiation, including: γ -H2AX, a phospho-
rylated form of the histone H2AX; ATM, the product of
the gene mutated in the disease ataxia telangiectasia; and
Nbs1 (or nibrin), the product of the gene mutated in Ni-
jmegen breakage syndrome. The importance of these pro-
teins in V(D)J recombination is not clear because defects in
all three are compatible with near normal V(D)J recombi-
nation, possibly due to compensation by related proteins.

BSAP/Pax5. Pax5 (also known as B cell specific activa-
tor protein, or BSAP) is a transcription factor required for
normal B cell development. Pax5−/− mice are able to com-
plete DJH recombination, but VH to DJH recombination is
impaired except for certain genes located proximal to the
D regions. Surprisingly, 94% of human and mouse VH cod-
ing genes were found to have potential Pax5 binding sites.
Pax5 was found to coimmunoprecipitate with RAG pro-
teins, to potentiate in vitro cleavage of a VH gene RSS, and
to enhance VH to DJH recombination in RAG-transfected
fibroblasts; the latter enhancement required intact Pax5
binding sites in the VH sequence (105).

Regulation of V(D)J Recombination
in B Cell Development

The recombination events that occur between im-
munoglobulin gene segments are carefully regulated so
that most B cells expresses only one L chain isotype (iso-
type exclusion) and use only one of the two homologous
chromosomal loci for H and L chain genes (allelic exclu-
sion). Isotype and allelic exclusion ensure that each lym-
phocyte expresses a single H2L2 combination, and thus a

single antigen binding specificity, a crucial feature of the
clonal selection model of the immune response. Current
evidence suggests that V(D)J recombination is controlled
at two levels: regulation of the RAG protein levels and reg-
ulation of accessibility of the germline V, D, and J elements
to the recombinase machinery. Both of these factors are af-
fected by the stage of B cell development; and conversely,
the expression of immunoglobulin provides a signal criti-
cal for regulating maturation of B cells. A brief scheme of
B cell development is presented below as background; a
detailed account is in Chapter 7.

As shown in Figure 6.10, B and T lymphocytes differ-
entiate from pluripotent hematopoietic stem cells in the
fetal liver and bone marrow. The primordial lymphoid pro-
genitor has the potential to differentiate into B or T lym-
phocytes or natural killer (NK) cells. Among the earliest
markers that indicate B lineage specificity are the non-
immunoglobulin components of the pre-BCR: Ig-α, Ig-β
and λ5. CD19, which functions as a coreceptor in sig-
nal transduction, first appears in large proliferating pro-B
cells, which also express several other distinguishing sur-
face markers including c-kit (receptor for the stem cell fac-
tor SCF), B220 (a B lineage form of the phosphatase CD45),
TdT, and CD43 (a sialoglycoprotein known as leukosialin).
In the absence of heavy chain protein, most of the SLC
protein remains cytoplasmic, but some SLC is displayed
on the surface membrane in association with a complex of
glycoproteins (represented by a hook shape in Figure 6.10),
which has sometimes been called a surrogate heavy chain.
This includes a cadherin-related protein of 130 kD protein
(p130 in Figure 6.10) (106). RAG gene expression in these
cells causes DJ rearrangements on both chromosomes.
Subsequently, recombination with germline VH genes oc-
curs; and, if the recombination is “productive” (i.e., yield-
ing an “in-frame” VDJ junction), then μ heavy chain can
be produced. The μ protein appears on the B cell surface
along with SLC in a pre-BCR or μ-SLC complex that also
includes Ig-α and Ig-β. The resulting large pre-B cells pro-
liferate, with RAG gene expression down-regulated. After
several rounds of division, the cells become smaller, stop
dividing, turn up RAG gene expression once more, undergo
light chain rearrangement, and express surface IgM (“im-
mature B cells”), again turning down RAG expression. In
IgM+IgD− immature B cells, contact with autoantigens
may up-regulate RAG expression again to facilitate recep-
tor editing (discussed below). When immature B cells even-
tually also express surface IgD they become “mature B
cells” and migrate into the periphery, ready to be triggered
by antigen exposure.

Regulation of RAG Expression
A complete explanation of RAG gene expression would

elucidate the mechanisms conferring lymphoid specificity,
the two waves of RAG expression (during IgH and IgL rear-
rangements), and the autoantigen-induced up-regulation
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FIGURE 6.10 Ig gene recombination in B cell development. A simplified scheme of B cell de-
velopment is presented as a background for discussion of Ig gene recombination. The stages
occurring in the bone marrow vs. in the periphery (e.g., lymph nodes, spleen) are shown, along
with the status of IgH and IgL genes at each stage. A graphic depicting the Ig-related proteins
displayed on the surface at each stage is presented; and, at the bottom, the stage-dependent ex-
pression of RAGs and TdT—both important in V(D)J recombination—is schematically depicted,
as well as the expression of several other marker proteins.

associated with receptor editing. Although current knowl-
edge is incomplete, several cis elements involved in regu-
lating RAG expression have been characterized. RAG1 and
RAG2 are transcribed toward each other in opposite direc-
tions and are regulated by individual promoters and by two
enhancers lying 5′ of the RAG2 genes. A RAG2 proximal
enhancer designated Erag supports normal expression in
B cells, and the more distal enhancer is required for ex-
pression in T cells (107,108). In addition, a silencer located
between RAG1 and RAG2 inhibits expression of both RAGs
in certain T cell subsets; this silencer is normally repressed
by an antisilencer more than 70 kb 5′ of RAG2 (109). The
B cell–specific function of many of these cis regulatory re-
gions is explained by the intersecting specificities of tran-
scription factors that interact with them, including Pax5,
E2A, Runx, and Ikaros. Recently NFκB, which binds at

several locations in the RAG enhancers, was found to be
an important mediator of the up-regulation of RAG expres-
sion in cells undergoing receptor editing (110).

Parameters Affecting Recombinational Accessibility
and Transcription

What maintains the locus specificity of V(D)J rearrange-
ment in cells expressing RAG proteins—that is, why is Ig
gene recombination confined to B cells, with heavy chain
rearrangement before light chain, and why is TCR gene
recombination exclusive to T cells? One clue is the ob-
servation that susceptibility to recombination seems to be
correlated with transcriptional activity of germline gene
elements. For example, many germline VH genes are tran-
scribed at the pre-B cell stage, just at the time when
these genes are targets for recombination (111); these
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transcripts—designated “sterile” transcripts because they
do not encode a functional immunoglobulin chain—are
not seen in more mature B cells in which H chain recom-
bination has been terminated. Similar sterile transcripts
have been reported for other germline Ig gene elements
during the period when they are actively rearranging. Sus-
ceptibility of a segment of DNA to both transcription and
recombination might be a reflection of a common chromo-
somal state—“accessibility”—required for both processes,
or transcription itself might be a prerequisite for recombi-
nation, perhaps by partially unwinding the DNA. Heavy
chain CSR is also associated with prerecombinational
“sterile” transcription, as discussed later in this chapter.

The accessibility model has received support from the
finding that RAG proteins incubated in vitro with nuclei
from pro-B cells (which generate sterile transcripts in the
IgH locus) were capable of cleaving DNA at an endoge-
nous nuclear JH RSS, but not at a TCRδ RSS, while con-
versely in pro-T nuclei the TCRδ RSS but not an Ig gene
RSS was cleaved (112). The differential chromatin accessi-
bility of Ig versus TCR gene loci in B versus T lymphocytes
appears to be regulated in part by the same regulatory re-
gions that control transcription. For example, in the heavy
chain locus, one enhancer (Eμ) is located in the intron
between JH and Cμ. Deletion of this enhancer markedly
decreased sterile transcription and V(D)J recombination
(113).

Ig gene expression and recombinational accessibility
are regulated at several interrelated levels: (1) cis regula-
tory DNA sequences (e.g., promoters, enhancers and si-
lencers) and the nuclear proteins that they recruit; (2) the
chromatin context of the DNA, including covalent alter-
ations of the histones in the nucleosomes associated with
the immunoglobulin genes; (3) epigenetic DNA alterations,
specifically methylation of CpG dinucleotides, which alters
the binding of nuclear regulatory proteins; (4) movement
of Ig genes to different subcompartments within the nu-
cleus; (5) physical looping or contraction of the Ig loci prior
to recombination; and (6) antisense transcription in the
loci. A detailed account of the regulation of Ig gene expres-
sion and accessibility is beyond the scope of this chapter
(see reviews, e.g., [114]), but topics will be outlined briefly
to highlight recent developments.

Cis Control Sequences. Promoters, DNA regulatory
regions that are generally located just upstream of the
transcription initiation site, stimulate transcription in one
direction—into the associated gene—by recruiting nuclear
proteins that stimulate formation of a transcription com-
plex. Each germline V gene has an upstream promoter, as
do all other DNA segments that produce sterile transcripts,
including DH regions, the Jκ and JH clusters, I regions (ex-
ons involved in CSR, as discussed later in this chapter), and
the κ RS sequence. In contrast to promoters, enhancers
and silencers may be located upstream, downstream, or

within introns of genes, whose transcription they either
up-regulate (enhancers) or down-regulate (silencers).
They generally act in either orientation, rather than
directionally like promoters. In the three Ig gene loci of
mouse and human, several enhancer sequences are located
downstream of each locus, and (except for the λ locus) one
enhancer lies in the J-C intron. An additional region with
enhancer activity was reported in the intron between the
human Cδ3 and Cγ3 genes. The enhancers have been ex-
tensively studied to deduce the functional sequence motifs
in these sequences (summarized in [114]). In κ-expressing
cells, the κ intron enhancer (iEκ and 3′ enhancers 3′Eκ and
Ed) were recently shown to loop around to associate with
each other and with Vκ promoters in B cells (115); similar
interactions may occur at the λ and heavy chain loci.

Although enhancers and promoters were originally dis-
covered by placing them near reporter genes in transient
transfection studies, recent experiments have used knock-
out or knockin replacement technologies to examine func-
tion of these elements more physiologically in their en-
dogenous locations in the mouse genome. The deletion of
either iEκ (116,117) or Eμ (118) substantially impaired
germline transcription and V(D)J recombination in the re-
spective loci. Moreover, insertion of Eμ into the κ locus
in place of iEκ caused the κ locus to behave more like the
heavy chain locus, in that VκJκ recombination now oc-
curred in pro-B cells (when heavy chain VDJ recombina-
tion normally occurs) and occurred at reduced efficiency
in pre-B cells, the normal stage for VκJκ recombination
(119).

Sequences with silencer activity have been described
upstream (120) and downstream (121) of the entire heavy
chain locus, where they might play a role in insulating the
locus from the regulation of neighboring genes. In the κ

locus, a downstream silencer has been reported, as well as
another silencer in the Vκ-Jκ intron (122).

The activity of all cis regulatory sequences depends on
the nuclear content of specific transcription factors that
bind to short motifs within these sequences; activities of
these factors are in turn regulated by the developmental
stage and the environmental milieu of the cell.

Histone Interactions. In mammalian nuclei, DNA is
highly compacted at several levels, most fundamentally by
being wrapped around a nucleosome composed of eight
histone proteins. Several groups have shown that when
purified DNA is reconstituted in vitro with histones, its sus-
ceptibility to RAG cleavage at RSSs is reduced (123,124).
Nucleosome reconstitution is also associated with de-
creased template activity for RNA transcription. In vivo,
enhancer- or promoter-dependent acetylation of histones
by histone acetyltransferases is associated with increased
template activity of many genes, possibly because acety-
lation of histone tails loosens the association between
DNA and the histones. In addition, methylation of specific
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residues in histone tails may, by providing binding targets
for particular nuclear proteins, “mark” chromatin for si-
lencing or activation. Experimentally, learning which co-
valent histone modifications are associated with a specific
gene locus depends on the technique of chromatin im-
munoprecipitation (ChIP). In this technique, nucleosomes
(with attached DNA) carrying a particular histone modifi-
cation are precipitated with an antibody specific for that
modification; DNA in the precipitate is then assayed for the
presence of specific target sequences, commonly by PCR.
Several groups have used ChIP to document the distribu-
tion of chromatin marks in Ig genes and have correlated
changes with V(D)J recombination (e.g., 125,126).

For example, the extent of in vivo histone acetylation
in the IgH (127) and κ (128) loci was found to correlate
with developmentally regulated activation of susceptibility
to V(D)J recombination, including a fall in acetylation as
the IgH locus is deactivated during the κ locus recombina-
tion at the pre-B stage (129). Trichastatin A, an inhibitor of
the histone deacetylases (which remove the acetyl “marks”
from chromatin), increased histone acetylation as well as
VκJκ recombination in a pre-B cell line (130). In an exam-
ination of in vitro (RAG + HMG1)–mediated cleavage of
RSS-containing DNA, the inhibitory effect of nucleosome
reconstitution was found to be relieved by acetylation of
the histones and, additively, by adding ATP plus the ATP-
dependent remodeling complex known as SWI/SNF; the
inhibition was also relieved by complete removal of the
histone tails (131).

Apart from accessibility changes, V(D)J recombination
has another link to histones through a direct interaction
between the C-terminal domain of RAG2 and the histones.
As described earlier, this interaction is required for efficient
V(D)J recombination, but the mechanism is unknown
(72).

DNA Methylation. Most cytosine residues within CpG
dinucleotides are methylated in mammalian DNA, but
genes that are actively expressed in a particular cell are
generally relatively undermethylated in that cell type,
suggesting that DNA methylation inhibits transcription.
DNA methylation also seems to inhibit V(D)J recombi-
nation. Thus, the developmental maturation from pro-B
cell to pre-B is associated with progression from a κ lo-
cus that is methylated, nontranscribed, and nonrearrang-
ing to one that is hypomethylated, transcribed, and re-
arranging (132,133). Further, plasmid templates contain-
ing Ig RSSs were found to undergo V(D)J recombination
when transfected into a recombination competent B cell
line, but prior methylation of the DNA impaired recom-
bination (134), and V(D)J recombination of a transgenic
construct occurred only when it was unmethylated (135).
Demethylation thus appears necessary for V(D)J recom-
bination, though it is not sufficient. Methylation and his-
tone acetylation are interrelated—for example, the methyl-

CpG-binding protein MeCP2 recruits histone deacetylases,
which reduce acetylation of histones.

Compartmentalization. Several studies using fluores-
cence in situ hybridization (FISH) have indicated that in-
active genes tend to be located in the periphery of nu-
clei, while active genes are recruited to a more central
nuclear location (e.g., 136). In multipotential progenitors
and in T cells, most FISH signals of Ig genes were found
in a peripheral region, but in a high percentage of pro-
B cells both κ and IgH were in central nuclear positions,
even though in pro-B cells, only the heavy chain and not
the κ chain genes are being transcribed and rearranged
(137). In addition, formerly active genes that are no longer
being transcribed have been reported to localize near
centromeric heterochromatin associated with the protein
Ikaros (138,139). In pre-B cells the nonfunctional IgH al-
lele was found associated with centromeric heterochro-
matin and with deacetylated nucleosomes, a combination
that might shut off VHDJH recombination of the nonfunc-
tional IgH allele at a time when RAGs are rearranging the
light chain genes (140). Similarly in pre-B cells, one κ al-
lele is associated with centromeric heterochromatin and
Ikaros, while the other allele appears open to transcrip-
tion and VJ recombination (128), a mechanism that may
contribute to allelic exclusion.

Locus Contraction. By FISH analysis with C-region
probes of one color and distal V-region probes of another
color, investigators using confocal microscopy have re-
ported that in recombining cells, both the IgH and κ loci
undergo a locus contraction that moves the fluorescence
signals for V and C physically close to each other in the
interphase nucleus (137,140,141). This contraction occurs
in RAG−/− mice, and thus precedes recombination. Such
contraction could facilitate recombination by looping to-
gether recombining segments that are quite distant in lin-
ear DNA. For both IgH and κ loci, contraction peaks at the
stage when the respective genes are undergoing recombi-
nation: pro-B cells for IgH and pre-B cells for κ. Contrac-
tion requires Pax5 (142); in Pax5−/− pro-B cells no IgH
contraction or V→DJ recombination occurs, although the
locus moves normally to a central nuclear location and VH
regions are transcriptionally active.

Antisense Transcription. Bidirectional RNA transcrip-
tion is increasingly being recognized as a mechanism that
can affect chromatin structure and function (143). Re-
cently an investigation of transcripts in the distal VH re-
gion in pro-B cells revealed abundant antisense transcripts
including coding and noncoding segments between distal
VH regions, but not from 3′ D through the Cμ region B.
These transcripts were detected in RAG1−/− pro-B cells
along with sense transcripts, so transcription from either
strand does not depend on recombination. In a study of
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normal B lineage cells at different stages, the antisense
transcripts were found almost exclusively in pro-B cells, fu-
eling the speculation that they might be involved in prepar-
ing chromatin in the IgH locus for recombination. Fur-
ther research will be necessary to clarify the relationship
of these transcripts to V(D)J recombination.

Allelic Exclusion and Regulated V(D)J Recombination
A model to explain allelic exclusion first proposed by

Alt and colleagues (145) suggests that the functional rear-
rangement of an L (or H) chain gene in a particular B cell
would inhibit further L (or H) chain gene rearrangement
in the same cell. If the inhibition occurred promptly af-
ter the first functional rearrangement, then two functional
immunoglobulins could never be produced in the same
cell. An initial nonproductive rearrangement would have
no inhibitory effect, so recombination could continue until
a functional product resulted or until the cell used up all its
germline precursors. This model has received considerable
experimental support.

In B lineage maturation, the first Ig gene rearrange-
ments join D to JH segments (commonly on both chro-
mosomes) in pro-B cells, when most κ and λ genes are
in germline configuration. The next recombination step is
VH→DJH. According to the model, if the initial VDJ junc-
tion is nonfunctional (e.g., out of frame), then H chain gene
recombination can continue on the other chromosome. If
the VDJ recombination on the second chromosome is also
nonfunctional, then the cell may have reached a dead end
leading to death by apoptosis. Indeed, mice transgenic for
the apoptosis suppression gene bcl-xL harbor an expanded
population of bone marrow pro-B cells with almost all
nonproductive VDJ joints (146). In normal mice, approxi-
mately 40% of mature B cells carry a nonproductive VDJ
segment on the nonexpressed IgH allele, remnants of the
initial recombination events in those cells.

In contrast, if the first VH→DJH recombination in a
pro-B cell produces a functional VDJ gene, then its expres-
sion will lead to the synthesis of μ heavy chain. This heavy
chain is expressed in the surface of pre-B cells as a pre-
BCR in association with the “surrogate” light chains (SLC)
VpreB and λ5 (as discussed earlier) and the Ig-α-Ig-β het-
erodimer. In the model, expression of this pre-BCR com-
plex has two predicted regulatory consequences. The first
is that it blocks further H chain recombination. Consis-
tent with this prediction, functionally rearranged μ trans-
genes generally suppress the rearrangement of endoge-
nous heavy chain genes in B lymphocytes, suggesting that
the transgene-encoded protein can shut off V(D)J recom-
bination of endogenous genes. A transgene encoding the
membrane form of μ(μm) can confer this suppression, but
one encoding only the secreted form (μs) cannot, demon-
strating that a membrane form of μ protein is required for
allelic exclusion (147). The suppression signal is mediated
by the Ig-α-Ig-β heterodimer (148,149) and includes the
down-regulation of RAG gene expression (150), as well as

reduced target accessibility, as reflected in decreased VH
gene transcription (151). Continued inaccessibility of the
IgH locus would prevent further VH→DJH recombination
during the subsequent stage when RAG proteins are up-
regulated to activate light chain recombination.

The second consequence of pre-BCR expression is that
κ chain recombination is activated. This effect was orig-
inally deduced from the rarity of κ-expressing cells with-
out H chain gene rearrangement, suggesting that H chain
expression is required for κ expression. As additional evi-
dence, a functional μ gene introduced into early B lineage
cells can cause RAG gene expression, sterile κ gene tran-
scription, and Vκ-Jκ rearrangement. (A few cells are ap-
parently able to initiate light chain recombination in the
absence of heavy chain synthesis [152].)

When κ recombination begins in μ-expressing cells, the
possibilities for functional and nonfunctional Vκ-Jκ rear-
rangements resemble those discussed earlier for the heavy
chain. As soon as κ gene rearrangement leads to expres-
sion of a functional κ chain that can associate with μ to
form a surface-expressed IgM molecule—that is, a mature
BCR—then further κ rearrangement is suppressed. This
regulatory influence would explain the observation of al-
lelic exclusion in κ-expressing myelomas, and it has been
supported by the finding that functional rearranged VJ-Cκ

transgenes can suppress rearrangement of endogenous κ

genes. This occurs in part by suppressing RAG gene ex-
pression (153).

Although this scheme of regulatory pathways may seem
sufficient to explain allelic exclusion, an additional level of
control is suggested by the observation that in developing
B cells only a single allele of the κ locus is initially demethy-
lated, and that allele is the target for Vκ-Jκ recombination
(154). How demethylation might occur on only a single
chromosome is unknown, but the mechanism may be sim-
ilar to that causing monoallelic expression of other genes
such as IL2, IL4 and odorant receptor genes (reviewed in
[155] ). The inactive methylated allele is the one associated
with heterochromatin, as previously discussed.

Most B cells show isotypic exclusion—that is, express
either κ or λ but not both. Further, κ rearrangement seems
to occur before λ. Thus, in normal and malignant human
B lymphoid cells, κ-expressing cells generally have their
λ genes in germline configuration, while in λ-expressing
cells, κ genes are either rearranged (rarely) or deleted
(most commonly) (19). The κ deletions reflect the RS re-
combination event discussed earlier in this chapter. It may
be that λ gene recombination is suppressed until κ genes
rearrange nonproductively or are deleted, but it is not clear
how this suppression would be mediated. An alternative
possibility is that κ and λ rearrangement occur indepen-
dently, but in the B lineage developmental program κ is
simply activated for recombination earlier than the λ lo-
cus (156). Some overlap between the stages of κ and λ re-
arrangement might explain rare cells expressing both iso-
types.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-06 Paul-3627G GRBT293-Paul-v1.cls April 12, 2008 17:51

Immunoglobulins: Molecular Genetics 213

Regulation of B Cell Maturation by BCR and pre-BCR
The signals mediated by the pre-BCR (μ-SLC) and the

mature BCR (IgM) are critical not only for regulating V(D)J
recombination, but also for being checkpoints controlling
other features of B lymphocyte differentiation. Thus, in the
bone marrow of RAG or JH KO mice, the absence of BCR
signaling leaves B lymphopoiesis blocked at the earliest
pro-B stage—large cells staining positive for B220, CD43,
and c-kit; and cells with surface markers typical of ma-
ture B cells are absent from the periphery. When a recom-
bined VDJ-Cμ heavy chain transgene is introduced into
a RAG KO background (157), the resulting μ protein al-
lows the progression of B lineage cells to the stage of small
pre-B-II cells where light chain recombination would nor-
mally occur (similar to the phenotype of a double KO of
κ and λ loci [158]). RAG−/− pre-B cells cannot undergo
VL→JL recombination in the absence of RAG proteins,
but do show the up-regulation of sterile κ transcription
discussed previously. If, in addition to the μ gene, a func-
tional recombined light chain transgene is also added to
the genome of the RAG KO mice, then B cell development
is restored, with normal numbers of B cells in the periph-
ery, expressing mature B cell surface markers. The per-
missive effect of the pre-BCR or BCR on developmental
progression appears to be mediated by the Ig-α-Ig-β het-
erodimer, based on results with the mutant or chimeric
μ transgenes linked to Ig-α or Ig-β cytoplasmic domains,
as described earlier (148,149). Indeed, when a chimeric
molecule containing the cytoplasmic signaling domains of
Ig-α and Ig-β without an extracellular domain was targeted
to the inner leaflet of the plasma membrane, it was capa-
ble of driving developmental maturation beyond the pro-B
stage, apparently through a basal unstimulated level of sig-
naling (159). Even in mature circulating B cells the BCR
apparently provides a tonic signal necessary for survival
of B cells, since in vivo ablation of the BCR of adult mice
by inducible Cre-lox gene targeting induces rapid B cell
death (160). The BCR signal delivered by Ig-α-Ig-β thus
can lead to the following outcomes: it permits progression
from pro-B to pre-B or from pre-B to mature B; on liga-
tion to an autoantigen the BCR, triggers anergy or receptor
editing (discussed below); in mature cells, it prevents the
cell death observed with BCR ablation; and on ligation to
foreign antigen, induces proliferation and maturation to
the plasma cell stage. How the same Ig-α-Ig-β can trigger
such different outcomes is not completely understood (see
Chapter 8), though the maturation stage, the strength of
the BCR signal and the presence of other costimuli seem
to contribute to selectivity of the response (161,162).

Late RAG Expression: Receptor Editing
and Receptor Revision

Although the RAGs are generally down-regulated by a
signal mediated by the appearance of IgM at the end of
the pre-B cell stage, RAG gene expression and V(D)J re-
combination can recur later during “receptor editing” of

autoreactive B cells in the bone marrow. One estimate
suggests that about 25% of immunoglobulin are products
of receptor editing (163). After production of an initial
IgM-κ protein, receptor editing by light chain rearrange-
ment can take three forms: an initial VκJκ junction could
be deleted by recombination between an upstream V and
downstream J on the same chromosome; VκJκ recombi-
nation could occur on the other chromosome; or Vλ Jλ
recombination could be activated.

Most replacement of productively rearranged light or
heavy chain genes likely serves to extinguish an anti-
body that was autoreactive, thus complementing two other
mechanisms to silence autoantibodies: anergization and
cell deletion by apoptosis. Early studies with transgenic
autoantibodies suggested that anergy or deletion were the
main fates of self-reactive B cells, but these conclusions
may have depended on the nonphysiologic inability of the
cells to silence the transgenic autoantibody by receptor
editing. More recent studies involving autoantibody genes
“knocked in” to the physiological position in the IgH and
Igκ loci have shown that receptor editing is the major
mechanism for B cell tolerance (164,165). This conclusion
was also supported by a study of mice expressing a trans-
genic antibody against the murine Cκ constant region, a
model of a self-superantigen; these mice provided evidence
of receptor editing leading to virtually 100% λ light chain
expression (166).

As compared with light chain editing, V gene replace-
ment of the heavy chain seems to occur less frequently,
probably because it depends on an incomplete RSS, a lone
heptamer embedded in the 3′ end of some VH coding re-
gions, as described in an earlier section. An analysis of nor-
mal heavy chain sequences for “footprints” of VH replace-
ment yielded an estimate that at least 5% of the sequences
derived from VH replacement (167), possibly higher in au-
toimmune diseases (168). Also, VH replacement was read-
ily observed in mice engineered with a nonproductive VDJ
gene knocked in at the physiological position in the heavy
chain locus (169). However, one report has cautioned that
some VHDJH genes that appear to have arisen by VH re-
placement may in fact be products of gene conversion me-
diated by activation-induced deaminase. This protein is
known to participate in somatic hypermutation (SHM) in
mammals and gene conversion in chickens, as discussed
later in this chapter.

GERMLINE DIVERSITY

To understand the contribution of the germline V region
repertoire to immunoglobulin diversity, several groups
undertook cloning and sequence analysis of individual
V region genes from the μ, κ, or λ loci of human or
mouse. More recently, the complete sequences of all hu-
man and mouse Ig loci have been determined as part
of the high-throughput genome sequencing projects for
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these two species, though annotation that describes func-
tion and refers to earlier literature is incomplete. Sev-
eral Internet resources are devoted to providing conve-
nient updated access to immunoglobulin germline gene
sequences. The IMGT (international ImMunoGeneTics)
database (http://imgt.cines.fr/), coordinated by Marie-
Paule Lefranc, includes a database for Ig and T cell re-
ceptor genes from a variety of species and includes maps,
sequences, lists of chromosomal translocations, and mul-
tiple helpful links. IgBLAST (http://www.ncbi.nlm.nih.gov/
igblast/) is a service of the National Center for Biotechnol-
ogy Information and allows a submitted sequence to be
searched against germline V, D, and J sequences.

Germline Diversity of the Murine Igh Locus

VH Segments. The murine VH locus extends over
about 2.5 megabases on chromosome 12 and includes 110
genes and 85 pseudogenes, all in the same transcriptional
orientation as the D, JH and CH regions (170). These VH
segments can be classified into related groups based on
sequence similarity; two VH gene sequences are consid-
ered to be in the same group or family if they show more
than about 80% nucleotide sequence identity and in differ-
ent families if their sequences are less than 70% identical.
(Empirically, few VH comparisons yield identities between
70% and 80%.) Sixteen families are now recognized, one of
which (VH16) was discovered only when the complete nu-
cleotide sequence of the VH locus revealed a single novel
VH that did not match any recognized family (170). The
largest and most upstream family, designated J558, con-
tains 52 functional genes in the C56BL/6 strain, making up
almost half of the repertoire, though this family is smaller
in some other strains. The VH families have been further
classified into three “clans” based on sequence conserva-
tion primarily in the framework I region (FR1; codons 6 to
24) and FR3 (codons 67 to 85). (Framework amino acids
are the non-CDR parts of the Ig V region that hold the
CDR loops in position to contact antigen.) The clans are
conserved between man, mouse, and frog, suggesting that
several fundamental steps in germline VH diversification
preceded the amphibian-reptile divergence (171). Unlike
the organization of the human VH locus, members of a
given murine VH family tend to be clustered together on
the chromosome, though some interdigitation of families
occurs even in the mouse locus (Figure 6.11). The map
order is of interest because the most proximal family clus-
ter (designated 7183), and in particular its most proximal
member (designated VH81X), were found to be signifi-
cantly overrepresented in the VDJ rearrangements occur-
ring in fetal liver pre-B cells of BALB/c mice, but this bias is
not observed in C57BL/6, and its significance is uncertain.
The VH RSS spacers are about 23 bp.

JH and D Segments. Four germline JH sequences
were identified about 5 kb upstream of the murine Cμ

gene. All appear to be functional in that the sequences
they encode are found in secreted H chains. Upstream
of each JH lies a typical RSS with 22 bp to 23 bp
spacers.

D regions were initially hypothesized based on the
highly diverse amino acid sequences in myeloma proteins
between the V and J regions, as briefly discussed earlier
in this chapter. The 13 murine D regions span about 80
kb upstream of the four JH segments. Eleven of the genes
fall into two families: SP2 (nine Ds) and FL16 (two Ds).
The most 3′ D region, DQ52 lies only 0.7 kb upstream of
JH1. Although D regions could theoretically contribute to
Ig diversity by being read in all three frames in different
VDJ recombinants, the mouse has evolved mechanisms
that strongly favor the reading frame known as RF1 (3).
Rare rearranged VDJ sequences seem to be interpretable as
V-D-D-J products, even though D-D recombination would
violate the 12/23 rule (172).

Germline Diversity of the Human Igh Locus

VH Segments. The human VH locus spans 1.1 Mb at
the telomeric end of chromosome 14 (14q32.33). Essen-
tially the entire locus (957 kb) was sequenced in 1998 (173)
and more recently overlapping sequence has become avail-
able through the public database of the Human Genome
Project. The original sequence includes 123 VH segments,
including about 40 functional genes whose mRNA or pro-
tein products have been identified. Of the remaining se-
quences, 79 are clearly pseudogenes and 4 show no appar-
ent defect but have not been documented to be expressed.
The human VH sequences are all in the same orientation
and fall into seven families, which are extensively interdig-
itated, in contrast to the family clusters characteristic of
the murine locus (Figure 6.11). The families can be fur-
ther classified into the same clans found in the murine VH
locus. Some human VH sequences are polymorphic ow-
ing to VH insertions or deletions in different allelic chro-
mosomes. In addition to the VH sequences on chromo-
some 14, 24 additional germline VH sequences have been
mapped to chromosome 15 and 16 and represent nonfunc-
tional “orphons” that were apparently duplicated from the
functional locus on chromosome 14.

Human JH and DH Regions. Upstream of the human
Cμ gene lie six functional JH regions interspersed with
three JH pseudogenes. The pseudogenes encode amino
acid sequences never found in human H chains and lack
the RNA splice signal found at the 3′ end of all active JH
genes. All of the JH segments and pseudogenes demon-
strate ∼23 bp RSS spacing (as in the mouse).

Most human D regions lie in a 92 kb region upstream
of the JH segments (2). One germline D gene is located
in a position roughly homologous to that of the mouse
DQ52—that is, 5′ to the human JHI. This human D gene,
initially designated DHQ52, bears striking homology to

http://imgt.cines.fr/
http://www.ncbi.nlm.nih.gov/igblast/
http://www.ncbi.nlm.nih.gov/igblast/
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FIGURE 6.11 Maps of the murine and human VH loci. The fifteen known murine VH gene
families are shown in their approximate map positions. Each rectangle represents a cluster of
VH genes of the indicated family; the clan identification of the VH families is indicated by the
color of the rectangle: black for clan I, gray for clan II, and white for clan III. Although some
interdigitation is shown by overlapping families (e.g., the Q52 and 7183 families), the murine
VH families are largely clustered. In contrast all human VH genes (vertical lines) of a prototypic
haplotype are shown in the right panel; extensive interdigitation of families is apparent.

its murine counterpart, but is the only human D segment
showing such human/mouse homology. All of the other
human D regions fall into six families and lie in a cluster
of duplicated domains beginning about 22 kb upstream
of JH1. There are 27 D regions. Twenty-four of these are
accounted for by four tandem approximate duplications
of a 9.5 kb segment containing a representative of the six
D families. Three D regions are apparently nonfunctional
as a result of mutations in RSS heptamers, and there are
two pairs of D regions with identical coding sequences
(including one of the D segments with a heptamer mu-
tation), so there are 23 distinct D regions that can con-
tribute to human immunoglobulin diversity. All of these
sequences appear in the expressed immunoglobulin VDJ
regions, many in all three reading frames. In general, one
reading frame encodes primarily hydrophilic residues, one
encodes hydrophobic residues, and one includes frequent
stop codons. Some D regions that contain stop codons can
be used if these codons are removed by nuclease trimming
before VDJ assembly is complete.

Germline Diversity of Light Chain Genes

Murine Germline κ Locus. The murine Vκ locus spans
about 3.2 Mb upstream of the Cκ gene on chromosome 6
(174). Of the 140 Vκ sequences in the locus, 95 are po-
tentially functional and 75 are known to be functional,
as their mRNA or protein products have been detected.
Of the remaining sequences, 44 are clearly pseudogenes,
21 are apparently defect-free but have not been demon-
strated to be expressed, and the rest have minor defects
that might not preclude function (175). Of the 95 poten-
tially functional genes, 61 lie in a transcriptional orienta-

tion opposite to that of the Jκ genes (174) and must re-
combine by inversion, as discussed earlier. A classification
of the Vκ sequences by similarity (based on the criteria
described above) recognizes about 20 Vκ families. As de-
scribed for VH genes, some families are shared by human
and mouse, suggesting that the family divisions preceded
primate-rodent species divergence. Many related Vκ se-
quences within a family are found to lie clustered together
in the locus, although some interspersion of families also
exists. A few Vκ sequences have been localized to other
chromosomes (chromosome 16 and 19), where they could
not contribute to diversity and are thus considered or-
phons. As described previously, there are five Jκ regions,
of which four are functional.

Human Germline κ Locus. The human Vκ locus is lo-
cated on the short arm of chromosome 2 (2p11-2) within
a sequence contig of about 1 Mb (106 bp) of DNA (176).
This is comprosed of a proximal segment including the
Jκ-Cκ region and about 500 kb upstream and a distal seg-
ment of about 430 kb further upstream. These two seg-
ments are separated by a spacer of about 0.8 Mb that is
apparently devoid of Vκ sequences. The distal and prox-
imal segments represent a large inverted repeat, so most
Vκ sequences on the proximal segment have duplicated
copies in the opposite orientation on the distal segment.
The average sequence similarity between the correspond-
ing distal and proximal sequences is 98.9%, suggesting a
duplication event less than 5 million years old. Consistent
with this, the locus is not duplicated in chimpanzees, a
species that is estimated to have diverged from the human
lineage approximately 6 million years ago. About 5% of
human alleles also lack the distal duplication.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-06 Paul-3627G GRBT293-Paul-v1.cls April 12, 2008 17:51

216 Chapter 6

The sequenced region contains 132 Vκ sequences, in-
cluding 87 unambiguous pseudogenes and 46 open read-
ing frames. Of these, 29 Vκ sequences have been found ex-
pressed in proteins; these 29 include 25 unique sequences
plus four that derive from identical gene pairs. Among
all examined B lymphoid cell lines, those with VκJκ re-
arrangements involving the distal inverted Vκ segments
contained retained signal joints, consistent with Vκ-Jκ re-
combination by inversion. Outside the duplicated region,
the two Jκ1-proximal Vκ genes are also in inverted orienta-
tion. The locus contains numerous insertions of retroposed
elements (about 35% of the sequence) but no recognized
interspersed non-Ig genes or pseudogenes. Multiple inter-
nal repeats suggest ancient duplications.

Apart from the Vκ sequences in the cluster near the Jκ-
Cκ locus, at least 25 orphons have been identified. One
orphon cluster is located in the long arm of chromosome
2; perhaps it was separated from the major locus—on the
short arm of this chromosome—by a pericentric inversion
(which must have occurred rather recently in evolution
since it is absent from chimpanzee and gorilla). Other or-
phons are located on chromosomes 1 and 22, and at least
one probably nonfunctional Vκ lies about 1.5 Mb down-
stream from Cκ.

Human Germline Vλ Locus
The human Vλ has also been characterized by intensive

cloning, sequencing, and mapping of Vλ regions and ulti-
mately by the complete sequence analysis of 1,025,415 bp
covering the entire locus (177). The locus contains about
36 potentially functional Vλ genes (in 10 families), 56 pseu-
dogenes, and 13 “relics,” containing <200 bp of Vλ-like se-
quences. (As noted for other loci, exact numbers may differ
depending on the haplotype and method of analysis.) Of
the potentially functional genes, only about 30 have been
documented to be expressed by comparison with cDNA se-
quences. Within the clustered Vλ sequences lies the human
VpreB gene, as well as several genes and pseudogenes un-
related to the λ system. All the Vλ sequences (except a few
pseudogenes) are in the same transcriptional orientation
as the J-C cluster. Analysis of the ∼1 Mb sequence reveals
several segments of internal duplications, some including
Vλ regions. The largest and most frequently expressed Vλ

gene families lie relatively close to the J-C cluster, mostly
within the proximal 400 kb.

Combinatorial Diversity Estimates

Before the era of recombinant DNA technology, the source
of antibody diversity was so mysterious that it was whim-
sically referred to as “the problem of G.O.D.” (generation
of diversity). Knowledge of antibody genes gained over
the past 20 years has elucidated the diversity inherent in
the germline V repertoire plus the diversity contributed
by recombinational mechanisms (combinatorial multipli-

cation, “flexibility” of recombination site, N and P nu-
cleotides) as already discussed. Together these diversity
elements provide an immense potential repertoire, one so
large that to some investigators it seemed sufficient to ac-
count for observed antibody diversity. As an exercise in
estimating the contribution of germline and recombina-
tional diversity in the human, consider the number of dif-
ferent antibodies that could be formed using the germline
human V, D, and J sequences that are known to be func-
tional. From 40 VH regions, 27 D regions, and 6 JH, re-
gions we can obtain 6,480 combinations, but taking into
account the three reading frames available for the D re-
gions, the total comes to 19,440 combinations of amino
acid sequences. For the light chain, we have the 145 κ com-
binations (29 Vκ × 5 Jκ) plus the 120 λ combinations (30
Vλ× 4Jλ), or 265 total light chain combinations. Assum-
ing that H2L2 pairing occurs randomly, we can calculate
a total of 19,440 × 265, or about 5 million combinations.
This estimate has neglected additional sources of diversity
that are substantial but difficult to quantitate: the variable
“nibbling” of coding sequences and the insertion of N and
P nucleotides. Yet even neglecting these factors the exer-
cise demonstrates how nature has greatly enlarged the po-
tential sequence diversity available from a limited number
of total nucleotides by allowing flexible recombination be-
tween different sequence elements.

Although it is clear that these mechanisms imply a vast
repertoire, it is worth considering some qualifications that
tend to reduce the actual combinatorial diversity, espe-
cially early in ontogeny. It seems unlikely, for example,
that every possible combination of L and H chains yields a
functional antibody molecule, since in vitro L and H reas-
sociation experiments show that certain hybrid molecules
(formed from L and H chains derived from different an-
tibodies) are relatively unstable. Similarly, association of
V and J (or V, D, and J) is conceivably not completely
random. Evidence of striking bias in the selection of VH
genes in fetal pre-B hybridomas has been mentioned, and
other biases have been reported in J usage. In addition,
fetal and newborn VDJ junctions show a paucity of N nu-
cleotides and a tendency to form VDJ junctions across
short stretches of sequence identity between the recom-
bining sequences (“homology mediated” recombination,
discussed earlier in this chapter). Factors that reduce di-
versity in early VDJ recombination may facilitate the pro-
duction of certain antibodies that are advantageous for
young individuals.

IG GENE ALTERATIONS IN
GERMINAL CENTERS

Several days after exposure to an antigen, B cells accu-
mulate in local lymph nodes, gut-associated lymphoid tis-
sue, and spleen and begin additional maturation steps in
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germinal centers (GC). During the GC response, antigen-
driven B cells undergo cycles of proliferation and their Ig
genes undergo two unique alterations: CSR and affinity
maturation through SHM and selection. For many years,
these two processes were considered to be mechanisti-
cally unrelated, but more recent evidence, although not
completely clarifying either process, has suggested mech-
anistic similarities between them. These similarities will
be discussed in more detail later, but can be briefly men-
tioned here. First, while double-strand DNA breaks are
expected intermediates for DNA recombinations such as
CSR, such breaks have also been detected as likely inter-
mediates in SHM. Second (and conversely), in addition to
the mutations occurring in V regions as part of SHM, mu-
tations have also been observed surrounding the recombi-
nation junctions of CSR. Third, transcription is required
for both processes. Fourth, some evidence suggests that
palindromic DNA structures may be important for target-
ing both CSR and SHM to specific sequences.

Activation-induced Deaminase. A fifth and dramatic
link between CSR and SHM was the discovery that both
processes require the protein known as activation-induced
deaminase (AID). The gene for AID (known as AICDA)
was identified (178) by a subtractive strategy designed to
screen for transcripts that were expressed in a murine B
cell line when induced to undergo CSR, but that were not
expressed when uninduced. AID is expressed almost ex-
clusively in GC B cells and in B cells activated in vitro,
though there are reports of expression in certain nonlym-
phoid cells (179,180). Mice engineered with a targeted de-
fect in the AICDA gene show profound defects in both CSR
and SHM. The same defects are seen in patients with a
homozygous defect in the human AICDA gene, a condi-
tion known as hyper-IgM syndrome-2 (HIGM2) (181). These
patients have elevated serum levels of IgM because their
B cells are profoundly impaired in CSR. AID is not only
necessary for CSR and SHM, but apparently sufficient
(in a mammalian cell at least), because overexpression of
AID in fibroblasts can confer transcription-dependent CSR
of an artificial switch construct (182) and transcription-
dependent SHM of a transfected model mutation target
sequence (183). These experiments suggest that AID is the
only B-cell-specific protein required for SHM and CSR.
AID is also required for somatic gene conversion in those
species (e.g., chicken) that use that process to somatically
diversify Ig genes.

As translated from the cDNA, AID is a 198 amino acid
protein that forms homodimers. AID shows 34% amino
acid identity with the RNA editing enzyme APOBEC1,
which catalyzes the deamination of a cytosine residue
to uracil in a specific position in the mRNA encoding
apolipoprotein B. (This change produces a UAA stop codon
that shortens the translated protein to yield apoB48.)
The human APOBEC1 and AICDA genes appear to be

genetically linked, both lying at chromosome 12p13.
Both are members of a cytidine deaminase family, in-
cluding proteins (e.g., human APOBEC3G and AID it-
self ) that destructively mutate unwelcome DNA sequences
to protect against retroviral infection and against the
spread of endogenous parasitic retroposons (184–186).
Like APOBEC1, recombinant AID protein has a cytidine
deaminase activity in vitro, and it was initially proposed
that, by analogy with APOBEC1, AID functions in vivo by
editing specific RNAs to produce novel mRNA encoding
one or more proteins required for CSR and SHM. Since
a novel edited mRNA would need to be translated into
protein before it could enable CSR, proponents of the
RNA deamination model have found support in the ob-
servation that inhibitors of protein synthesis block CSR
(187,188), though it is possible that this block reflects a
requirement for a novel but unedited protein, or for main-
tenance of an existing protein with short half-life. In any
case, no evidence of novel AID-dependent edited RNAs
has been reported, nor does AID deaminate RNA cytidines
in vitro.

An alternative hypothesis that has received consider-
able experimental support is that AID acts by deaminat-
ing cytidines in DNA to uracil—in V regions for SHM, and
in Switch regions (discussed later) for CSR. The resulting
uracil would be then recognized as an abnormal DNA base
by the cell’s genetic surveillance machinery, which might
trigger error-prone repair of V regions to produce SHM,
or DNA cleavage to mediate CSR. This DNA-deamination
model for AID is consistent with various properties re-
ported for this protein in vitro or in cells:

(1) AID is found by ChIP analysis to be associated with
IgH genes in vivo in B cells undergoing CSR (189,190).

(2) AID can deaminate cytosines to uracil in single-strand
DNA in vitro (191–193) or in double-strand DNA
that is being transcribed in vitro, presumably be-
cause transcription causes localized regions of single-
strandedness (193–195).

(3) Defective SHM and CSR are observed with inhibition
or genetic inactivation of uracil-N-glycosylase (UNG),
an enzyme that removes uracil residues from DNA
(196,197), consistent with the idea that CSR and SHM
require a step in which AID-produced uracil in DNA
is removed by UNG.

(4) A DNA sequence motif WRC (where W is A or T and
R [puRine] is A or G) that has been recognized as a
hotspot target of SHM is also a preferred target for AID
deamination in vitro (192,195). (Several related se-
quences have been proposed as the consensus hotspot,
now generally recognized as WRCH [H = T/C/A] or its
complement DGYW [D = A/G/T] [198].)

(5) In transfected E. coli cells, AID mutates cytosines
to uracil in DNA, a result that would be unexpected
by the RNA-deamination model because bacteria
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presumably lack the specific mammalian RNA targets
predicted by that model (199,200).

In light of these observations, most investigators ac-
cept the DNA-deamination model as a working hypothesis,
but alternative interpretations of these observations con-
sistent with the RNA-deamination model have been pro-
posed (201).

Preparations of AID purified from transfected E. coli
or nonlymphoid eukaryotic cells can deaminate single-
strand DNA in vitro, as mentioned earlier, but deamination
of transcribed double-strand DNA requires association
of AID with replication protein A (RPA), a single-strand
DNA binding protein (190). This association requires phos-
phorylation of AID by protein kinase A (PKA), a kinase
activated by cAMP (202,203). When the AID gene was
mutated by replacing the phosphorylated amino acids
with alanine to prevent RPA association, the resulting
protein could still deaminate cytosines on single-strand
DNA but was impaired in deaminating transcribed double-
strand DNA and in carrying out SHM and CSR in cells
(202,204), indicating the physiologic relevance of the phos-
phorylation and RPA interaction. These results suggest
that AID activity may be fine-tuned by cytokines and
other mediators that regulate cAMP levels and thereby
affect PKA activity, AID phosphorylation, and thus AID
activity.

Regulation of AID activity is important because inap-
propriate mutations or DNA breakage could be dangerous.
Indeed, constitutive expression of an AID transgene causes
tumors in mice (205), and even normal expression of AID
in B cells may contribute to tumorigenic translocations
and oncogenic mutations (206). Early studies showed that
AID expression in B cells is upregulated by IL4 and CD40
engagement. More recent investigations of AICDA regula-
tory regions have led to identification of a promoter, an
enhancer lying within the first intron, and two other can-
didate regulatory regions showing patches of significant
mouse/human sequence conservation (207–209). Outside
the B cell lineage, AID has been found only in embry-
onic germ cells and in spermatocytes, where it could play
a role in the widespread deamination of methyl-cytosine
to thymine, thereby causing the most frequent point mu-
tation observed in mammals: the transition from CpG to
TpG (180).

Structure-function relationships of AID have been
probed by examining cross-species sequence comparisons
and the effects of natural and engineered mutations in the
protein. Remarkably, mutations in the N-terminus of AID
impaired SHM but not CSR, whereas mutations or dele-
tion in the C-terminus selectively impaired CSR (210–212),
suggesting the possibility that the N- and C-terminal re-
gions of the protein contact specific cofactors required for
SHM or CSR function. DNA-PK is a possible candidate for
the latter cofactor; it is required for CSR but not SHM,

and it has been found to bind to AID but not to C-terminal
deletion mutants of AID (213). The C-terminus of AID also
contains a conserved leucine/phenylalanine-rich nuclear
export signal (NES), which mediates active transport of
AID from the nucleus to the cytoplasm in association with
exportin-1 (214,215), but the CSR-specific function of the
C-terminus requires more than an active NES (216). Inter-
estingly, agents causing nuclear DNA breaks were found to
shift AID into the nucleus (217). AID is highly conserved
from fish to human, with all species having approximately
200 amino acids and sequence similarities throughout the
protein. Sharks and bony fish show evidence of SHM but
not CSR, while amphibians and all higher vertebrates are
capable of both SHM and CSR. However, zebrafish AID
expressed in murine cells can support CSR, implying that
the lack of CSR in fish may be due to the structure of Ig
genes rather than to a limitation in their AID (218,219).

AID will be discussed further in the context of its func-
tion in SHM and CSR.

Somatic Hypermutation

The idea that antibody genes inherited in the germline
might be subject to somatic mutation in lymphocytes dur-
ing the life of an individual was suggested as an explana-
tion for the diversity of antibodies several years before re-
combinant DNA technology became available and helped
clarify the role of V(D)J recombination. Persuasive evi-
dence for somatic mutation was reported in the 1970s:
analyses of Vλ1 amino acid sequences of murine myeloma
antibodies showed many instances of a particular proto-
type sequence, plus several variant sequences containing
unique single amino acid substitutions that could be ex-
plained by single nucleotide changes. The prototype was
interpreted as reflecting the germline sequence, with the
variants arising by somatic mutation (220). Subsequent
investigations at the DNA level revealed myeloma V region
sequences that deviated from their germline counterparts,
verifying the principle of somatic mutation.

Somatic mutations are much rarer in IgM than in anti-
bodies with “switched” isotypes (IgG, IgA, and IgE) made
by B cells that have been exposed to AID in GCs, but they
do occur; antibodies with “switched” isotypes without mu-
tations are also found. These observations suggest that
though both SHM and CSR normally occur in the same
population of B cells in germinal centers, the two processes
are unlinked.

It should be mentioned that, although SHM has been
generally described as occurring in normal animals exclu-
sively in germinal centers, some reports suggest that T cell–
independent SHM may occur in a population of less ma-
ture cells, which may populate the splenic marginal zone
and which may increase the repertoire of circulating lym-
phocytes prior to antigen exposure, especially in young
individuals (221,222). Also, mice lacking histologically
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detectable GCs as a result of lymphotoxin-α-deficiency are
capable of somatic hypermutation and affinity maturation
(223). T cell–independent antigens can undergo a low level
of SHM (224).

Role of Hypermutation in Immune Responses
To understand the role of somatic mutation in the an-

tibody response, several groups have studied the extent of
somatic mutation at different times after the immuniza-
tion of mice. Studies of the responses to p-azophenylarso-
nate (Ars), phosphorylcholine, influenza hemagglutinin,
oxazalone, and several other antigens have all indicated
that the initial response after primary immunization is
contributed by antibodies showing no somatic mutation.
About one week after immunization, mutated sequences
begin to be observed, increasing during the next week or
so. Booster immunizations yield sequences showing addi-
tional mutations.

Many hybridomas made late in the immune response
produce mutated antibodies with a higher antigen affinity
than the unmutated (sometimes loosely called “germline”)
antibodies made early after immunization. The shift to
higher affinity is a phenomenon long recognized at the
level of (polyclonal) antisera and has been termed affin-
ity maturation. This phenomenon can now be explained as
the result of an “evolutionary” mechanism selecting anti-
bodies of progressively higher affinity from the pool of ran-
domly mutated V sequences. According to this model, at
the time of initial antigen exposure, an animal has a set of
naı̈ve B lymphocytes expressing IgM with germline (unmu-
tated) versions of Ig variable regions resulting from gene
rearrangements that occurred prior to immunization. Be-
cause of the diversity of available VH, D, JH, VL, and JL se-
quences as well as the impressive recombinational poten-
tial described earlier, some B cells will express Ig molecules
capable of binding the antigen with modest affinity. These
cells are stimulated—by antigen binding—to proliferate, to
secrete antibody and to move to lymphoid follicles, where
they form germinal centers. In this environment, AID is
expressed and somatic hypermutation machinery is ac-
tivated, generating random mutations in the Ig genes of
stimulated GC B cells. Many of these mutations reduce
the resulting affinity of the encoded antibody for antigen
(225,226), and some may acquire autoantibody specificity
(227). As antigen clearance reduces antigen concentrations
seen by the lymphocytes, only the cells displaying high
affinity for antigen will be stimulated effectively; cells dis-
playing lower-affinity antibodies or antibodies with affinity
for self-antigens are subjected to programmed cell death
(apoptosis) (228,229). The preferential proliferation of the
high-affinity cells and their maturation to secreting plasma
cells will be reflected in an increase in the average affinity of
the antibodies in the serum. These high-affinity cells will
be left as the predominant population to be represented
as memory cells when antigen exposure ceases; they thus

can induce the rapid, high-affinity antibody response seen
on secondary antigen exposure. In this model the driving
force for affinity maturation—analogous to natural selec-
tion in the evolution of species—is selection for high anti-
body affinity in the face of falling antigen concentration.
The importance of this selective force is suggested by the
observation that affinity maturation can be inhibited by
repeated injection of antigen (which removes the selective
pressure for high affinity) (230) or by overexpression of the
antiapoptotic protein Bcl-XL (which allows survival of B
cells expressing low-affinity antibody) (231).

Cellular Context of Somatic Mutation
Within the GC, SHM occurs in a subpopulation of B

cells known as centroblasts. These cells proliferate in the
“dark zone” of the germinal center and bear characteris-
tic surface markers including IgD, CD38, and the receptor
for peanut agglutinin (232). Each GC appears to be pop-
ulated by a small number of antigen-specific founder B
cells (233) and an unusual Thy-1 negative T cell popula-
tion, also antigen-specific (234). The GC environment pro-
motes contact between the B cell and follicular dendritic
cells (FDCs)—which store, process and present antigen—
and T lymphocytes, which activate somatic mutation in
part via CD40-CD40L interaction (235). Other critical sig-
nals promoting SHM have been investigated using in vitro
systems, which implicate CD80:CD28 engagement (236)
and cytokines (237). Proliferating GC centroblasts give rise
to centrocytes in the “light zone” of the GC; there, centro-
cytes are programmed for apoptosis unless they are res-
cued by FDC-presented antigen and T cell activation via
CD40 engagement (228,238). It is at this stage where posi-
tive selection for high-affinity antibodies occurs via apop-
tosis of cells expressing low-affinity antibodies, yet para-
doxically apoptosis is also promoted by soluble antigen,
perhaps functioning to select against autoantibodies (239).
As mentioned earlier, receptor editing may be another fate
for autoantibody-producing cells in germinal centers. The
features of antigen signaling that select for survival versus
apoptosis or editing are not fully understood. Susceptibil-
ity of GC cell populations to apoptosis is correlated with
their expression of Fas, Bax, p53, and c-myc, all of which
promote apoptosis, and down-regulation of the apopotosis
suppressors Bcl-2 and c-FLIP (229). As mentioned previ-
ously, B cells of mice with engineered overexpression of
Bcl-2 or Bcl-XL can escape selection against autoreactiv-
ity (231).

SHM is apparently unusually active in IgM–IgD+ cells,
as this subset of GC B cells from human tonsils was found
to accumulate extremely high numbers of somatic muta-
tions (240). An important role for IgD in somatic muta-
tion is also suggested by the observations that mice with
a homozygous targeted disruption of their Cδ gene were
impaired in affinity maturation (241) and that anti-IgD an-
tiserum is an effective stimulant for triggering SHM (242).
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Germinal center B cells may undergo several successive
cycles of mutation and proliferation followed by selection.
Such a scheme has been supported by the sequence anal-
ysis of mutated Ig genes PCR-amplified from single cells
microdissected from a histologic section of a germinal cen-
ter (243) or from mutations in copies of an engineered
transgene that is unusually susceptible to SHM (244); in
these and other systems, the mutated sequences can be
organized into genealogical trees consistent with repeated
mutation and selection cyles. Cyclical movement of the B
cells from the dark zone to the light zone of the GC may
be mediated by cyclically changing chemotactic responses
to chemokines (245,246). A computer simulation has af-
firmed the high efficiency of alternating periods of somatic
mutation and mutation-free selection as a strategy for gen-
erating high-affinity antibodies (247).

Targeting and Distribution of Mutations
The mutation rate of Ig genes undergoing SHM may

reach as high as 10–3 mutations/bp/generation, or about
106 times higher than the normal genomic mutation rate
(248,249), a rate that could be lethal if it were not carefully
targeted specifically to Ig genes. The molecular nature of
this targeting is a critical question closely related to un-
derstanding the molecular mechanism of SHM. However,
it should be noted that some non-Ig genes that are tran-
scribed in GC B cells (BCL6 and CD95) may be also sub-
ject to mutation, though several other genes expressed in
GC B cells at comparable levels are not (250). One possible
interpretation is that some of the features that target SHM
to Ig genes may be shared by a few other genes.

Exactly what feature of the V(D)J locus targets the
hypermutation machinery to the expressed V(D)J gene is
not understood. Unrearranged Vκ, VH regions and DJ re-
gions are generally not mutated, suggesting that the V(D)J
recombination generates a hypermutation target from
elements contributed by both V and J, possibly by moving
the V region promoters close to enhancers lying in the J-C
intron. (In contrast to the κ and heavy chain loci, the λ

locus lacks an enhancer between J and C; unrearranged
Vλ regions are transcribed in B cells [251] and can be
mutated [252].) The specific chromosomal location of Ig
genes does not seem to be necessary for hypermutation,
since transgenic mice carrying a rearranged expressible
Ig gene—presumably inserted randomly in the genome—
show somatic mutations, as do stably transfected Ig genes
in cell lines. Therefore investigators have been able to study
the sequence requirements for SHM using transgenes and
stable transfectants. More recent studies have examined
the effects of altering gene structure at the endogenous
Ig loci by homologous recombination (i.e. KOs and
knock-ins).

The importance of transcription in targeting hypermu-
tation is consistent with in vitro dependence of AID deam-
ination on transcription of double-strand DNA targets.

One striking confirmation of the correlation between tran-
scription and SHM was reported in which a tetracycline-
inducible reporter gene encoding Green Fluorescent Pro-
tein (GFP) was engineered with an internal stop codon.
When this construct was stably transfected into a B cell
line, the rate of reversion of the stop codon by SHM was
found to be directly related to the transcription rate regu-
lated by a tetracycline analog (253). A possible mechanistic
explanation for the role of transcription is that DNA behind
the advancing RNA polymerase complex becomes nega-
tively supercoiled, which can facilitate access of the DNA
to AID (254). The relationship between SHM and transcrip-
tion is reinforced by studies showing that transgenes engi-
neered with known transcriptional enhancers generally ex-
perienced more SHM than those without such enhancers.
However, enhancers could theoretically regulate SHM
independently of their transcriptional regulation, a pos-
sibility that is often hard to evaluate in these experiments.
Further, recent studies have reported unexpected and
sometimes conflicting differences in SHM effects of en-
hancer deletions in endogenous genes versus transgenes.
For example, rearranged κ transgenes including intronic
and 3′Eκ enhancers were more highly transcribed and bet-
ter somatic mutation targets than similar constructs lack-
ing these regions (255). However, a targeted deletion of the
endogenous 3′Eκ enhancer was found to minimally affect
SHM in one study (256), whereas another study reported
greater effects from deletion of this enhancer than from
the intronic enhancer (119). In another discrepancy, the
downstream IgH enhancers HS3b and HS4 were found
important for SHM in transgenes (257) but dispensible in
the context of endogenous genes (258). Even non–Ig en-
hancers could support SHM in a stably transfected cell line
(259), and so could non-Ig promoters such as the β-globin
promoter (260), though it cannot be concluded that every
promoter or enhancer would have this property.

The V coding sequence can be replaced by a human β-
globin gene or prokaryotic neo or gpt gene without affect-
ing the hypermutation rate downstream of the promoter
(261). However, other constructs show little SHM despite
high levels of transcription (262,263). In studies probing
differing SHM levels of similar transgene constructs, SHM
was found to be enhanced by two repeats of the E box
motif CAGGTG, the binding site for E2A transcription fac-
tors (264), even though transcription did not seem to be
affected. Moreover, E2A proteins were found to strongly
stimulate SHM of Ig genes in the chicken B cell line DT40
without significant effects on Ig gene (or AID) transcription
(265). To summarize, it appears that transcription is neces-
sary but not sufficient for targeting hypermutation, but the
additional elements required for SHM have not been de-
fined as of this writing (though E2A function seems likely
to be among them).

A parameter related to transcription of Ig genes (−)
their context in chromatin (−) has also been studied in
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relation to SHM targeting. Culture of a B cell line under
conditions that upregulate SHM (in the presence of T cells
and anti-IgM) led to increased acetylation of histone H3
and H4 at V region but not C region DNA, as assessed
by ChIP analysis (266), paralleling the distribution of mu-
tations. The increased histone acetylation was not a con-
sequence of AID action since it occurred when AID ex-
pression (and SHM) was inhibited by antisense treatment;
moreover, when cells were treated with the deacetylase in-
hibitor trichostatin A, the C region was both acetylated and
subjected to SHM. Another histone modification that may
be even more tightly correlated with SHM is phosphoryla-
tion of histone H2B (267).

Within a specific V sequence, mutations seem to be tar-
geted to a region beginning about 0.1 kb downstream of the
transcription start site, peaking within the V region and ta-
pering off downstream to define a mutation target domain
of about 1.5 kb to 2 kb. Therefore, for VDJ units involving
the downstream JH5 segment, mutations extend further
towards the Cμ region than for units involving JH1. This
distribution has suggested a model (268) in which a “muta-
tor factor”—likely AID (269)—is loaded onto the transcrip-
tion initiation complex as transcription elongation begins.
The mutator factor then remains attached to the transcrip-
tion machinery—and competent to induce mutations—for
a period of time as this machinery moves downstream to
extend the transcript; but eventually the mutator falls off,
so that further transcription procedes without mutations.
Consistent with this model, a VκJκ-Cκ transgene bearing a
second Vκ promoter engineered upstream of the Cκ region
was found to incur mutations over over a second domain
extending into the Cκ region, in addition to the usual V
region mutations (268). Conversely, the insertion of an ir-
relevant 2 kb DNA fragment between a Vκ promoter and
the leader (signal peptide) exon prevented mutation within
the Vκ transgene, which now apparently was downstream
of the mutational domain (270). Remarkably, a similar en-
velope of AID-dependent cytidine deamination has been
observed in an in vitro system, where AID binds to E. coli
RNA polymerase transcribing a plasmid DNA (271).

Mutations in V region genes observed in B cells in vivo
may be highly selected for antigen-binding function of the
expressed antibody. To better analyze the spectrum of mu-
tations produced by SHM unbiased by selection, investi-
gators have studied nonproductively rearranged VDJ alle-
les or “passenger” transgenes engineered with stop codons
to prevent expression as a protein. In these genes, muta-
tional “hot spots,” as well as “cold spots,” have been rec-
ognized, apparently due to local DNA features that may
promote or suppress somatic mutation. The consensus se-
quence WRC (i.e., [A/T][G/A][C]) is the most consistent
hotspot for mutation, presumably reflecting the predilec-
tion of AID for in vitro deamination of this sequence, and
different triplet codons are mutation targets at differing
but largely consistent frequencies. It is possible that evo-

lution has concentrated mutational hotspot frequencies in
CDR regions to enhance the potential for diversity gener-
ation in the parts of the protein critical for antigen con-
tact (272). All four nucleotides are targets for mutation,
and all are found as products. Transitions (purine-purine
and pyrimidine-pyrimidine interchanges) are somewhat
more frequent than transversions (purine-pyrimidine in-
terchanges), with some preferential targeting of G-C base-
pairs (273). Small insertions and deletions occur rarely. In
an unselected passenger Vκ transgene, A and G nucleotides
were mutated more frequently on the coding strand than
on the noncoding strand (274). This “strand polarity” was
also observed in human VH regions (275), but is not univer-
sally found. Such polarity would suggest that the mutation
mechanism may be affected by a process that can distin-
guish between the strands, such as transcription through
the V region.

Molecular Mechanism of Hypermutation
A model of SHM has been formulated by Neuberger and

colleagues (196) based on abnormalities in SHM that are
observed in various mutant B cells (Figure 6.12). In brief,
the model proposes that after AID-catalyzed deamination
creates a uracil residue in the target DNA, there are sev-
eral possible outcomes depending stochastically on which
of several mechanisms engage the DNA and in what order
they act. (1) The U:G mismatch may be replicated with-
out correction, in which case the fact that uracil forms a
Watson-Crick basepair with adenine means that the origi-
nal C:G basepair will be mutated to T:A in progeny of the
cell that receives the uracil-bearing DNA strand. These are
referred to as phase 1A mutations. (2) The uracil base may
be removed by UNG, creating an abasic site. As DNA is
replicated, the strand with the abasic site may directly en-
gage translesional polymerases (which are error-prone) to
insert an unpaired nucleotide (i.e., any nucleotide) to repli-
cate past the abasic lesion, creating phase 1B mutations.
(3) The original U:G mismatch (or possibly the abasic site
created by UNG action) may be recognized by the mis-
match repair (MMR) system of the cell; MMR triggers nu-
cleolytic digestion of the strand bearing the abasic site, and
repair by error-prone polymerases, which create mutations
(designated phase 2) near the position of the original U:G
mismatch.

Role of Uracil-N-Glycosylase in SHM. The UNG gene
encodes two proteins that differ in their N-termini as a
result of alternative promoters that generate different ini-
tial coding exons. UNG1 is expressed ubiquitously in mi-
tochondria, whereas UNG2 is specific to activated B cells.
There are three other mammalian enzymes with uracil
glycosylase activity, but they do not appear to contribute
significantly to SHM or CSR. Hydrolytic deamination of
cytosines to uracil occurs at a significant rate in all eukary-
otic and prokaryotic cells, and misincorporation of dUTP



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-06 Paul-3627G GRBT293-Paul-v1.cls April 12, 2008 17:51

222 Chapter 6

UNG

APE1, MRN?

AID

A

GC

A

T

C

G

G

G

U

A

G

T

T

TA

TA

TA

TA

TA

TA

TA

TA

GC TA

G A

MSH2-MSH6
Exo I

POL η

GC GC

GC CG

GC AT

P
ha

se
 I

A
P

ha
se

 I
B

P
ha

se
 I

I

Replication

Replication

Ligase IV

FIGURE 6.12 Mechanistic model of somatic hypermutation. The graphic depicts a small region
in a VH gene showing a targeted C:G basepair and a nearby T:A pair. After AID-catalyzed deam-
ination of a C residue, the DNA may be subjected to various modifications as shown, leading to
mutations indicated by nucleotides in gray rectangles. The model is described in the text.

during replication further contributes to the load of uracil
in DNA. UNG2 plays a major role in mitigating this load
by initiating base excision repair (BER) in which the aba-
sic site created by UNG2 activity is faithfully repaired to a
cytosine by complex of recruited factors.

In SHM, the faithful repair of uracil is somehow
subverted to introduce mutations. UNG−/− mice and
human patients with a rare form of hyper-IgM immunode-
ficiency due to UNG mutations have similar immunologi-
cal phenotypes. First, UNG−/− individuals are profoundly
defective in CSR (discussed in more detail later), as ex-
pected if this process requires AID-catalyzed deamination
of cytidine followed by UNG-catalyzed removal of uracil.
Although SHM is roughly normal quantitatively, UNG-
deficient individuals show a striking decrease in the fre-
quency of transversions from C nucleotides (i.e., mutations
at C are almost exclusively transitions to T). As suggested
by Figure 6.12, UNG−/− individuals would not create the
abasic sites that lead to C→G and C→ mutations by repli-
cation, though some mutations of these kinds could be
produced by MMR. Indeed, the frequencies of mutations
from the A, T, and G in these individuals are normal, appar-
ently resulting from MMR engaged by the U:G mismatch
in many cells.

Mismatch Repair in SHM. MMR is a highly conserved
mechanism that detects abnormalities in DNA—including
mispaired nucleotides and abnormal bases—and repairs
them. The well-studied E. coli MMR system has three main
components. MutS binds tightly and specifically to DNA
defects. MutL then binds and recruits MutH (for which
there is no mammalian homologue) and other compo-
nents. The Mut complex then activates a latent nuclease ac-
tivity to remove a segment of the DNA strand including the
mismatched base; this gapped strand is then resynthesized
by a DNA polymerase. Mammals have several MutS ho-
mologs, including three reported in somatic cells—MSH2,
MSH3 and MSH6—which exist in the cell as heterodimers.
MSH2-MSH6 (also known as MutSα) is the most abun-
dant form and is specialized for recognizing single base
gaps or mismatches, while MSH2-MSH3 (MutSβ) recog-
nizes larger gaps and insertion/deletion loops. The mam-
malian homologs of MutL are heterodimers consisting of
MLH1 paired with PMS1, PMS2, or MLH3. Apart from
their effects on SHM and CSR, mutations in MMR genes,
especially MSH2 and MLH1, underly hereditary nonpoly-
posis colorectal cancer. Recent efforts in several labs have
led to in vitro reconstitution of mammalian MMR with
purified components, enabling powerful analysis of this
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complex mechanism (reviewed in [276] ). In addition to
the MutS and MutL homologs, the system requires the fol-
lowing: Exo1 to excise the gap; RPA, which binds to the
single strand DNA in the gapped region (and is known to
bind to phosphorylated AID, as discussed earlier); PCNA
(proliferating cell nuclear antigen), which promotes pro-
cessivity by encircling DNA in a sliding ring clamp and
recruiting other components; DNA polymerase δ; ligase 1;
and several other proteins.

An early speculation that SHM might be caused by lo-
calized abrogation of MMR has been investigated by one
group who found that GC centroblasts have an intact MMR
system, as judged by an in vitro MMR assay and Western
blot for MMR components (277). If MMR normally op-
erates to minimize mutations, KOs of MMR components
might have been expected to increase mutation frequen-
cies in immunoglobulin V regions, as they do in non-Ig
genes. In fact, MMR KOs generally show normal or mod-
estly decreased frequencies of mutation in SHM, but show
interesting qualitative abnormalities in the spectrum of
mutations observed.

KOs of MSH2 have been studied by several labs and
show consistent decrease in SHM from A:T basepairs (with
a corresponding increase in the percentage of mutations
from G:C basepairs). KOs of MSH6 (but not MSH3) show
similar decreased A:T mutation (278,279). These results, in
the context of the model of Figure 6.12, suggest that MMR,
triggered by the MSH2-MSH6 heterodimer, primarily in-
troduces mutation at A:T basepairs. The predilection for
mutating A:T basepairs matches the activity of polymerase
η, as discussed in the next section, implying that this poly-
merase may by the one most frequently engaged by the
MMR machinery in repairing AID-generated lesions. In-
deed, MSH2-MSH6 is capable of binding to a U:G mis-
match, MSH2 can bind to pol η in cell extracts, and MSH2-
MSH6 can stimulate the activity of pol η in vitro (280).

Compared with the effects of MutS mutations, KOs of
MutL homologs have shown less striking abnormalities in
SHM, perhaps because of some redundancy in these pro-
teins.

Exonuclease 1 is another important component of
the MMR machinery. The human Exo1 protein interacts
in vitro with human MSH2 and MutL homologs (281),
which may recruit Exo1 to Ig V regions. Exo1 KO mice
were found to show a slight decrease in SHM frequency,
with a significant decrease in mutation at A:T as seen in
KOs of other MMR components (282). In addition, the pro-
tein was found by ChIP analysis to be strikingly enriched
in VH region DNA, but not Cμ region, of a B cell line stim-
ulated by anti-IgM and T cells to initiate SHM (282). The
same study reported similar association of MLH1 with the
VH region undergoing SHM.

These results are all consistent with the model of Figure
6.12, in which AID-catalyzed creation of a U:G mismatch
has three possible fates. The DNA strand bearing U may be
simply replicated, the U may be removed by UNG, or the

U:G mismatch may be recognized by MMR, which is the
only route for mutations at T:A or A:T positions. This model
makes the strong prediction that a double KO UNG−/−

MSH2−/− should only be capable of phase 1A transitions
at C:G. In fact, SHM in this double KO was found to be
limited almost exclusively to C:G→T:A transitions (283),
although an alternative interpretation of these results has
been proposed (201).

Error-prone Polymerases. Although avoidance of error
is a high priority for most DNA replication, error-prone
DNA synthesis served an important function long before
SHM evolved to mutate Ig genes; indeed error-prone poly-
merases have been most thoroughly studied in E. coli and
yeast. These polymerases are useful in all cells for repli-
cation of DNA containing focal lesions that would block
replication of stringent high-fidelity polymerases. A panel
of these polymerases has evolved, each specializing in dif-
ferent aspects of “translesion DNA synthesis” (TLS) and
showing differing spectra of infidelity in replication of nor-
mal DNA. Evidence for participation of four specific TLS
polymerases in SHM has come from comparing the known
activities of a particular polymerase with the SHM abnor-
malities seen in mice or humans with mutations in the cor-
responding polymerase gene. Some polymerase KOs are
homozygous lethals, requiring evaluation by gene knock-
down or inhibition in B cells.

Polymerase η characteristically inserts mismatches at
A or T nucleotides, and individuals lacking this poly-
merase show the predicted abnormality: decreased mu-
tations at A:T basepairs. This was first demonstrated in
patients with xeroderma pigmentosum variant (XP-V) dis-
ease, whose defects in pol η make them susceptible to
sunlight-induced skin cancers (284); a similar defect in
mutations from A:T basepairs was subsequently shown for
pol η KO mice (285,286). Pol η binds to MSH2-MSH6, as
mentioned earlier, and is up-regulated in cells undergoing
SHM.

In addition to pol η, three other polymerases have been
implicated in SHM by experiments in which their dimin-
ished expression was associated with abnormalities in
SHM: pol ζ (287,288), pol θ (289), and REV1 (290). Several
other polymerases have been studied and do not appear to
play important roles in SHM; minor contributions might
be difficult to detect unless tested in cells deficient in mul-
tiple other SHM components.

A fundamental question about the action of error-
prone polymerases is how they are specifically engaged
for SHM, given that most spontaneous cytosine deamina-
tion in nonlymphoid cells is accurately repaired. A recent
investigation using the chicken B cell line DT40 showed
that inactivation of RAD18, an E3 ubiquitin ligase of
PCNA, inhibited SHM frequency by about 60%, and sug-
gested that RAD18 may contribute to recruitment of error-
prone TLS polymerases in SHM (291). Further work will be
necessary to understand the upstream regulation of Rad18
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in SHM and to clarify which MMR components are af-
fected by PCNA ubiquitination.

DNA Breaks in V Regions. Brenner and Milstein pro-
posed in 1966 that Ig V region genes might be cleaved by an
endonuclease and that these defects might then be repaired
by an error-prone polymerase that introduced mutations
into the DNA (292). Clearly error-prone polymerases par-
ticipate importantly in SHM, but the role of double-strand
breaks (dsbs) is less clear. DNA breaks are implied by the
occurrence of insertions and deletions, which are found
in about 5% of V regions undergoing SHM in normal hu-
man GC B cells isolated by flow cytometry (293). Further,
transfection of the SHM-competent human Burkitt lym-
phoma line Ramos with TdT was found to lead to many
insertions in mutated immunoglobulin VH genes, inser-
tions that were found (like typical somatic mutations) in
the V but not C region (294). These insertions are most
easily interpreted as the result of TdT-catalyzed nucleotide
addition at dsbs. Breaks are also suggested by the enrich-
ment of phosphorylated histone H2B at V regions undergo-
ing SHM (mentioned earlier), as this histone modification
seems to be associated with dsbs (295).

More direct evidence for such breaks has come from
two laboratories using LM-PCR to amplify blunt DNA ends
within Ig genes undergoing SHM (296,297). However, the
role of dsbs in SHM is unclear because both labs have sub-
sequently reported that these V region dsbs were found at
similar frequency in B cells from normal mice and from
AID−/− mice, in which SHM does not occur (298,299); this
was surprising because it had been assumed that the V re-
gion dsbs were triggered by AID-catalyzed deamination, as
has been reported for dsbs associated with CSR (discussed
below). Perhaps dsbs play a role in only a small fraction of
V region mutations, conceivably as low as the ∼5% of mu-
tations involving insertions or deletions. Consistent with
a minimal contribution of dsbs to SHM is the observation
that the variant histone H2AX, which rapidly accumulates
in a phosphorylated form (γ H2AX) at and near dsbs, was
found to be enriched broadly in a heavy chain gene under-
going CSR and SHM, but not in a Vλ gene undergoing only
SHM, as though dsbs may be widespread in CSR but not
in SHM. Moreover, B cells lacking H2AX are impaired for
CSR but undergo normal SHM (300), as are mice lacking
Ku and DNA-PK.

Heavy Chain Switch

Switch Regions and Switch Junctions
As briefly mentioned earlier in this chapter, isotype

switching involves removal of Cμ from downstream of the
rearranged heavy chain VDJ gene and its replacement by
a new downstream CH region. This occurs by a deletional
recombination—CSR—between repetitive DNA sequences
known as switch (or S) regions that lie 5′ of each CH region
(except Cδ). While most switch breakpoints fall in the S re-

gions, some are in nearby nonrepetitive DNA. The S region
of the mouse μ gene, Sμ, is located about 1 kb to 2 kb 5′ to
the Cμ coding sequence and is composed of numerous tan-
dem repeats of sequences of the form (GAGCT)n(GGGGT),
where n is usually 2 to 5 but can range as high as 17. All of
the S regions of downstream isotypes include pentamers
similar to GAGCT and GGGGT embedded in larger repeat
units, rather than precisely tandemly repeated as in Sμ.
The 10 kb murine Sγ 1 region has an additional higher or-
der structure: two direct repeat sequences flank each of two
clusters of 49 bp tandem repeats. In support of the critical
role of S regions for CSR, KO of Sγ 1 by homologous re-
combination essentially abolished expression of IgG1 from
that allele (301). However, mice with a complete deletion of
the Sμ tandem repeats were still able to accomplish CSR,
although at a reduced level (302). These mice still retained
a few scattered G-rich pentamers flanking the tandem re-
peat region, and these may have supported CSR. Mice
with a larger deletion removing most of the flanking G-
rich pentamers had a more profound impairment in CSR
(303).

A switch recombination between, for example, μ and
ε genes produces a composite Sμ-Sε sequence (Fig-
ure 6.13). From a comparison between the sequence of an
Sμ-Sε composite switch region and the sequences of the
germline Sμ and Sε, one can localize the exact recombina-
tion sites between Sμ and Sε that occurred in each allele.
Such comparisons have indicated that there is no specific
site, either in Sμ or in any other S region, where the re-
combination always occurs, although clusters of recom-
bination sites have been reported at two specific regions
within the tandem repeats of murine Sγ3 region (304).
Thus, unlike the enzymatic machinery of VJ recombina-
tion, the switch machinery can join sequences in a broad
target region. Often both IgH alleles in a single cell un-
dergo switching to the same downstream isotype. Some
alleles undergo sequential switching events; for example,
a common pathway to IgE expression is an initial μ → γ 1
switch, followed by a CSR between the composite Sμ-Sγ 1
region and the Sε region (305). Although most CSR occurs
as a deletion within a single IgH allele, switching between
two allelic chromosomes can be detected at a frequency of
roughly 7% to 10% in mouse and rabbit (306,307).

DNA fragments excised by switch recombination have
been cloned from fractions of circular DNA isolated from
cells actively undergoing isotype switch recombination.
Thus, at least some of the excised DNA segments ligate
their ends to form “switch circles,” which contain com-
posite switch junctions that are in theory reciprocal to the
composite switch junction retained on chromosomal DNA
(Figure 6.13). Because switch circles are not linked to cen-
tromeres and may not contain origins of replication, they
are not efficiently replicated. Therefore, they are not found
in cells that have divided many times after switching (e.g.,
in myelomas or hybridomas).
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unswitched
DNA

VDJ Sμ Cμ
Sε

CεSγ CγIγIμ Iε

+ IL-4 + CD40 activation

VDJ Sμ Sε Cε

SμSε Cμ

Sγ

Cγ

chromosomal
μ−ε product

reciprocal
ε−μ circle

+

germline transcriptFIGURE 6.13 Switch regions and
composite switch junctions. The
recombination breakpoints in isotype
switch recombination fall within
repetitive “switch” (S) regions. Stim-
uli that activate switch recombination
(IL-4 and CD40 activation in the
example shown) generally promote
transcription across the target S
region, initiating just upstream at
the “I” exon. Recombination between
Sμ and Sε produces two composite
switch junctions: an Sμ-Sε junction
retained in chromosomal DNA, and
a reciprocal Sε-Sμ junction found
in fractions of circular DNA. PCR
amplification across either composite
junction can be used to study switch
recombination.

Many composite switch junction sequences show muta-
tions near the recombination breakpoint when compared
to the corresponding germline switch sequences; these mu-
tations have been interpreted as reflecting an error-prone
DNA synthesis step that may be a component of the switch
recombination mechanism (308). Mutations are also ob-
served in unrecombined Sμ regions in activated cells, but
are much rarer in Sγ regions (309). Internal deletions
also occur within individual S regions in cells undergo-
ing CSR (310). Like functional CSR, both the mutations
and internal deletions in the switch regions seem to be
AID-dependent.

Regulation of Isotype Switching by CD40
Isotype switching occurs physiologically in animals

about 1 week after immunization with T-dependent anti-
gens, at about the same time that somatic mutation of
Ig genes begins. Both processes normally occur in germi-
nal centers of lymphoid organs—a location that facilitates
interactions between B cells, T cells, and follicular den-
dritic cells presenting antigen. As demonstrated by in vitro
switching experiments, T cells promote switching by se-
cretion of cytokines (especially IL-4 and TGF-β), as well
as by cell-to-cell contact.

A major component of the cell contact signal is medi-
ated by an interaction between the B cell surface marker
CD40 and its ligand—designated CD40L, CD154, or gp39—
expressed on activated T cells (primarily CD4+). CD40 is a
member of the TNF-receptor family, while CD40L belongs
to the TNF ligand family. The dependence of switching
on the CD40-CD40L interaction is highlighted by the ge-

netic disease known as the X-linked hyper-IgM syndrome-1,
which was found to be caused by a defect in the human
gene encoding the CD40L/gp39 (311). Like AID-deficient
HIGM2 patients described earlier, patients with HIGM1
have elevated concentrations of IgM in their serum and
almost no immunoglobulins of other isotypes. In addi-
tion, their antibodies fail to show affinity maturation or
evidence of B cell memory responses. Similar defects
are seen in humans with mutations in their CD40 gene,
an autosomal recessive disease designated HIGM3 (312).
CSR impairment may also be caused by abnormal func-
tion of CD40 signaling pathway components, including
IKKγ (also known as NEMO), NFκB proteins, and c-Jun
N-terminal kinase (JNK). Mouse strains with engineered
defects in CD40 are defective in SHM and T-dependent
CSR, but respond with normal isotype switching to T-
independent antigens (313); little is known about this T-
independent switching pathway.

The discovery of the importance of the of CD40-CD40L
interaction has facilitated in vitro switching experiments
in which B cells are incubated with stimuli designed to en-
gage their CD40 molecules (i.e., with CD40L+ T cells, with
nonlymphoid cells engineered to display surface CD40L,
or with antibodies to CD40).

One role of the CD40 engagement is to induce B cell pro-
liferation. Indeed, other proliferative stimuli—for exam-
ple, LPS or IgM or IgD crosslinking—can support cytokine-
induced isotype switching in vitro in the absence of T
cells and CD40 activation. The relationship of CSR to cell
division is supported by evidence that switching is linked
to the cell cycle (313) and to the number of cell divisions
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after stimulation (314), a phenomenon that may reflect
cell division–related regulation of AID expression (315).
However, apart from activating proliferation, CD40 has
additional effects that may facilitate switching, including
upregulation of IL-4 responsiveness and IL-4 receptor
number (316), upregulation of sterile “switch transcripts”
(discussed later), and upregulation of AID expression. Ac-
tivated B cells also express CD40L, which can not only
trigger CD40 signaling but also transduce a “reverse” sig-
nal affecting B cell function (317).

The CD40-CD40L interaction appears to be opposed by
an interaction between two other members of the same
protein families: CD30 and its ligand CD153. CD30 expres-
sion on B cells is induced by CD40L, but inhibited by liga-
tion of the BCR (318). Engagement of CD30 by its ligand—
CD30L—down-regulates several of the effects of CD40
ligation, apparently by inhibiting the action of NFκB (319).
This effect may represent a feedback mechanism to limit
the activation of B cells that have not been stimulated ef-
fectively through their BCR by antigen. “Reverse” signaling
by B cell-expressed CD30L has also been reported as an ad-
ditional inhibitory influence on CSR (320). Pathologic ac-
tivation of CD30-CD153 signaling in chronic lymphocytic
leukemia may contribute to the impairment in IgG and IgA
production that leads to infection in these patients (321).

Isotype-specific Regulation of Germline Transcripts
Different isotypes are known to predominate in differ-

ent immune responses depending on the antigen, route
of antigen administration, and several other parameters.
These different parameters act in part by influencing the
cytokine milieu of the B cells. IL-4, for example, promotes
the expression of IgE (and IgG1 in mouse), whereas TGFβ

promotes switching to IgA. These lymphokines have been
proposed to act by making the C region of the target isotype
“accessible” to switch recombinase machinery that may be
largely non–isotype-specific. The accessibility is associated
with expression of a “sterile” or “germline” RNA transcript
that initiates upstream of a target S region (Figure 6.13)
and extends through the target C region. This transcript is
spliced so that a noncoding upstream exon known as an I
(or intron) region is joined to the first coding exon of the
C region. The same experimental conditions—particularly
the same cytokines—that favor the accumulation of sterile
transcripts from a particular isotype generally also stimu-
late switch recombination involving the corresponding S
region. In some cases, the signals transduced by the cy-
tokine receptor have been elucidated. For example, IL-4
stimulates germline transcription by activating the tran-
scription factor STAT6, which attaches to one of several
nuclear protein binding motifs in the promoter region up-
stream of Iε and Iγ 1. CD40 engagement also acts in part
through NFκB-mediated binding to I region promoters
(322).

Apart from I region promoters, sterile transcription and
isotype switching are also regulated by IgH enhancers.

A combined deletion of the murine 3′α enhancers HS3b
and HS4 was found to cause a significant impairment in
switching to most isotypes, although switching to IgG1
was unaffected (and IgA only moderately decreased) (323).
The diminished switching was associated with diminished
sterile transcription of the same isotypes, suggesting that
one major function of the enhancers in CSR is to increase
sterile transcription. The relative independence of γ 1 from
regulation by enhancers may be related to the putative LCR
region associated with that gene (324). The intronic en-
hancer also seems to play a role in CSR, since IgH loci
with a targeted deletion of the Eμ enhancer showed de-
creased switching when tested in RAG-complementation
mice (325).

The importance of sterile transcription for CSR has
been highlighted by experiments in which an artificial
switch substrate was constructed bearing an Sμ sequence,
an Sα sequence whose transcription was driven by a
tetracycline-regulatable promoter, and a GFP gene whose
expression required recombination between the two S re-
gions (326). When this plasmid was stably transfected into
the switch-competent cell line CH12F3-2, and transcrip-
tion across the Sα sequence was manipulated by adjusting
the tetracycline concentration, higher transcription levels
were associated with more CSR.

Although cytokines and CD40 ligation clearly affect
CSR by regulating sterile transcription, it is likely that
the B cell milieu regulates other aspects of the switching
mechanism as well, because several examples have been
reported of cytokines up- or down-regulating switch re-
combination without a parallel effect on sterile transcripts
(327). Further, when certain cell lines capable of switching
their endogenous IgH loci to only one particular isotype
were transfected with a panel of plasmid CSR substrates
with different S regions, the isotype specificity of the cells
for plasmid CSR matched that for their endogenous genes,
even though all S regions of the engineered constructs
were strongly transcribed; this observation suggests that
the CSR machinery might show isotype specificity based
on recognition of features specific to certain S region se-
quences (328). For example, in vivo footprinting demon-
strated that NFκB p50 binds specifically to a motif in Sγ3,
and this protein is required for efficient μ → γ3 switching
of both endogenous genes and plasmid substrates (329). In
a related example, the protein Suv39h1, a histone methyl-
transferase, specifically increases μ → α CSR of plasmid
substrates and endogenous genes, possibly by repressing
a sequence-specific binding protein (330). In principle the
activity of isotype-specific switching factors could be reg-
ulated by the environment of the B cell.

Role of Transcription in the Mechanism of CSR
Gene targeting experiments have shown that mouse

strains lacking the I region (and its promoter) of a
particular isotype do not switch to that isotype, reinforc-
ing the idea that sterile transcription is necessary for CSR
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(reviewed in ref [331] ). The low extent of sequence conser-
vation of the I exons and the lack of consistent open read-
ing frames suggest that these transcripts do not encode a
functional protein. Indeed, the exact sequence of the I re-
gion may be irrelevant since an I region can be replaced by
an unrelated sequence and still support CSR (332). How-
ever, the transcribed exon upstream of the S region may
need a splice donor site allowing the S region to be re-
moved from the transcript, because a targeted construct
lacking such a splice donor site was reportedly unable to
support CSR even though transcription through the S re-
gion occurred (333).

One possible role for sterile transcripts in CSR in-
volves the formation of an RNA:DNA complex known
as an R loop, a structure in which RNA complementary
to one strand of a DNA molecule binds to that strand
with Watson-Crick base-pairing, displacing the other DNA
strand, which forms a single-stranded loop. In support of
the R loop model, cell-free transcription across switch re-
gions was found to generate a stable association of the
transcript RNA with the template DNA (334,335); sig-
nificantly, no substantial association occurred when the
switch region was transcribed in reverse orientation, lead-
ing to a C-rich transcript, or when the transcribed tem-
plate was a DNA fragment other than an S region. The dis-
placed DNA strand in S region R loops was susceptible to
cleavage in vitro by nucleases that recognize single-strand
DNA or junctions between single- and double-stranded
DNA; in vivo, such cleavage could be a step in CSR. To
probe whether R loops might exist in vivo, DNA was ex-
tracted (along with any R loops) from LPS-stimulated B
cells switching to Sγ3 and was treated with sodium bisul-
fite, which efficiently deaminates cytosines to uracil only
in unpaired single-strand DNA. The Sγ3 regions were then
amplified from the genomic DNA by PCR and cloned.
The clone sequences revealed long stretches in the up-
per strand where all the C residues were replaced by Ts
(336,337), presumably marking regions of single-strand
DNA that were displaced as stable R loops in vivo. In the
lower DNA strand, only short patches of C→T mutations
were found, suggesting short single-strand regions in that
strand; such regions might be transiently created during
transcription, or perhaps result from misalignment of re-
peats in the two strands when an R loop collapses. Re-
gions of single-strand DNA on either strand might pro-
vide targets for deamination by AID in vivo, given that
AID apparently deaminates only single-stranded DNA (or
DNA regions transiently rendered single-stranded by tran-
scription), as shown by in vitro experiments described
earlier.

Apart from the formation of R loops, transcription may
also facilitate access to AID by altering the supercoiling of
the transcribed DNA, as previously discussed in the context
of SHM (254).

A model in which AID loads onto an RNA polymerase
complex and acts on DNA as the complex travels down-

stream was discussed earlier in the context of AID func-
tion in SHM. Some evidence consistent with a simi-
lar polymerase-loading model has been described in the
context of CSR. Because uracils generated in S regions
through AID-catalyzed deamination are apparently pro-
cessed by UNG and MMR (as discussed below), double
KO mice defective in both processes produce uracils that
can by resolved only by replication, causing C:G → A:T
mutations. A study of the distribution of such mutations
in clones from these double KO B cells found that a do-
main of mutations began about 150 bp 3′ of the transcrip-
tion start site of Iμ and extended 4 kb to 5 kb down-
stream, with diminishing mutation frequency near Cμ

(338). Within this domain, the overall frequency of C→T
mutations was similar on the two strands, but individual
sequences showed clustering of C→T mutations on one or
the other strand, suggesting that AID may confine its ac-
tion to one strand as the polymerase moves processively
downstream. Cytokine conditions associated with sterile
transcription of particular downstream isotypes increased
the frequency of C:G→A:T mutations in the correspond-
ing S regions. Another study supporting the concept of a
promoter-initiated domain of CSR found that recombina-
tion breakpoints near Sμ extended further downstream
than normal in mice with a deletion of the Sμ tandem
repeats, as though a constant CSR domain length were
maintained with a fixed upstream end (339).

Features that Target CSR to Switch Regions
Mammalian IgH switch regions have several notable

properties: they are G rich on the nontranscribed “upper”
strand, and they contain multiple repeated sequences, pos-
sibly including motifs that could serve as targets for the
CSR machinery. To investigate which characteristics might
be critical in targeting CSR, several laboratories have stud-
ied CSR in two main contexts: (1) in B cells transfected
with model CSR targets, often containing reporter genes
whose expression depends on a CSR event; or (2) in B cells
of mice in which endogenous S regions have been modified
by “knocking in” engineered constructs. In either context
investigators can test how variant S regions affect CSR.

One study reported that replacement of a natu-
ral murine Sμ sequence with the chicken or frog Sμ

sequences—neither of which are G rich—supported some-
what reduced but still substantial frequencies of CSR,
while a randomly chosen sequence, even if G rich, did
not support CSR (340). These investigators proposed that
palindromic sequences (which seem to be present in all S
regions, including those of frogs) may contribute to CSR.
In support of this, they reported that switch junctions tend
to lie closer to boundaries of DNA stem-loops (which might
be formed by palindromes) than statistically expected, an
observation that has not been universally confirmed. How-
ever, they also tested the CSR potential of a synthetic
palindrome-rich tandem repeat (derived from the multiple
cloning site of a commercial Bluescript plasmid containing
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palindromic recognition sites for restriction enzymes) and
found, surprisingly, that it supported a modest but clearly
significant level of CSR.

In another study (mentioned earlier) homologous re-
combination was used to delete the endogenous ∼10 kb
Sγ 1 region and replace it shortened versions. The effi-
ciency of CSR to γ 1 correlated well with length of the
engineered Sγ 1 region (301). When the Sγ 1 region was
inverted, it retained about 25% of the wild-type activity
(341). Since this inverted, and now C-rich, DNA segment
could not form an R loop, this result suggests that the R
loop contributes to CSR, but other features of the S re-
gion that are preserved in the inverted sequence also play a
role.

The nature of the other features is suggested by an anal-
ysis of switch junctions occurring between a knocked in
frog Sμ and the endogenous murine Sγ 1 (342). As men-
tioned earlier, the AT-rich frog S region is not prone to
R-loop formation, but it was able to support efficient CSR
when it was swapped into the position of the murine Sμ,
and it functioned equally well in either orientation. Signif-
icantly, in either orientation the recombination junctions
were clustered in a portion of the S region that is rich in
repeats of the sequence AGCT, which is a special case of
the WRCH/DGYW consensus sequence for AID targeting.
Indeed, the AGCT-rich region was a good substrate for in
vitro deamination by AID when transcribed in association
with RPA. The AGCT motif is enriched in all mammalian
S regions (and is also enriched in the Bluescript multiple
cloning site). Among WRCH motifs, AGCT may be partic-
ularly effective as a target for CSR because of the potential
for deamination on either strand, creating closely spaced
nicks, or even a dsb with a single base overhang if the cy-
tosines in same AGCT motif are targeted on both strands.
The density of AGCT in S regions correlates with the lo-
cation of switch junctions better than the density of WRC
or the boundaries of G richness or R loops (337). These
results all suggest that clusters of AGCT may represent a
target for CSR that evolved in amphibians, with R-loop for-
mation evolving later in mammals to further enhance AID
accessibility to the “upper” G-rich strand of S regions.

DNA Breaks in CSR
The recombination event that underlies isotype switch-

ing includes DNA breaks and rejoining events that must
involve both strands of DNA. Although the RAG-induced
DNA breaks that initiate V(D)J recombination occur at the
corresponding position on the two strands (yielding a blunt
end and a hairpin), the nature of the ends in the initial CSR
cleavage is not clear. An early compilation of switch junc-
tions (308) found only rare instances of microhomology
at the junction. Because these microhomology examples
would be consistent with invasion of one DNA strand from
Sμ targeting a short homologous region in a downstream
S region (or vice versa), the rarity of such junctions has

AID, bound to RNA polymerase,
deaminates Cs in supercoiled DNA
behind the transcription complex
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Transcription through S region leads
to R loop formation and extensive
deamination of upper DNA strand
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FIGURE 6.14 Mechanistic model of CSR. This figure incorpo-
rates features of the most widely accepted models, but some as-
pects are controversial at present. Two strands of DNA near the 5′

boundary of a Switch region are shown in black, with the S region
repeats indicataed by dots. DNA with normal Watson-Crick base-
pairing is indicated by the gray shading between the DNA strands.
RNA Polymerase moves to the right, transcribing the sequence
into an RNA strand; multiple other proteins accompany the RNA
pol, but only AID (black circle) is shown. AID may deaminate C
residues to U either in the negatively supercoiled DNA behind the
transcription complex or in the single-strand R-looped DNA dis-
placed by the RNA-DNA complex. Cleavage of the U-bearing DNA
strand can lead to dsbs in pathways dependent or independent
of MMR components as shown.

been interpreted as an indication that CSR usually pro-
ceeds by ligation of blunt DNA ends rather than by strand
invasion. However, DNA cuts with staggered—not blunt—
ends would generally be the result of the widely discussed
mechanism shown in Figure 6.14: a DNA break on one
strand might result from AID-catalyzed cytosine deamina-
tion, removal of the resulting uracil by UNG, and cleavage
5′ to the abasic site by an endonuclease, possibly APE1
(apurinic-apyridinic endonuclease 1). The initial staggered
ends could be converted to blunt ends through trimming
of a 5′ or 3′ single-strand overhang, or through filling in
the shorter strand by a DNA polymerase, or through a
combination of both processes. Filling in by error-prone
polymerases could explain the mutations commonly
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observed around the switch junction, mentioned pre-
viously.

Evidence supporting staggered DNA breaks in CSR was
reported from the switch junctions observed in a model
CSR substrate designed with two oppositely oriented S
regions such that CSR would occur by inversion, preserv-
ing both recombination junctions on the same chromo-
some. Several duplications at the ends of inverted DNA
after CSR suggested that complementary overhangs at
dsbs had been filled in before joining (343). Additional ev-
idence for staggered breaks has come from several inves-
tigators using LM-PCR to detect double-strand DNA ends
at switch regions in cells undergoing CSR (344–346). LM-
PCR protocols involving ligation of a blunt linker directly
to blunt ends from genomic DNA was successful in ampli-
fying blunt ends from DNA of B cells activated for CSR,
but when the DNA was pretreated with T4 polymerase—
which would convert staggered end cuts to blunt—the
yield of amplified bands after LMPCR was significantly in-
creased, suggesting that most of the ends in the isolated
genomic DNA (before T4 polymerase treatment) were stag-
gered.

As discussed earlier, SHM-associated dsbs in V regions
occurred independently of AID. When the CSR-associated
dsbs in Sμ were examined by LM-PCR in B cells from nor-
mal and AID−/− individuals, the dsbs were significantly
fewer in AID−/− B cells, though not completely absent.
Further, γ H2AX foci (which mark dsbs, as mentioned ear-
lier) were found at IgH genes marked by FISH in B cells
undergoing CSR, and these foci were strikingly diminished
in AID−/− B cells, consistent with AID-dependence of dsbs
in CSR (347). However, a provocative recent report sug-
gests that AID may play an additional role after dsbs have
been created. Two unrelated human HIGM2 patients were
observed to have a particular heterozygous mutation in
AICDA: a premature stop codon replacing Arg190 (i.e., in
the C-termininal region known to be important for CSR).
Although other AICDA mutations cause an HIGM pheno-
type only when homozygous, this R190X mutation acted
as a dominant negative for CSR; but significantly, there
was no dramatic decrease in dsbs in the patients’ activated
B cells (348). This result suggests that after the creation of
dsbs, the C-terminal residues of AID may be required for
an additional step to complete CSR.

Ubiquitously Expressed Components of CSR Machinery
Role of Uracil-N-Glycosylase in CSR. The model of Fig-

ure 6.14 suggests that after AID-catalyzed deamination of
a cytidine residue, the resulting uracil is removed by UNG,
creating an abasic site that leads to a single-strand DNA
break (nick), which can become double-stranded if there
is a nearby nick on the opposite strand. This model pre-
dicts that both CSR and the creation of dsbs would be
severely impaired in the absence of UNG. Indeed, B cells
from UNG−/− mice showed almost complete inability to

switch in vitro to IgG1and IgG3 secretion and significant
impairment in IgA secretion (197). Double-strand breaks
in UNG−/− B cells, as detected by LM-PCR, were also sig-
nificantly impaired, but not abolished (346). Human pa-
tients with homozygous UNG deficiency due to mutations
in both UNG alleles showed an HIGM phenotype, with a
more profound defect than in UNG−/− mice: the patients
showed essentially no IgG, IgE, or IgA secretion by stimu-
lated B cells, and no dsbs (by LM-PCR) in Sμ (349). A role
for UNG in CSR is also suggested by the fact that UNG
expression was found to be upregulated in normal B cells
stimulated for CSR (349).

These data support an important role for UNG in CSR
as outlined in Figure 6.14, but several lines of evidence
from Honjo’s lab have challenged this model. First, mu-
tant UNG proteins with profoundly impaired uracil deg-
lycosylase enzymatic activity were able to rescue CSR in
UNG−/− murine B cells (350); second, expression of the
specific UNG inhibitor protein Ugi at concentrations suffi-
cient to inhibit UNG enzymatic activity did not inhibit dsb
formation in CSR as assessed by formation of γ H2AX foci
(351); and third, IgM+ B cells from UNG−/− mice stimu-
lated to undergo CSR showed a normal frequency of inter-
nal deletions in Sμ, deletions that depend on AID-induced
recombination (352). These authors suggested that UNG
may act in CSR by binding other CSR components rather
than by removing uracils enzymatically, and that the step
where UNG is required may be after, rather than before,
DNA cleavage. One caveat is that a small residual amount
of UNG activity remaining in the mutants or in the pres-
ence of Ugi might have confounded some results. A full
reconciliation of the evidence on UNG function will re-
quire additional data.

Role of MMR in CSR. The complementary pathways of
UNG and MMR action in SHM were discussed earlier (Fig-
ure 6.12); current evidence suggests a similar participa-
tion of both UNG and MMR in CSR. Although CSR was
dramatically impaired in UNG−/− B cells (e.g., in vitro
switching to IgG1 was reduced to about 6% of wild type),
the double KO UNG−/−, MSH2−/− caused significant fur-
ther impairment (to 1.5% of wild type IgG1 switching)
(283). Single KOs of MMR components (MSH2, PMS2 or
MLH1) inhibit CSR efficiency by only two- to five-fold,
but cause significant differences in the characteristics of
switch junctions, including alterations in the extent of mi-
crohomology at the junctions (353,354). Notably, Sμ junc-
tion breakpoints in MSH2−/− B cells were found to cluster
in the Sμ tandem repeat sequences of Sμ (SμTR), with
significantly fewer breakpoints upstream of the tandem
repeats (355). MSH2−/− B cells in which the Sμ tandem
repeats were knocked out by homologous recombination
(SμTR�), showed profoundly impaired CSR efficiency (to
0.6% of wild type) (356), whereas CSR efficiency in B cells
carrying the SμTR� allele but wild type MSH2 was only
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modestly impaired (two- to three-fold reduced efficiency),
as discussed earlier. These results suggest that MSH2 is pri-
marily important for mediating CSR at positions outside
the Sμ tandem repeats; presumably UNG can act without
MSH2 to mediate the recombinations within the repeats.
Perhaps the frequent AGCT motifs in the tandem repeats
cause single-strand DNA nicks that lie close enough to-
gether to act as staggered double-strand breaks, able to par-
ticipate in CSR with minimal further processing; whereas
in the sparsely scattered hotspots flanking the tandem re-
peats, AID generates uracils that lie too far apart to engage
in CSR without processing by MMR components.

As discussed previously, Exo1 is a component of MMR
machinery that participates in SHM. Exo1 KO mice
show a significantly decreased efficiency of CSR, from
roughly 15% to 30% of normal (depending on isotype),
with some decrease in microhomology at CSR junctions
(282).

Nonhomologous End Joining Components in CSR. If
AID triggers cleavage at switch regions, ubiquitous DNA
repair and ligation enzymes may accomplish the subse-
quent DNA repair steps of CSR as in V(D)J recombination.
This possibility has been tested for several proteins whose
role in V(D)J recombination was discussed earlier in this
chapter. Because KOs of NHEJ components are impaired
in V(D)J recombination, investigators have studied NHEJ
in CSR using mouse strains with “knock-ins” of recom-
bined heavy and light chain genes, allowing normal B cell
development up to the point of CSR. Whereas “knock-in”
mice with intact Ku genes switched to downstream iso-
types, the corresponding Ku-70– or Ku-80–deficient mice
were dramatically impaired in CSR (357,358). A role for
the Ku complex in CSR is also suggested by the fact that in-
cubation conditions favoring CSR (IL4 and CD40 engage-
ment) increased the amount of Ku complex detectable in
nuclear extracts of splenic B cells (359).

Treatment with IL4 plus CD40 engagement also in-
creased the level of nuclear DNA-PK, but the evidence for
a role of this protein in CSR is complex. Although an early
report indicated dramatically reduced CSR in pro-B cells
from SCID mice—the classic DNA-PK mutant described
earlier—more recent studies of conventional CSR in ma-
ture B cells of SCID mice with “knock-in” recombined Ig
genes have found that the SCID mutation causes only mod-
est (two- to three-fold) reductions CSR efficiency, differing
for different isotypes (360). In contrast, a null (KO) mu-
tant of DNA-PK essentially abolished CSR to all isotypes
except IgG1 (361). The reason for the more severe effect of
KO versus the SCID mutation is not fully understood, but it
is possible that the SCID mutant protein, while truncated
and lacking kinase activity, may still retain a scaffolding
function that facilitates switching by recruiting other CSR
components, and that loss of this scaffolding function in
the DNA-PK KO mouse accounts for the more severe phe-

notype. The sparing of CSR to IgG1 in the DNA-PK KO
remains mysterious.

DNA Damage Response Proteins in CSR. Several ad-
ditional proteins known to participate in the damage re-
sponse to dsbs in DNA seem to participate in CSR. A com-
plex of three proteins—Mre11, Rad50, and Nibrin (also
known Nbs1, product of the abnormal gene in the hu-
man disease Nijmegen Breakage Syndrome, NBS)—is con-
served in eukaryotes from yeast to mammals and has been
implicated in telomere maintenance, cell cycle checkpoint
signaling, meiotic recombination, and dsb repair. The Nib-
rin component binds rapidly to dsbs induced by irradia-
tion and forms foci coincident with IgH gene FISH fluo-
rescence in B cells undergoing CSR (347). Nibrin-deficient
mouse B cells show impairments in CSR (to 30% to 50%
of normal efficiency) (362,363), while human NBS patients
show lower than normal concentrations of IgG and IgA in
serum, consistent with a CSR defect (364). The Mre11 pro-
tein has a nuclease activity and may contribute to dsb for-
mation, since Mre11/RAD50 complex was found to cleave
an AP site in in vitro experiments (365). Human patients
with Mre11 deficiency (ataxia telangiectasia-like disorder,
ATLD) also show evidence of decreased CSR efficiency and
evidence of abnormal switch junctions, with increased mi-
crohomology and abnormal mutations (366).

An important function of the MRN complex is to recruit
and activate ATM—product of the gene mutated in the hu-
man disease ataxia telengectasia (AT). ATM is a member of
the phosphatidylinositol-3′-kinase family and participates
in the DNA damage response by phosphorylating a number
of critical protein targets including p53, Chk2, and Nibrin.
Human AT patients have a complex disease similar to NBS,
including an immunodeficiency with T cell abnormalities
as well as variably low IgG and IgA levels. B cells from AT
patients undergo μ → α in vitro switching at reduced effi-
ciency, and the Sμ-Sα switch junctions formed show a very
high frequency of microhomology with abnormally infre-
quent mutations near the junctions (367). ATM-deficient
mouse B cells show impaired CSR with normal germline
transcripts (368,369). One group reported an increase in
microhomology at switch junctions, similar to that ob-
served in human AT patients (368). While CSR between
different S regions was impaired in the ATM KOs, internal
deletions within Sμ occurred in IgM-secreting cells at a
frequency similar to that in wild type, suggesting that the
loss of ATM specifically impaired long-range joining; this
may indicate a role for ATM in synapsis of DNA ends (369).

As discussed previously in the context of V(D)J recom-
bination, γ -H2AX—the phosphorylated form of histone
H2A—rapidly accumulates in foci at dsbs and may help
assemble other proteins at dsbs to prevent the breaks from
progressing to chromosome translocations. H2AX−/− B
cells show a CSR defect very similar to that in ATM−/−:
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significantly decreased CSR efficiency with normal fre-
quency of deletions within Sμ (300).

53BP1 (p53 binding protein 1) was originally discov-
ered as a protein binding to the tumor suppressor p53 but
was subsequently found to function in checkpoint control
and to localize rapidly to DNA breaks in vivo. 53BP1−/−

murine B cells show significant impairment in CSR (to 5%
to 25% of wild type) depending on isotype, without defects
in cell proliferation, germline transcription in the IgH loci
or V(D)J recombination (370,371).

Although the exact functions of ATM, the MRN com-
plex, γ -H2AX and 53BP1 are unknown in dsb repair and
specifically in CSR, the emerging evidence suggests that
they have mutual interactions and distinct but related
roles, so that the elimination of any one protein reduces
CSR efficiency but permits residual CSR to occur by path-
ways that remain intact.

Other Possible CSR Components. Several other pro-
teins implicated in CSR may be mentioned. Rare human
patients lacking functional ligase IV have recently been de-
scribed; they suffer a severe phenotype including immun-
odeficiency with dramatic decreases in T and B cell num-
bers, as discussed earlier in the context of their defect in
V(D)J recombination. Abnormal Sμ-Sα switch junctions
were amplified from patients’ blood cells, suggesting that
ligase IV normally participates in CSR (372). ERCC1-XPF
is an endonuclease that nicks double-strand DNA several
nucleotides 5′ of a gap in one strand. ERCC1−/− murine B
cells showed slightly decreased CSR efficiency and subtle
abnormalities in switch junctions, suggesting a possible
role in CSR (373). Additional as yet unidentified compo-
nents of CSR are suggested by reports of patients with an
HIGM phenotype unexplained by defects in known com-
ponents (374).

In summary, a consensus model for CSR would be that
cytokines and CD40 ligation trigger AID expression and
isotype-specific sterile transcription. As a result of tran-
scription, DNA strands in S regions become separated (ei-
ther by a helicase activity associated with transcription,
or perhaps as a result of R-loop formation), allowing AID
to deaminate cytosines on the exposed single-strand DNA.
The resulting uracils serve as a target either for removal
by UNG or for initiation of mismatch repair. If UNG re-
moval creates an abasic site, that strand may be nicked by
APE1 or by the MRN complex. Alternatively, MMR may be
engaged and digest away several nucleotides surrounding
the abasic site. Closely apposed single strand cuts on op-
posite strands may effectively become dsbs, as may more
distant cuts after single-strand cuts are converted to single-
strand gaps by MMR components. Dsbs quickly recruit re-
pair factors of the MRN complex, ATM, 53BP1, γ -H2AX,
and NHEJ components, which either seal internal gaps
within one S region, or through synapsis with a dsb from
a distant S region, complete a recombination event. This

model leaves unanswered many questions about mecha-
nisms that target these events to S regions and about the
precise role of all the components; undoubtedly some of
these questions will be clarified by future investigations.

CONCLUSION

Recombinant DNA technology has revolutionized the
study of the antibody response. Initial investigations used
powerful cloning and sequencing methods to define the
structure of the Ig genes as they exist in the germline and in
actively secreting B lymphocytes. Subsequent experiments
have begun to shed light on the mechanisms of the pro-
cesses unique to these genes: V(D)J recombination, CSR,
and somatic hypermutation.

The knowledge of Ig genes gained so far has answered
some of the most puzzling mysteries about antibody diver-
sity, as discussed earlier, and has also led to many practical
ramifications exploiting these genes that are beyond the
scope of this chapter (reviewed in ref [375] ). As one ex-
ample, cloned Ig genes have allowed the production of re-
combinant monoclonal antibodies in bacteria and the bio-
engineering of Ig-fusion proteins that exploit the exquisite
specificity of antibody V region binding (e.g., antibody-
toxin fusions) or the ability of Ig constant region domains
to extend serum half-life (e.g., immunoadhesins). Other
engineered derivatives utilizing Ig genes include single-
chain antibodies (e.g., [376] ), bispecific antibodies (e.g.,
[377] ), and “intrabodies” designed not to be secreted from
a cell but rather to bind to intracellular targets (e.g., [378].
Ig V gene fragments cloned into bacteriophage so as to ex-
press single-chain V regions on the phage surface (phage
display libraries) can be used to obtain specific monoclonal
antibodies without immunization or use of mammalian
cells, and in vitro mutation and selection protocols can
mimic affinity maturation to yield high-affinity antibod-
ies (reviewed in [379] ). Even Ig gene regulatory regions
have been exploited to achieve B cell–specific expression
of oncogenes (380) and of intracellular toxins that could
be used to target B lymphomas (381). Apart from these
biotechnology applications, Ig gene probes of Southern
blots and library clones from lymphomas have led to the
identification of numerous proto-oncogenes that become
activated by translocation into Ig gene loci (reviewed in
[382]). For instance, Bcl2 was initially discovered as the
target of Ig heavy chain translocation in follicular lym-
phoma and provided an entrance into an entire family of
apoptosis-related genes. A final example of medical ben-
efit from Ig gene technology has been the amplification
of unique Ig gene rearrangements by PCR to diagnose (or
monitor minimal residual disease in) leukemias or lym-
phomas (383,384).

Further practical applications of Ig genes can be an-
ticipated in the future, as well as a deeper scientific
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understanding of their molecular biology and their con-
tribution to the immune system.
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INTRODUCTION

B lymphocytes constitute one of the major arms of the
immune system, being responsible for humoral immu-
nity. B cells in humans and mice are produced through-
out life, primarily in the fetal liver before birth and in
the bone marrow afterward. B lymphocytes development
from hematopoietic stem cells has been extensively char-
acterized in mice, and the generation of numerous gene-
targeted and transgenic lines in many cases has provided
crucial information about the role of transcription factors,
cellular receptors, and interactions that are critical in their
generation. The complexity of this process is now appar-
ent, and their differentiation into multiple peripheral sub-
sets with distinctive functions is also widely appreciated.
This chapter will focus on B cell development and func-
tion in the mouse, touching more briefly on aspects of
human B cells that are similar or distinctive with a fo-
cus on immunodeficiency. It will conclude with a brief de-
scription of novel aspects of B lymphocyte development in
other species, highlighting differences from development
in mouse and human.

B CELL DEVELOPMENT IN MICE

In mice, B cells are produced from hematopoietic stem
cells through a complex process of differentiation that is
gradually becoming understood. One of the goals of clas-

sical hematology is the delineation of differentiation path-
ways for different lineages of blood cells, and this is rapidly
being achieved. Over the past decade, there has been con-
siderable progress in utilizing the ordered expression of a
diverse set of cell surface and internal proteins, some with
known functions, others whose roles are only suspected,
to construct a description of the intermediate stages that
cells transit as they develop into B lymphocytes. A sim-
plified example of such a description is presented in Fig-
ure 7.1. Thus, hematopoietic stem cells with the capac-
ity to generate all the cell types in blood create progeny
with a more restricted capacity, recognizable in this ex-
ample by expression of the IL-7Rα. These in turn pro-
duce yet more restricted progenitor cells identified by ex-
pression of CD45R/B220 (and, importantly, by absence of
CD19).

This kind of pathway is constructed based on isola-
tion and short-term culture of intermediate stages, allow-
ing progression to occur, which helps to define the or-
der. This framework for development serves as a starting
point for analysis of the effects of transcription factors,
microenvironmental interactions, cytokines, and natural
or engineered mutations. It can also be extended by anal-
ysis of gene or protein expression at distinct intermediate
stages. Critical processes, such as D-J rearrangement and
immunoglobulin (Ig) heavy chain expression, can also be
mapped onto this framework. Progress in this work allows
additional questions, such as key regulatory interactions,

237
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FIGURE 7.1 Differentiation diagram for development of B cells from hematopoietic stem cells.
Expression of the each surface protein is indicated by a line. Changes in level of expression are
indicated by line thickness. HSC, hematopoietic stem cell; MLP, multilineage progenitor; ELP,
early lymphoid progenitor; CLP, common lymphoid progenitor; NF B, newly formed B cell; Fo B,
follicular B cell.

developmental checkpoints, and the mechanism of B lin-
eage commitment to be approached.

The following sections will cover the sites of B lin-
eage development at different stages of ontogeny, then
focus on what is known about their development in the
bone marrow of adult mice, highlighting the function of
the pre-B cell receptor and the crucial role of Ig heavy
and light chains in guiding development. Later sections
will consider their differentiation into various special-
ized peripheral populations and emphasize insights into
B cell selection gained from various transgenic models of
tolerance.

Early Development

Sites of B Lymphopoiesis During Ontogeny

In the mouse, hematopoiesis occurs predominantly in the
fetal liver prior to birth, in the spleen just prior to and
shortly after birth, and in the bone marrow thereafter. Prior
to liver hematopoiesis, the blood islands of the yolk sack
(YS) contain the first identifiable hematopoietic cells, nu-
cleated erythrocytes with embryonic forms of hemoglobin
(1). However, these early YS precursors appear incapable
of generating other blood cell lineages, and generation of
all blood cell types, including lymphocytes (2,3), initiates

at around 9 to 10 dpc in an embryonic region referred to as
the splanchnopleura/aorta-gonads mesonephros (AGM) (or
simply Sp/AGM). Cells from this site are capable of long-
term repopulation of lethally irradiated adult recipients
with all blood lineages (4,5 ). These cells colonize the fetal
liver at about 11 dpc, initiating hematopoiesis there. Thus,
there are two sites of very early hematopoietic precursors,
with one in the YS largely limited to erythropoiesis and the
other in the Sp/AGM capable of complete (referred to as
definitive) hematopoiesis. However, it may be that precur-
sors in the YS have a broader lineage potential in the fetal
microenvironment, as when they are injected directly into
the newborn liver (6).

Hematopoietic stem cells (HSC) capable of developing
into all the blood cell types are produced in the Sp/AGM
and migrate to the fetal liver at about d10. Thereafter, B
lineage cells develop largely in a wave, with earlier stages
present at earlier times and later stage predominating at
later times, close to (and shortly after) birth (7,8). This
progression with gestation day is easily visualized by stain-
ing with antibodies that delineate B cell development as
shown in Figure 7.2. Early precursors can also be found in
the fetal omentum (9). In contrast with the bone marrow,
cells at most differentiation stages in the fetal liver appear
to be rapidly proliferating, so larger and larger num-
bers of B lineage cells are detected at progressive days of
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FIGURE 7.2 Phenotypic progression of developing B lineage cells in mouse fetal liver analyzed
at different days of gestation. Note that B220+CD43+cells precede B220+CD43−cells and that
within the B220+CD43+ fraction HSA− cells precede HSA+ cells, and BP-1− cells precede BP-1+

cells. Within the B220+CD43− fraction, the IgM+ percentage increases until birth (at about
day 20).

gestation. Another distinction of fetal liver from bone mar-
row development in the adult is the absence of terminal
deoxynucleotidyl transferase (TdT) (10,11), an enzyme
that mediates nontemplated addition of nucleotides at
the D-J and V-D junctions of Ig heavy chain (12,13,14).
Therefore, heavy chains produced during fetal devel-
opment have little or no N-region addition, and CDR3
diversity is constrained even further by favoring of short
stretches of homology at the V-D and D-J junctions
(15,16 ). Rearrangement of certain V or D elements may
also differ between fetal and adult development—such as,
for example, the reported high utilization of the DFL16.1
segment in fetal liver (17). Differential expression of
genes other than TdT also distinguish B cell development
during fetal life from that in the adult, including precursor
lymphocyte regulated myosin light chain like PLRLC
transcripts (11,18 ) and major histocompatibility complex
(MHC) class II (19,20 ). Interestingly, while absence of
the cytokine IL-7 completely eliminates bone marrow
B linage development (21), it nevertheless spares some
fetal development (22), suggesting a difference in growth

requirements. The B cell progeny of this early fetal
wave may largely consist of B cell quite distinct from
adult-derived cells, populating the B-1 subset (23).

At birth, B cell development can also be detected in
spleen, but development at this site gradually decreases
to very low levels by 2 to 4 weeks of age. Over this same
period, B cell development shifts to the bone marrow, and
thereafter it continues for the life of the animal. B lym-
phopoiesis decreases in aged mice, and this may be due to
diminished responsiveness of precursors to IL-7 (24,25).

Stem Cells, Commitment, and Early B Cell
Progenitors in Bone Marrow

B cells are continually generated from HSCs in the bone
marrow of adult mice. Considerable effort has focused on
evaluating the functional capacity of fractions of bone mar-
row cells to repopulate different lineages of blood cells, and
this work has progressed to the stage of defining a pheno-
type for such cells, with expression of c-KIT constituting
an important marker in the so-called “lineage negative”
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subset (26,27 ). This is the small fraction of bone mar-
row cells (less than 5%) that lacks expression of a panel
of “differentiation markers,” cell surface molecules that
are expressed on later stages of various hematopoietic
cell lineages. Careful analysis of this HSC fraction using
additional markers has shown that it represent perhaps
1/30,000 of nucleated bone marrow cells with as few as 10
mediating multilineage repopulation in cell transfer assays
(28,29,30). An important capacity of “true” or “long-term
repopulating” HSC is their ability to give rise to cells in a
recipient mouse that can also repopulate all the blood cell
lineages upon retransfer into a second host, indicating a
capacity for extensive self-renewal without differentiation
into more restricted progenitors.

In the past decade, a great deal of interest has focused on
defining and characterizing lineage-restricted progenitors,
such as the common myeloid and common lymphoid pro-
genitors (CLP) (31,32,33). The CLP cell fraction was iden-
tified by lack of a panel of “lineage markers,” expression
of the IL-7Rα chain, and distinctive intermediate levels of
c-KIT, compared to higher levels on HSC. Initial character-
ization of these cells in various functional assays suggested
that these cells could generate B, T, NK, and a subset of
dendritic cells, but no other blood cell lineages. The rea-
son for this restriction has been intensively studied, and
down-regulation of the receptor for granulocyte-myeloid
stimulating factor has been suggested to be a key event in
this process (34). Cells with the phenotype of CLP consti-
tute about 1/3,000 of bone marrow cells. Prior to the CLP
stage, multipotent progenitors exhibit low-level expression
of genes characteristic of diverse cell lineages, leading to
the idea that such promiscuous expression indicates chro-
matin accessibility that facilitates flexibility in cell fate de-
cisions (35).

CLP cells can give rise in short-term cultures to cells of
the B lineage, naturally raising the issue of when cells be-
come restricted to the B lineage. The majority of cells grow-
ing in stromal cultures give rise only to B cells upon trans-
fer into mice, and the phenotype of these cells has been well
characterized (36). Most have at least some heavy chain re-
arrangement and bear the B lineage marker CD19 (37,38).
There is less certainty concerning the cells isolated directly
from primary lymphoid tissues, as such cells are quite rare,
similar to the CLP and HSC. Most of the CD45R/B220+

cells in bone marrow are also CD19+, and such cells ap-
pear to be irreversibly committed to the production of B
cells (39). However, a subset of B220+ cells lacks detectable
CD19 expression, and cells within this fraction can gener-
ate CD19+ cells in short-term stromal culture with IL-7.
Such cells are found within the CD43+CD24low fraction (Fr.
A, 1% of bone marrow) of B220+ cells in bone marrow, but
this fraction also contains other cell types, including nat-
ural killer (NK)-lineage precursors (38,40). Thus, it is nec-
essary to exclude cells lacking AA4.1 (about half [38]) and
recent analysis (41) suggests that exclusion of Ly6c+ cells

(about half of the AA4.1+ cells) is another useful criterion
for purifying this subset. Many of these Ly6c+ cells also
express CD4, and recent work suggests that these are plas-
macytoid dendritic cells (42,43). A phenotypic approach
for enriching and fractionating very early B lineage sub-
sets is shown in Figure 7.3a.

Careful analysis of the LIN− (including CD19)
IL7Rα+c-KIT+ CD45/B220− (CLP) and CD45/B220+ (Fr.
A), as delineated in Figure 7.3, suggests that our under-
standing of the earliest stages of B cell development in
bone marrow needs some revision (44). First, while CLP
stage cells fail to efficiently generate myeloid cells upon
transfer into irradiated hosts, they nevertheless retain sig-
nificant capacity to produce such cells in short-term cul-
tures, likely due to continued (albeit reduced) expression
of receptors for myeloid growth factors. In contrast, this
myeloid capacity is greatly reduced as cells begin to ex-
press CD45R/B220 (i.e., become Fr. A), concomitant with
reduced expression of receptors for myeloid growth factor
receptors. Yet these Fr. A cells, while poorly reconstituting
T cells in cell transfer assays, nevertheless retain the ca-
pacity to generate T lineage cells in culture, mediated by
engagement of Notch by its ligand DL1 (45). Thus, the loss
of potential for alternate hematopoietic lineages appears to
be lost somewhat later in progression down the B lineage
pathway in mouse bone marrow than previously thought.
However, it appears that initiation of Ig rearrangement is
initiated earlier than some studies have indicated. Deter-
mination of the extent of germline DNA segments lost upon
DJ rearrangement and the formation of such DJ segments
in individual cells isolated by electronic cell sorting showed
that 30% to 50% of cells in CLP and more than 80% of cells
in Fr. A contained a DJ rearrangement on at least one chro-
mosome (44). This is consistent with high-level expression
of genes important in Ig rearrangement, including TdT,
Rag-1, and Rag-2, in CLP (46) and Fr. A stage cells.

An emerging view of CLP (and possibly even the earlier
multi lineage progenitor (MLP)) stage cells considers them
to be early B lineage precursors, rather than branch points
in the production of other hematopoietic cell lineages.
Thus, analysis of CD4/CD8/CD3 “triple-negative” cells in
thymus failed to identify cells with a surface phenotype
comparable to CLP, and mutant mice lacking CLP in bone
marrow nevertheless have relatively intact thymic devel-
opment, leading to the suggestion of a distinct “early T
progenitor” (ETP), different from CLP (47). It seems rea-
sonable to hypothesize that MLP, CLP, and Fr. A stage cells
occupy a distinctive microenvironmental niche in bone
marrow, where they receive signals that guide them along
the early stages of B lineage development, culminating in
CD19+ pro-B cells that are irreversibly committed to be-
coming B cells, due to expression of PAX-5 (39; and see
following section). Identifying this niche and characteriz-
ing the key signals that lead to specification of the B cell
fate are areas of continuing research.
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FIGURE 7.3 A: An approach for purifying the earliest stage of B lineage cells in mouse bone
marrow. Bone marrow cells expressing cell surface proteins characteristic of differentiated stages
of T, myeloid, erythroid, and B lineages are depleted sequentially by electronic gating in the first
three panels. Cells with low-level expression of CD24/HSA and intermediate levels of CD43(S7) are
selected in the fourth, and the distribution of Cd45R/B220 versus CD93/AA4 is shown in the fifth.
AA4+B220− cells contain MLP and CLP, resolved by analysis for cKit versus IL7Rα in panel six.
AA4+B220+ cells, shown in the final panel, are enriched for cKit+IL7Rα+ cells, termed Fr. A. CLP
stage cells resemble Fr. A, but lack detectable expression of CD45R/B220. In contrast with CLP and
Fr. A, MLP stage cells have higher levels of cKit and lack IL7Rα expression. B: Functional analysis
of early B lineage cells by in vivo competition assay, showing absence of myeloid or T lineage gen-
eration, but production of B lineage cells from Fr. A. In contrast, CLP stage cells generate B and
T cells, whereas MLP repopulate B, T, and myeloid lineage cells. MLP, CLP, and Fr A as identified
in A. Fr. B stage cells are DJ/DJ rearranged pro-B cells, identified as CD19+CD43+CD24(HSA)+.
C: Functional analysis of early B lineage cells by in vitro S17 stromal cell assay, showing predom-
inant B lineage colony formation from Fr. A, but some myeloid generation from CLP stage cells.
D: Functional analysis of early B lineage cells by in vitro DL1-OP9 stromal cell culture, revealing
very significant T lineage potential in Fr. A stage cells.

Additional issues remain with regard to the lineage re-
striction of cells at these early stages in B cell development.
For example, there is evidence that cells restricted to gener-
ating B and myeloid/macrophage (but not T) lineage may
exist, in the fetal liver (48) and even in bone marrow (49).
There is also apparently a different dependence of fetal
liver B lymphopoiesis on expression of the transcription
factor BSAP compared to bone marrow, as determined by
analysis of PAX-5 null mice (50). Further comparison of
B cell development in fetal liver with that in bone mar-
row is needed to clarify this point. Finally, the precise de-
lineation and characterization of B cell precursors earlier
than CLP, prior to IL-7 expression, remains imprecise. It
seems likely that at least some of the MLP stage cells men-

tioned earlier are initiating a B lineage program, based on
their expression of E2A, Rag-1, Rag-2, and TdT (44). How-
ever, potential heterogeneity in this fraction needs to be
assessed. Determination of Rag-1 transcriptional activity
at the single cell level by a GFP reporter, used for identi-
fication of the early lymphoid progenitor (ELP) fraction
(51), may provide a key approach for such studies.

Transcription Factors Important in B Lineage
Development (Figure 7.4)

The GATA-2 and Runx1/AML1 transcription factors are re-
quired for the development of hematopoietic stem cells
that are the precursors of all the blood cell lineages,
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FIGURE 7.4 Transcription factors important at different stages in B cell development in mouse
bone marrow. Some regulatory networks are also shown. Positive/activating activity is indicated
by arrows, while negative or blocking activity is indicated by bars. The rapidly cycling stage, early
pre-B, is also indicated. Predominant stages of expression are indicated below the diagram.

including B cells (52–56). Somewhat later acting, but still
very early in development, is the Ikaros transcription factor
(57,58,59). Ikaros and the related transcription factor Aio-
los (60) play important roles in lymphocyte development.
Ikaros is expressed very early in hematopoietic precur-
sors. Ikaros null mice lack B lineage cells (59) and a dif-
ferent Ikaros mutant that acts as a dominant negative
completely blocks lymphoid development (57). Ikaros ac-
tivates numerous early B lineage genes, including TdT,
Rag-1, λ5, and VpreB. Aiolos is detected somewhat later
in development, at about the stage of B lineage com-
mitment, and its expression increases further at later
stages.

PU.1, an ets family transcription factor, is critical for
progression to the earliest stage of lymphoid development,
as demonstrated by the inability of PU.1 null precursors to
generate lymphocytes (61,62). An important target of PU.1
for B lineage development is the gene for Ig-β, known as
MB-1. The level of PU.1 appears to be critical for devel-
opment along the B lineage, as, while low-level expression

induced in PU.1 null mice allowed B lineage development,
high-level expression blocked this and fostered myeloid
lineage development (63), likely due to differential induc-
tion of the IL-7Rα and M-CSF receptor chains (64). In
fact, retroviral mediated expression of the IL-7Rα chain
complements defective B lymphopoiesis in PU.1 null bone
marrow hematopoietic precursor cells (65). Surprisingly,
recent work from several groups indicates that some B cell
development can occur in the absence of PU.1 expression
(66). Further, analysis of conditional PU.1 knockout mice
showed that expression of this transcription factor was not
required after the pre-B cell stage (67).

E2A codes for two proteins, E12 and E47, members
of the basic helix-loop-helix family of transcription fac-
tors, and its induction is crucial from the earliest stages
of B linage development, because all stages after CD19
expression are absent from E2A null mice (68,69). These
mice lack detectable DJ rearrangements and, interestingly,
such rearrangements can be induced in nonlymphoid cells
by introduction of the Rag genes and ectopic expression
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of E2A (70), implicating this transcription factor in the
process of chromatin remodeling of the Ig heavy chain
locus that permits accessibility by the recombinase ma-
chinery (71). The regulation of E2A is crucial for B lineage
development, as negative regulators such as Notch1 and
ID2 have been show to block this lineage and induce alter-
nate cell fates, to the T and NK lineages (72,73–75). Con-
sistent with this picture, ectopic expression of genes that
negatively regulate Notch1, Lunatic Fringe, and Deltex1,
induce the B cell fate (76,77,78).

Expression of the early B cell factor, EBF1, a member
of the O/E protein transcription factor family, is requisite
for progression of early B lineage progenitors to the DJ-
rearranged pro-B stage (Fr B), as shown in EBF1 null mice
(79). EBF1 and E2A act at a similar stage in early in B lin-
eage development, and these two transcription factors can
act together to up-regulate a family of early B lineage–
specific genes, including Ig-α/β, VpreB/λ5, and Rag-1/2
(80,81). There is evidence that E2A up-regulates expression
of EBF1, found by transfection of E2A in a macrophage
cell line (82), suggesting an ordering of these two in de-
velopment. Further, recent studies showed that there are
two distinct promoters for EBF1 that are regulated differ-
ently (83). A distal promoter is activated by IL-7 signaling,
E2A, and EBF1, whereas a proximal promoter is regulated
by PAX5, Ets1, and PU.1. Such complex regulation indi-
cates that B cell development occurs through the action
of several feedback loops in a regulatory network that is
gradually being uncovered (84,85).

BSAP, the product of the PAX5 gene, is expressed
throughout B cell development until the plasma cell stage
(86). PAX5/BSAP transcriptional targets include CD19 and
BLNK and expression of this transcription factor acts to
up-regulate V to DJ heavy chain rearrangement (50). Anal-
ysis of chromatin structure around the Ig heavy chain lo-
cus revealed that PAX5 induces V to DJ locus contraction,
thereby promoting rearrangement (87). PAX5 null mutant
mice show an arrest in bone marrow development at the
pro-B stage, likely due to the lack of complete heavy chain
rearrangements and also due to the absence of the critical
B cell adaptor protein BLNK that serves to link the pre-B
cell receptor (BCR) to the intracellular signaling pathway
via the tyrosine kinase syk (88). BSAP/PAX5 also acts to
repress alternate cell fates, because pro-B phenotype cells
isolated from PAX5 null bone marrow can generate diverse
hematopoietic cell lineages, in contrast with such cells
from wild-type mice that are B lineage restricted (39,89).
This occurs by repression of the myeloid growth factor re-
ceptor gene c-fms (90) and by repression of the Notch1
signaling pathway (91), critical for T cell fate specification
(45,92). Finally, as mentioned earlier, in contrast with bone
marrow, the absence of BSAP/PAX5 arrests B cell develop-
ment prior to the B220+ stage in fetal liver, suggesting a
crucial difference in the early dependence on this tran-
scription factor (50).

Lymphoid enhancer binding factor (LEF-1) shows a pat-
tern of expression restricted to the pro-B and pre-B stages
of B cell development (93). Targeted inactivation of the
LEF-1 gene allows B cell development, but with reduced
numbers (94). This is because LEF-1 regulates transcrip-
tion of the Wnt/β-catenin signaling pathway whose acti-
vation increases proliferation and decreases apoptosis of
early B lineage cells. In fact, exposure of normal pro-B
cells to Wnt protein induces their proliferation (94). Inter-
estingly, there is a counter-proliferative signal that can act
at the pre-B proliferative stage, mediated by TGF-β1 (95).
It appears that this occurs due to induction of the Id-3 in-
hibitor that negatively regulates the activity of E2A (96).
Another transcription factor whose expression is similar
to LEF-1 is SOX-4 and its inactivation also results in the
inability of normal early B lineage cell expansion and a
block at the pro-B stage (97).

Several forms of NF-κb subunits are expressed through-
out B cell development, and this transcription factor can
regulate kappa light chain expression and also growth fac-
tor signaling (98). Mice lacking the p65 subunit die before
birth, and so development must be analyzed by transfer
of fetal liver precursors into wild-type recipients. Such ex-
periments showed diminished B lineage cell numbers, but
the major defect was in mature B cell mitogenic responses
(99). Mice lacking the p50 subunit showed relatively nor-
mal B cell development, but again poor response to mito-
gen by mature B cells (99). However, mice lacking both the
p50 and p65 subunits failed to generate any B220+ B lin-
eage cells. Curiously, when mixed with wild-type fetal liver
cells, normal numbers of mature B cells could be gener-
ated from the double-defective precursors, suggesting that
the defect could be overcome by secreted or membrane-
bound signals provided by the wild-type precursors. An-
other double mutant, p50p52, showed a late stage defect
in B cell development, with a failure to generate mature B
cells in spleen (100).

Inactivation of the Oct-2 transcription factor results in
neonatal lethality, but transfers of fetal precursors can re-
constitute lymphoid cells in wild-type recipients, allowing
assessment of effects on the B lineage. Such studies have
shown that fewer mature follicular B cells are generated
in these mice, and B-1 (CD5+) B cells are completely elim-
inated (101–103). Similarly, the Oct binding factor, OBF-1,
also known as OCA-B and BOB-1, appears to function in
the maturation of newly formed B cells in the bone marrow
to become follicular B cells in the periphery, because inacti-
vation of this gene resulted in a significant deficit in mature
B cells (104–106). Both of these transcription factors have
been shown to regulate the follicular B cell chemokine re-
ceptor CXCR5, and this may explain at least part of the
defect (107). Curiously, unlike Oct-2 null mice, there was
reportedly no deficit in B-1 B cells in OBF-1 null mice. In-
terestingly, when the OBF-1 mutant mouse is crossed with
Bruton’s tyrosine kinase (Btk)–deficient mice, then there
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is a complete lack of peripheral B cell generation (108),
suggesting that this transcription factor may function in
the BCR-mediated selection of mature B cells.

Bone Marrow Developmental Stages

Functional Definition

Distinct stages of developing B lineage cells can be de-
lineated based on their capacity for growth under differ-
ent culture conditions. That is, the earliest precursors re-
quire cell contact with the stromal microenvironment, in
addition to specific cytokines, notably IL-7 (95,109). This
stromal cell/precursor adhesive interaction is mediated, at
least in part, by binding of VLA-4 to ICAM-1 (110,111).
Later stage cells do not require cell contact, but maintain
a need for cytokines (112,113). Both cell types can undergo
considerable cell proliferation in culture. Interestingly, the
difference between cell contact requirement and indepen-
dence is linked to the expression of heavy chain protein
(112,114). A population of cytoplasmic heavy chain ex-
pressing B lineage cells later than either of these, the so-
called late or small pre-B cells, does not proliferate in cul-
ture. These cells likely require different culture conditions
for survival, as they usually do not persist for extended pe-
riods, but rather die with a half-life of less than 24 hours,
unless protected from apoptosis by a Bcl-2 transgene (115).

Phenotypic Definition

Further clarification of the heterogeneity in bone mar-
row can be achieved by analysis using fluorescent staining
reagents and either microscopic or flow cytometric analy-
sis. For example, the earliest determination that there were
both heavy chain surface-positive B cell and cytoplasmic-
positive pre-B cells was through microscopic examina-
tion using anti-Ig staining (116,117). Later studies in mice

showed that there were specific surface proteins or “mark-
ers” that could be useful in identifying these populations,
notably a restricted isoform (CD45Ra) of the common
leukocyte antigen, CD45 (118). This largely B lineage–
restricted 200 kDa molecular mass isoform is often re-
ferred to as B220. Some highly B lineage–restricted mon-
oclonal antibodies, such as RA3-6B2, recognize a specific
glycosylation of the CD45Ra isoform (119). However, as
described earlier, even highly specific antibodies such as
6B2 may also recognize other cell types, such as partic-
ular differentiation stages or subsets of NK or dendritic
cells.

The application of multiparameter/multicolor flow cy-
tometry and additional monoclonal antibodies specific for
other cell surface proteins differentially expressed during
B lineage development has facilitated delineation of mul-
tiple additional intermediate stages in this pathway (113).
For example, the B220+ population in bone marrow can be
further fractionated into an earlier subset expressing CD43
(about 3% to 5% of marrow cells) and a later fraction with
much lower CD43 expression (20% to 30% of marrow).
The precursor/progeny relationship of cells in these two
fractions can be readily demonstrated by short-term cul-
ture, with CD43+ cells giving rise to CD43− cells. These
two populations can be further sub-fractionated based
on additional developmentally regulated surface proteins,
such as CD24/HSA (heat stable antigen), BP-1 (a zinc-
dependent cell surface metallopeptidase also known as
aminopeptidase A [120] ), and the surface Ig molecules IgM
and IgD (113). This is shown in Figure 7.5. Again, these
cell populations can be isolated and short-term culture
used to determine their order in the pathway. Alternative
approaches based on other developmental markers can
be correlated with this framework of cell stages, notably
the system developed by Melchers’ group using expres-
sion of CD45R/B220, CD19, c-KIT, and the IL-2 receptor

FIGURE 7.5 Flow cytometry approach for analyzing different stages of CD19+ B cell develop-
ment in mouse bone marrow. Note that the antibody used for CD24/HSA staining, 30F1, is impor-
tant, as other monoclonal antibodies that recognize HSA do not resolve high from low-level expres-
sion as well. The cells expressing low levels of CD24/HSA, labeled “A,” are CD19− and enriched for
very early B lineage precursors, but also contaminated by other cell types that can be detected by
staining for AA4, NK1.1, DX5, and Ly6c; early B lineage precursors are AA4+NK1.1−DX5−Ly6c−.
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FIGURE 7.6 Diagram of distinct phenotypic stages and characterization of TdT, biphasic Rag
expression, Ig-α/β, and surrogate light chain (SLC) expression. Genes characteristic of myeloid
and T cell lineage are also shown. The cell type descriptions are cross-referenced to the alpha-
betic phenotypic fraction nomenclature and also to the Basel nomenclature. The early lymphoid
progenitor (ELP) population is identified by activation of the Rag-1 locus in a GFP reporter mouse.

alpha chain (121). A diagram summarizing this type of
phenotypic subdivision and relating different nomencla-
tures is shown in Figure 7.6.

Culture Systems and Critical
Microenvironmental Interactions

The combination of phenotypic characterization coupled
with analysis of growth and differentiation in culture has
provided a very powerful approach for the further under-
standing of B cell development, as employed by many dif-
ferent investigators. Bone marrow cultures developed by

Whitlock and Witte (122,123,124) and fetal liver cultures
developed by Melchers’ group (125,126) have allowed de-
termination of the critical cytokines and some of the cell
adhesion molecules important in the in vivo development
of these cells. Many of these are summarized in Table 7.1. A
typical B lineage colony proliferating on S17 stromal cells
in the presence of IL-7 is shown in Figure 7.7.

Survival and growth of the earliest stages of develop-
ing B lineage cells require cell contact with nonlymphoid-
adherent cells that can be isolated from bone marrow, cells
referred to generically as stromal cells. A number of lines

◗ TABLE 7.1 Regulators of Growth of Early B Lineage Cells

Mediator Effect Reference

IL-7 Stimulates CLP and B precursor proliferation 95, 132, 133, 523
TSLP Alternate IL-7–like cytokine 140, 141
IGF-1 Stimulates accumulation of cμ+ cells in culture 168
FLT-3/FLK2-L Critical for earliest stages of B lineage development 151, 155, 524, 525
c-KIT-L Synergizes in IL-7–induced proliferation 26, 149
IL-3 Substitute for IL-7–in proliferation of pre-B clones 159
CXCL12/CXCR4 Crucial chemokine interaction for early B-lineage precursors 177, 179, 181, 182
Hemokinin Novel regulator of B lymphopoiesis 170
VLA4/VCAM-1 Adhesive interaction; antibodies to either block B

lymphopoiesis
110, 111, 526

CD44/hyaluronate Adhesive interaction; mediates association of B
lineage/stromal cells

128, 130

TGF-β Inhibits proliferation stimulated by IL-7 95
Sex steroids Decrease B lineage precursors in bone marrow 527, 528
Growth hormones Required for normal B lymphopoiesis 171, 172, 529
TLRs Innate immune system regulation 173



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-07 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 9:39

246 Chapter 7

FIGURE 7.7 Photomicrographs of B lineage colony proliferat-
ing on S17 stromal layer (in the well of a 96 well microplate)
in the presence of IL-7. Day 10 colony derived from a single Fr.
A phenotype (Figure 7.3A) cell. Low- and high-power views. All
of these cells now express CD19 and many have progressed to
BP-1+.

have been derived from primary cultures of bone marrow
adherent cells and characterized in terms of their capac-
ity to support B lymphopoiesis in vitro (127). This work
has led to the discovery of adhesion molecules that play
important roles in mediating the organization of clusters
of developing B lineage cells on stromal layers, including
CD44 interacting with hyaluronate and VLA-4 interacting
with VCAM-1 (110,111,128,129). Both of these interactions
could be disrupted by addition of blocking antibodies to
CD44 and VLA-4 on B cell precursors, resulting in a disrup-
tion of normal pre-B proliferation in vitro (130). Such ad-
hesion interactions may serve to transmit signals directly
to the stromal cells or B precursors or both. There is some
evidence that stromal cells are induced to elaborate spe-
cific growth mediators after interaction with B cell precur-
sors or soluble regulators (131).

Another function of the stromal cells is to produce
growth factors critical to B lineage survival, proliferation,
and differentiation, and the most important of these for
mouse B cell development is IL-7 (95,109,132,133). IL-7

promotes the survival and proliferation of pro-B and pre-
B stage cells, both in vivo and in vitro (134,135). Neu-
tralizing antibody to IL-7 can block B cell development
in vitro (113), and IL-7 expressed as a transgene can
deregulate normal B cell development, leading to B cell
lymphadenopathy (136). The IL-7 receptor consists of
a unique IL-7Rα chain (137) paired with the common
gamma chain (γ c) that is also found in the receptors for
IL-2, IL-4, IL-9, IL-15, and IL-21 (138). IL-7Rα null mice
have a severe deficit of both B and T cells in the periphery
and lack most B lineage cells in bone marrow (139). Mice
with targeted inactivation of the γ c or IL-7 do have some B
lineage development, suggesting an alternate cytokine, and
this appears to be TSLP. This protein was first identified as
a pre-B cell growth factor produced by a thymic stromal
line (140) and shows some of the same effects in culture
as IL-7, although possibly inducing less proliferation and
more differentiation (141). Its receptor has been cloned
and requires the IL-7Rα chain for function (142). It shares
both sequence homology and genomic exon organization
with the common gamma chain (143). Signaling through
the IL-7 receptor requires JAK3 and activates the tran-
scription factor STAT5, whereas signaling through TSLP
is JAK3 independent, but also activates STAT5 (141,144).
Unexpectedly, the growth response to TSLP requires syn-
ergy with the pre-BCR in bone marrow, but not in fetal
liver (145), leading some to propose that this might be a
marker for distinctive B-1 B cell development in bone mar-
row (146).

The earliest precursors in the B lineage pathway,
probably including cells that are not B lineage com-
mitted but that can efficiently give rise to B cells in
a short time in vitro, have receptors for SCF/c-KIT-
ligand (26,27,147,148,149,150) and FLK2/FLT3-ligand
(151–154,155). Thus, the most permissive cultures for ex-
panding precursors of B lineage cells will include these
cytokines, in addition to IL-7 and a stromal adherent cell
layer, such as S17 (156,157,158). IL-3 has also occasion-
ally been suggested as playing a support role for pre-B
cells in vitro (159), although its role in vivo may be at a
much earlier stage. Although culture conditions have been
reported that can support B lineage development in the
absence of stromal cells (160,161), the clear-cut alteration
of contact dependence prior and post–heavy chain expres-
sion (112,113,114,162,163) argues that the most physiolog-
ical model for early B lineage growth will include stromal
cells. Besides providing important cell–cell contacts that
may signal survival, proliferation, and differentiation, it is
also likely that stromal cells bind at least some cytokines
to their surface, providing higher local concentrations to
the clusters of B lineage precursors that adhere (164,165).

B lineage development may be modified by exposure
to hormones and considerable interest has focused on sex
steroids released during pregnancy that serve to depress
B lymphopoiesis, particularly the pre-B cell pool (166).
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This may be important to avoid autoimmune responses
by the mother, but could have negative consequences due
to possible transient immunodeficiency. Interestingly, fetal
B lymphopoiesis is not similarly depressed, due to the ab-
sence of hormone receptors on fetal B lineage cells (167).
Insulinlike growth factor (IGF-1) has been reported to po-
tentiate progression in vitro to the cμ+ stage (168,169),
and more recently, there is a report of a bioactive peptide, a
type of tachykinin, that synergizes with IL-7 to enhance the
growth of IL-7 dependent cultures (170). Besides IGF-1,
other pituitary hormones, thyroxine and growth hormone
(GH) have effects on B lymphopoiesis (171). For exam-
ple, thyroxine treatment can restore normal B cell devel-
opment in dwarf Pit-1 mutant mice with deficient pituitary
function (172). Recent work has highlighted the effect that
activation of Toll-like receptors during infection may have
on altering development (173). Thus, it is likely that more
detail remains to be filled in to complete our picture of
the growth requirements and modulating influences of B
lineage cells in mouse bone marrow.

Another function of cell–cell interaction is cell fate de-
termination during the lineage commitment stage, very
early in development of B lineage cells. The Notch sig-
naling pathway is implicated in cell fate determination in
invertebrates and more recently has been shown to func-
tion in lymphoid lineage specification (45,72,174). Notch
family transmembrane receptors regulate transcription by
being cleaved upon ligand binding to release an intracel-
lular cytoplasmic domain that translocates to the nucleus
where it interacts with the transcriptional repressor CSL
(175). Recent studies have shown that Notch1 can play
a pivotal role in commitment of common lymphoid pro-
genitors to the T cell lineage (72). That is, expression of
Notch1 by retroviral transduction has been shown to redi-
rect B lineage differentiation in bone marrow along the
T lineage. Further, a reciprocal result was found in condi-
tional Notch1 null mice, blocking T cell development in the
thymus, to be replaced by B cell development (92). Finally,
altering the Notch1 modifier, Lunatic Fringe, by overex-
pressing this molecule under regulation of an lck promoter
resulted in B cell development in the thymus (76). Differ-
entiation of lymphoid precursors to NK or dendritic cell
lineages was unaffected in Notch1 null CLP cells, so Notch
apparently affects only the B/T lineage decision.

Role of Chemokines in Migration
of B Cell Precursors

One of the most distinctive features of B cell development
in bone marrow is the migration of developing precur-
sors from early stages nearest the bone endosteum layer
to latter stages progressively closer to the central arteri-
ole, where they will eventually exit (176). This migration
is likely due to differential expression of specific adhe-
sion molecules and also to expression of chemokine re-

ceptors. Analysis of B cell migration has identified a crit-
ical chemokine that is important in this process, SDF-1,
now known as CXCL12 (177,178), and its receptor CXCR4
(179). CXCL12 is expressed by fetal liver and bone mar-
row stromal cells, while CXCR4 is found on hematopoi-
etic precursors and B cell progenitors (180). Deletion of
either the receptor or ligand results in severely impaired
B lymphopoiesis (181,182,183). Interestingly, the critical
defect appears to be failure to retain precursors in the pri-
mary lymphoid organ, as progenitors and precursors can
be found in the blood of mutant mice (184).

Gene Expression and Ig Rearrangement
(Figure 7.8)

In addition to delineation of developmental stages based
on changes in protein surface expression, B lineage cells
can also be characterized for expression of internal pro-
teins related to critical processes in their progression along
this pathway, specifically those related to rearrangement
and expression of the B cell antigen receptor. Thus, ex-
pression of μ heavy chain constant region, prior to Ig re-
arrangement, from a cryptic promoter generates a “sterile
transcript” that likely reflects an open chromatin structure
important for the onset of rearrangement (185–187), and
so analysis of sterile μ expression can be used to inves-
tigate very early stages of B cell development. Classical
Northern analysis can be done with transformed lines, but
much work analyzing RNA levels in B lineage cell frac-
tions, whether directly isolated or cultured, has depended
on PCR amplification of cDNA (38). For example, using
this approach, sterile μ can be detected in a very early
fraction of B220+CD43+CD19− (Fr. A) cells. Expression of
the recombinase activating genes Rag-1 and Rag-2, that to-
gether make the double-strand breaks in DNA required for
Ig rearrangement (188,189,190), also occurs in Fr. A stage
cells, which also have high levels of TdT, the enzyme re-
sponsible for adding nontemplated nucleotides at the D-J
and V-D junctions of the heavy chain (12,191).

The extent of heavy chain or light chain rearrange-
ment can be quantitated, either in bulk-isolated popula-
tions (113) or in individual cells (121,192,193). At the heavy
chain locus, D-J rearrangement occurs prior to V-DJ rear-
rangement, and cells with extensive D-J but little V-DJ re-
arrangement can be detected at the B220+CD43+CD19−

(Fr. A) stage, where Rag-1/2 and TdT are strongly expressed
(44). V-DJ rearrangements are readily detected in the abun-
dant B220+CD43− (Fr. D) stage small pre-B cells, although
productive rearrangement has already completed by the
large pre–B (Fr. C-prime) stage (discussed later). Single
cell sequence analysis of rearrangements in Fr. C stage
cells shows a large proportion with nonproductive rear-
rangements on both chromosomes, suggesting that this
may represent a dead-end fraction (192). Some light chain
rearrangement is detectable in early stage B220+CD43+
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FIGURE 7.8 A: Profiles of Ig rearrangement-related gene expression. Cells isolated using frac-
tionation scheme in Figure 7.3 for MLP and Fr. A; in Figure 7.5 for Fr. B through Fr. F. Relative
mRNA levels assessed by performing semiquantitative RT-PCR using limited numbers of cycles,
blotting, then probing and quantitating the probe signal. Note the biphasic expression of Rag
genes and the early expression of sterile μ (labeled μ0) during the first wave, where heavy chain
rearranges, and the up-regulation of sterile kappa transcripts (κ0) during the second Rag wave,
when most light chain rearrangement takes place. B: Single cell PCR analysis of Ig heavy chain
rearrangement in four early stages of developing B lineage cells. DNA prepared from individual
cells isolated following the scheme shown in Figure 7.3 was divided into two aliquots and ana-
lyzed for retention of a DNA segment lost upon any DJ rearrangement (labeled GL, germline) and
also for DJ rearrangement. Note that DJ rearrangement initiates at the CLP stage, where 30% to
50% of cells show a rearrangement.

(Fr. B) cells, and this is consistent with the observation that
low-level kappa light chain rearrangement is detectable in
bone marrow of mice where μ heavy chain has been crip-
pled by deletion of the membrane exon (194). However,
much higher levels of kappa rearrangement can be de-
tected in B220+CD43− (Fr. D) stage cells, consistent with
the finding of sterile kappa mRNA increase just prior to
this stage likely induced by pre-BCR signaling (discussed
later).

Role of Ig Heavy Chain and the pre-BCR

Careful analysis of SCID mouse (195) bone marrow re-
vealed the presence of a population of B220+ cells, all with
a very early CD43+ phenotype, suggesting a block in B cell
development at this stage (196). SCID mice have a defect in
the catalytic subunit of the DNA-dependent protein kinase
DNA-PKcs (197,198), and as a result B linage cells in these
mice are very ineffective at completing even initial DJ rear-
rangements at the heavy chain locus. This block could be
overcome by introduction of an Ig heavy chain transgene,
supporting the model of a critical role for μ protein in pro-
gressing past an early developmental checkpoint (199). An
early gene targeting experiment eliminated the membrane

exon of μ heavy chain (μ-mt), and such mice also showed
a block at this stage (200,201).

μ heavy chain can be shown in coimmunoprecipita-
tion experiments to associate with a set of B cell–specific
peptides at the early pre-B cell stage (202), and this com-
plex is referred to as the pre-BCR, or pre-B cell receptor.
It seems clear that this complex mediates a type of sig-
naling function, analogous to the BCR in mature B cells.
Prior to light chain expression, two peptides known as λ5
and VpreB, originally isolated as B lineage–specific cDNAs
(203,204), associate with heavy chain. λ5 shows homol-
ogy to a lambda-constant region, and VpreB is so-termed
because it has homology to a variable region domain, so
together these peptides constitute a pseudo- or surrogate
light chain (SLC). The critical role of λ5 was demonstrated
unambiguously in gene-targeted mice, where B cell devel-
opment was blocked at the B220+CD43+ stage (205). The
production of some mature cells that accumulate in this
mutant is likely due to early kappa rearrangement, with
light chain substituting for SLC, as demonstrated in light
chain transgenic experiments (206).

μ heavy chain has a very short cytoplasmic region con-
sisting of only three amino acids, and an important find-
ing has been that signal transduction through the BCR
is mediated by accessory peptides, similar to the CD3
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FIGURE 7.9 A: Western blot
of Ig μ heavy chain expression
showing high-level expression in
Fr. C-prime. B: Cell cycle analy-
sis of individual fractions shows
most cells in Fr. C-prime are cy-
cling. Propidium iodide staining
of permeabilized sorted cells al-
lows determination of DNA con-
tent per cell using flow cytom-
etry. C: Block in B cell devel-
opment in Rag-1–deficient mice
can be overcome by introduction
of an Ig μ heavy chain transgene.

components of the T cell receptor, known as Ig-α and Ig-β
(207,208,209,210). As predicted by the pre-BCR signaling
developmental checkpoint hypothesis, inactivation of Ig-β
(211) results in a block at the B220+CD43+ stage in mouse
bone marrow, similar to the μ-mt and λ5 null mice. Fi-
nally, the syc tyrosine kinase plays a critical role in trans-
ducing BCR cross-linking signals in mature B cells, and
inactivation of this gene results in a “leaky” block at this
same stage (212,213). Thus, any mutation that affects
this pre-BCR complex (see the following section and Fig-
ure 7.10a) precludes efficient progression past the earliest
stages of B cell development.

Careful examination of B cell development in normal
mice shows that heavy chain is first expressed in a late
fraction of B220+CD43+ stage cells, termed Fr. C-prime
(Figure 7.9a). This fraction is also interesting because it
shows a much higher proportion of cells in cycle (revealed
by a high frequency of cells with greater than 2N DNA
content; Figure 7.9b), compared with any other B220+

stage in bone marrow (113). Mice unable to assemble a
pre-BCR, due to inability to rearrange heavy chain (Rag-1
null) show a block in development at the CD43+ stage that
can be complemented by introduction of a functionally re-
arranged μ heavy chain as a transgene ([163] Figure 7.9c).
Analysis of several types of pre-BCR defective mutant mice
shows a complete absence of Fr. C-prime stage cells, sug-
gesting that pre-BCR signaling results in the up-regulation
of CD24/HSA and also entry into rapid cell proliferation.

Thus, a model of pre-BCR function is that it signals the
clonal expansion phase of pre-B cell development, ampli-
fying cells with in-frame VDJ rearrangements capable of
making heavy chain protein.

The precise nature of pre-BCR signaling remains to
be completely understood. An early model suggested that
crosslinking of heavy chain was mediated through interac-
tion of SLC with a bone marrow–expressed ligand. How-
ever, subsequent experiments showed that normal light
chain could substitute for SLC and that even a VH trun-
cated μ heavy chain could mediate progression past this
stage. Further, intensive searches for the putative ligand
over a 10-year period have been fruitless, leading to the
model that pre-BCR signaling is more akin to “tonic” sig-
naling in mature B cells (214,215,216). That is, simple as-
sembly of the complex (or possibly some degree of multi-
merization fostered by the self-aggregating nature of SLC
[217]) probably is sufficient for the cell to pass this develop-
mental checkpoint (Figure 7.10b). One clear-cut finding is
that pre-BCR signaling in a transformed pro-B cell model
system can occur in the absence of any additional cell type,
suggesting that if a ligand exists, it must be expressed on
B lineage cells, rather than stromal cells (218).

Mutations in other molecules in the pre-BCR signal-
ing pathway have been shown to affect B cell development
and pre-B cell clonal expansion. While the Btk mutation is
less severe in mouse than in human, there nevertheless is
an alteration in pre-B cell expansion in Btk-deficient mice
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FIGURE 7.10 A: Diagram of the pre-BCR, μ heavy chain with
surrogate light chain (λ5 and VpreB) in place of conventional
light chain. As in the BCR, Ig-α and Ig-β serve to couple sig-
nals between the receptor and cytoplasmic components, such
as BLNK and syk. Starred m transmembrane residues are im-
portant in mediating interaction with Ig-α/Ig-β, as mutation of
these diminishes BCR function. B: Clonal expansion mediated
by pre-BCR assembly. Association of newly generated μ heavy
chain with preexisting surrogate light chain leads to a burst of
proliferation at the pre-B stage.

(219). Also, xid B cells (deficient in Btk) have been reported
to proliferate more in stromal cell cultures, possibly due
to decreased differentiation to later nonproliferative stages
(220,221). The role of Btk is thought to modulate BCR sig-
naling strength (222), and this is probably also the case for
pre-BCR signaling, allowing only strongly signaling pre-
BCRs to progress in the mutant mice. BLNK serves to link
the pre-BCR to the syk kinase, critical in BCR signaling
(223,224). Mutant mice lacking BLNK show a partial block
in B cell development at the pro-B to pre-B transition (225).
Curiously, while pre-BCR signaling is thought to mediate
allelic exclusion (expression of a single heavy chain allele),
this remains intact in BLNK-deficient mice (226). Syk defi-
cient mice show a more severe block at the pro-B to pre-B
transition and a lack of allelic exclusion (212,213,226).

Outcomes of pre-BCR signaling, in addition to pre-B
proliferation, are down-regulation of the Rag genes (227),
down-regulation of TdT (218), and transcriptional activa-
tion of the kappa locus, detected as up-regulation of sterile
kappa transcripts (228). A control element for regulating
Rag expression has been identified (229,230). Extinction
of recombinase activity is probably important for chro-
mosomal stability during the clonal burst period of B cell
development (231,232,233) and is also at least a part of the
mechanism that assures allelic exclusion, the expression of
a single heavy chain by any given B cell (234). There is ev-
idence that pre-BCR selection requires low levels of IL-7

(235) and probably occurs naturally as the developing pre-
cursors migrate through different stromal cell microenvi-
ronments in bone marrow.

The function of the pre-BCR may be more complex
than simply to sense whether an in-frame VDJ rearrange-
ment has occurred. This possibility is suggested by the ob-
servation that heavy chains with different VDJ segments
vary in their capacity to assembly with SLC components
(236,237–239). V regions are classified into families based
on sequence homology and many members of two of these
families, the 7183 and Q52, appear to frequently gener-
ate heavy chains that assemble poorly with surrogate light
chain (238). A consequence of this will likely be poor pre-
BCR signaling and little clonal expansion, so such cells
will become under-represented at later stages of B cell de-
velopment relative to cells containing heavy chains that
signal effectively. One explanation of the reason for this
SLC assembly-mediated clonal expansion is that it serves
a quality-control function to test heavy chain V regions
for their potential to fold with real Ig light chain, a criti-
cal requirement if the cell is to express a complete BCR.
An alternative (not necessarily mutually exclusive) expla-
nation is that making pre-B cell proliferation dependent
on pre-BCR expression provides a simple mechanism for
regulating the extent of clonal expansion, since an imme-
diate consequence of pre-BCR signaling is to terminate
SLC expression. Thereafter, SLC protein levels decay and
are diluted by cell division, so that after several rounds
of proliferation, pre-BCR levels will decrease to below
the threshold required to provide the signal to maintain
the cell in cycle. Figure 7.11 illustrates a model for bone
marrow B cell development, showing the pre-BCR check-
point.

One of the most striking examples of pre-BCR selection
is seen with the D-proximal VH gene, VH81X, where early
precursors show biased over-utilization, due to preferen-
tial rearrangement of this VH gene (11,240,241). VH81X
had also been identified as frequently rearranged in Abel-
son virus transformed pre-B cells (242), even though it
was rarely seen in the mature B cell compartment. The
demonstration of the decrease in representation of cells
with VH81X rearrangements at the pre-B clonal expansion
phase in bone marrow (243,244), together with the demon-
stration that heavy chains utilizing VH81X frequently fail
to assemble functional pre-BCRs (236,237,245), explained
this paradox. However, it is still curious that the most fre-
quently rearranged VH gene is so strongly selected against
at the clonal expansion stage. A possible explanation may
lie in comparisons of VH utilization during fetal develop-
ment. That is, in contrast with bone marrow precursor cul-
tures, the ratio of productive/nonproductive VH81X does
not decrease during cultures of fetal precursors (246,247).
Further, the proliferative burst that pre-BCR assembly pro-
vides to bone marrow pre-B cells may instead result in
exit from cell cycle in fetal precursors (239), leading to
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FIGURE 7.11 Model of mouse bone marrow
B cell development showing relationship of Ig
rearrangement with progression and prolifer-
ation.

selection of very different BCR repertoires during fetal and
adult B lymphopoiesis. The possible significance of this is
discussed below in the section on B-1 B cells.

Light Chain Rearrangement and Generation
of Immature B Cells

Besides termination of TdT and SLC gene expression, pre-
BCR signaling also results in the down-regulation of Rag-1
and Rag-2 expression, and protein levels rapidly drop as
cells enter the rapidly cycling stage. However, as pre-BCR
levels decrease and cells exit from cycle, the Rag genes
are reexpressed at high levels. Sterile kappa transcripts
become detectable during the cycling stage, likely reflect-
ing chromatin remodeling to make the kappa light chain
locus accessible (228), so induction of Rag expression to-
gether with the rest of the recombinase machinery will
initiate kappa light chain V to J rearrangement. An inter-
esting feature of the Vκ locus is that the approximately
100 genes are in both transcriptional orientations, and so
these genes can rearrange either by deletion (generating an
extrachromosomal excision circle) or by inversion (248).
The absence of intervening D segments also means that
it is possible for upstream V kappa genes to rearrange to
downstream J kappa segments, “leap-frogging” the initial
rearrangement, assuming it was to any Jκ other than Jκ5.
The successive association of different kappa chains with
the same heavy chain in a B cell is referred to as BCR
“editing” and was originally observed in the context of au-
toreactivity, which maintains Rag expression even at the B
cell stage ([249,250]; see the following section on B cell tol-
erance). Since assembly and expression of a complete BCR
(that is not self-reactive) terminates Rag expression, an ad-
ditional reason for light chain editing in the bone marrow
may be to replace an initial light chain that fails to assem-
ble effectively with the particular heavy chain present in

that pre-B cell. This is probably the explanation for mul-
tiple light chain rearrangements detected in single early B
lineage cells (251).

Newly formed B cells can be distinguished from mature
B cells on the basis of their inability to proliferate in re-
sponse to BCR cross-linking—that is, they are functionally
immature. This is also the stage where negative selection is
reported in transgenic models of autoreactivity (252,253).
Cells at this stage have a short half-life, only a few days,
compared to mature follicular B cells with a half-life mea-
sured in months. They can be distinguished by surface phe-
notype from other B cells based on expression of certain
combinations of markers, such as IgM+IgD−, absence of
CD23, and high-level expression of CD24/HSA (254). Re-
cently, there are reports of single markers that are useful in
distinguishing newly formed cells from any mature subset,
such as the molecules recognized by monoclonal antibod-
ies 493 (255) and AA4.1 (256). The AA4.1 target molecule
has been cloned and identified as the mouse ortholog of a
component of the human C1q receptor (257).

Cells similar to newly formed B cells can be generated to
varying extent during stromal cell culture of B cell precur-
sors, although the more primitive cycling pre-B or pro-B
cells are usually more abundant and tend to increase in
frequency with prolonged culture. It is possible to induce
differentiation of B cells in these cultures by withdraw-
ing IL-7, which induces a wave of small pre-B and then
newly formed B cell generation. Such cells do not persist
for more than a day, unless the cultures are established
from Bcl-2 transgenic mice (115), suggesting that the short
half-life of newly formed cells in these cultures, and pos-
sibly also in vivo, is due to their low level of antiapoptotic
mediators. Both Bcl-2 and Bcl-XL mRNA are present at
only very low levels in these cells, in contrast with other
B lineage stages where either one or the other predomi-
nates. Over-expression of Bcl-XL from a transgene results
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in accumulation of a population of pro-B phenotype cells
with nonfunctional rearrangements (258), implicating this
protein in the process of pre-BCR selection of cells with
functional rearrangements.

Peripheral Maturation Stages and
Functional Subsets

Transitional B Cells

Newly formed immature B cells migrate to the spleen
where they either die or undergo further maturation to
a mature B cell. These maturing B cells can be subdi-
vided based on differential expression of several surface
proteins, including CD21, CD23, CD24/HSA, and AA4.1.
These subdivisions have been referred to as transitional B
cells (259). One recent subdivision based on CD21, CD23,
AA4.1, and IgM level has shown progression from an
AA4.1+CD21−CD23− T1 stage to an AA4.1+CD21−CD23+

T2 stage, followed by down-regulation of IgM as a T3 stage,

and finally loss of AA4.1 with up-regulation of CD21 to
yield the mature follicular phenotype (256). As shown in
Figure 7.12, this approach also resolves two AA4.1− sub-
sets that lack CD23, the B-1 subset with low CD21 and
the marginal zone (MZ) subset with very high CD21 (see
following). The transitional stage cells are all short-lived,
as shown by bromodeoxyuridine incorporation (256,260).
They are also not functionally competent, as shown by
inability to proliferate after BCR cross-linking (254,261).
Another well-characterized functional distinction is that
B cell tolerance, rather than an immune response, is in-
duced by BCR cross-linking of immature B cells (262–
264). More recent studies with transgenic models of self-
reactivity have shown that these B cells can be deleted,
undergo receptor editing, or are rendered functionally un-
responsive (anergic) by BCR signaling at the immature
stage (249,252,265–269). One group has suggested that the
“T3” stage is not an intermediate in production of follicu-
lar B cells, but rather a population of autoreactive anergic
cells (270), so clearly additional work needs to be done to

FIGURE 7.12 Flow cytometry approach for resolution of transitional (T1-T3) and mature (Fo,
B-1, MZ) populations of B cells in mouse spleen. Left panels show the distribution of AA4.1
and CD23 on B cells (defined as CD19+IgM+). Cell in the boxed regions are then analyzed for
correlated expression of CD21 and IgM, facilitating resolution of three AA4.1+ fractions (T1-T3),
the follicular subset (AA4.1−CD23+CD21+), the marginal zone subset (AA4.1−CD23−CD21++),
and the B-1 subset (AA4.1−CD23−CD21low).



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-07 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 9:39

B Lymphocyte Development and Biology 253

establish the identities of all the B cell subpopulations
present in spleen.

It is not simply the inability to receive T cell help due to
differences in microenvironment or receptor expression
that makes immature B cells incapable of responding as
mature B cells. Crosslinking the BCR on purified popula-
tions of immature, but not mature, B cells has been shown
to induce apoptosis, suggesting distinctions in the signal-
ing pathways between these two stages (271,272). Studies
with transgenic mice suggest that this apoptosis is not me-
diated through the Fas/Fas-ligand pathway, because cen-
tral deletion is intact in Fas-mutant mice (273,274). Prior
to induction of apoptosis, immature B cells have been
shown to complete some of the early events associated with
entry into cell cycle, while failing to complete this program
(275). Distinct stages in maturation appear more or less
capable of responding to BCR cross-linking by reinduc-
tion (or maintenance) of Rags to facilitate receptor editing
(253). Further, it appears that immature B cells are more
sensitive to smaller changes in intracellular free calcium,
compared to mature B cells (276). It is possible that the
capacity to up-regulate antiapoptotic molecules, such as
A1, may play a critical role in the inability of immature B
cells to survive and complete a normal response (277,278).
The characterization of signaling pathways in different im-
mature stages of developing B cells is ongoing and should
eventually provide insights into the detailed mechanism
for immature B cell tolerance.

Analyses of various normally occurring or engineered
mutant mice have provided approaches for investigation
of the process of progressing from a newly formed B cell
to a mature follicular B cell. B cell populations and B
cell function has been studied for many years in CBA/N
mice, bearing the x-linked immunodeficiency (xid) mu-
tation. This mouse has a mutation in the Btk gene that
produces a milder phenotype than the complete absence
of peripheral B cells seen in humans. The Btk gene likely
plays a role at several stages of B cell development and
activation which complicates the analysis, but it appears
clear that one major consequence is altered BCR signal-
ing that has a profound effect on progression through
the various transitional stages in spleen. A likely conse-
quence of diminished strength of BCR signaling is a com-
pensatory requirement for higher surface BCR expression
that eventually produces at decreased frequency a type
of “mature” B cell that is still functionally handicapped
(279,280). Several groups have produced xid mice on a
nu/nu T cell–less background that results in a more pro-
found absence of mature B cells, suggesting a requirement
for T cells or T cell–produced factors in the maturation
of xid B cells (281,282). A more recent variation of this
type of investigation is the production of xid/CD40 defi-
cient mice that show a similar deficit in mature B cells,
suggesting a role for the CD40/CD40L interaction in the
generation of mature B cells from transitional B cells, par-

ticularly when the BCR is handicapped by defective Btk
(283).

Lyn is a src family protein kinase that is associated with
the BCR and functions in signaling in mature B cells (284).
Lyn-deficient mice exhibit defects in maturation of imma-
ture cells, suggesting a positive role for BCR/Lyn signaling
at this stage, but these mice also develop a severe autoim-
mune condition, suggesting an additional negative regu-
latory role for Lyn in maintaining tolerance in mature B
cells (285,286).

CD72 is a predominantly B lineage restricted C-type
lectin, and ligating this molecule was recognized for many
years (when it was known as Lyb2) as having functional
consequences (287). Recent analyses of a CD72 null mouse
has clarified its function in B cell development and activa-
tion (288). CD72 has been shown to recruit SHP-1 to the
BCR, supporting a negative regulatory role in BCR acti-
vation (289). Consistent with this model for CD72 func-
tion, null gene-targeted mice have been shown to produce
B cells that are hyper-responsive (288). Interestingly, late
stages of B cell development are affected, with fewer ma-
ture B cells and relatively normal numbers of immature B
cells in spleen (288). Thus, too intense signaling may also
delay maturation of immature B cells.

Follicular B Cells

The major population of mature recirculating B cells in the
spleen is located in the B cell follicle region, hence the term
follicular B cells. Entry into this anatomical site appears
to constitute a final stage in maturation for developing
bone marrow B cells, as competition for this site is com-
promised in several transgenic models of B cell tolerance
(290,291,292,293). Cells in this compartment do not pro-
liferate, but persist in the resting state for several months.
A conditional knockout study, eliminating expression of
the BCR (by deleting the V region), revealed that expres-
sion of the BCR is required for cell survival (215,216). It
is not yet established whether this is due to “tonic signal-
ing” (simple assembly of the BCR signaling complex), or
instead reflects signaling by low-affinity binding to cross-
reactive self-determinants, a kind of “positive selection.”
It is interesting to note that ablation of heavy chain from
the immature B cell, thereby eliminating any possibility of
pre-BCR or BCR tonic signaling, results in a “reversion” of
cell phenotype to an earlier developmental stage (294). Fi-
nally, the maintenance of follicular B cells has been found
to depend on the function of the c-Myb transcription fac-
tor, due to its role in BAFF signaling ([295] see following
section).

The repertoire of the follicular B cell pool appears to dif-
fer from the earlier immature splenic B cell population, as
assessed by sequence analysis of the light chain repertoire
in heavy chain transgenic mice (296). The approach of fix-
ing the heavy chain and then examining the light chain
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repertoire simplifies the analysis, and the results of this
study were interpreted to indicate that BCR-mediated anti-
gen selection is indeed operating. However, the resolution
of the analysis probably could not have rigorously excluded
populations known to show V gene biases, such as B-1 or
MZ B cells (see following sections), so further work will
be required to provide convincing evidence of antigenic
selection in the follicular B cell pool.

B Cell Migration and Maintenance

Newly formed B cells migrate from the bone marrow to
the spleen, undergo further maturation in the red pulp,
and eventually enter the follicle where they constitute the
mature B cell pool that recirculates. Their migration is
dependent on chemokines/receptor interactions, notably
the SLC(CCL21)/CCR7 interaction, as demonstrated by
the inability of mature B cells to be retained normally in
spleens of CCR7 null mice (297). The role of the CXCR5
receptor on B cells in homing to the lymphoid follicle due
a gradient of the B lymphocyte chemoattractant CXCL13
is also well known and additionally CXCL13 can directly
induce Ltα1β2 on the recruited cells (298). Finally, it is
also possible that the SDF1(CXCL12)/CXCR4 interaction,
critical for normal B lymphopoiesis, may also be impor-
tant at this later stage, although investigation of this issue
is complicated by the early defect. This is an ongoing area
of investigation and may eventually be clarified by devel-
opmentally regulated gene targeting studies.

Recently, considerable interest has focused on the role
of a TNF family member cytokine known variously as
BAFF, BLyS, TALL-1, zTNF4, or THANK in the process
of peripheral B cell maturation (299). BAFF is a TNF fam-
ily member found to enhance survival of B cells or even
produce autoimmunity in transgenic mice constitutively
expressing it (300,301). Initially two receptors defined for
BAFF, BCMA and TACI, provided a complex picture, as
targeted inactivation of BCMA yielded no B cell defect and
deletion of TACI had increased B cell numbers (suggest-
ing that TACI might be a negative regulator). This puzzle
was resolved by identification of a third receptor, BAFF-
R/BR3 (302,303), that was mutated in the A/WySnJ strain
of mice, known to lack most mature B cells (304). A sec-
ond ligand, APRIL, can bind to BCMA and TACI, but not
to BAFF/BR3, and this binding is proliferative rather than
survival-promoting (305). Thus, the critical interaction for
maintenance of follicular B cells is BAFF/BLyS with its re-
ceptor. B-1 cells are not deficient in A/WySnJ mice (304),
suggesting that their maintenance does not depend on this
pathway, but instead is more BCR-dependent.

B Cell Turnover

It is estimated that 10 million to 20 million B cells are
produced in bone marrow of the mouse each day (306),
yet it appears that only about 10% of this number reach

the periphery (260). Thus, there is considerable loss at this
bone marrow emigration stage/spleen entry stage, possibly
due to elimination of autoreactive cells (B cell tolerance)
or to homeostatic regulation. The latter possibility is sup-
ported by the observation that depletion of the mature B
cell population results in a relatively rapid recovery of this
pool, suggesting that most of the immature B cell popula-
tion can enter the mature follicular subset in this situation
(307).

Once functionally mature B cells are generated, it has
been difficult to unambiguously determine their half-life,
although accumulating data from several laboratories us-
ing bromodeoxyuridine labeling has led to the idea that
follicular B cells have a relatively long half-life, on the or-
der of months (260,308). A recent elegant study provided
definitive confirmation of this by conditional elimination
of Rag-2 expression, allowing termination of B cell devel-
opment in adult mice (309). This study showed that fol-
licular B cells have a half-life of about 4.5 months. This
same analysis showed that two other subsets of B cells,
B-1 and MZ B cells, did not diminish over time, consis-
tent with their well-known capacity for self-renewal and
life-long persistence.

Germinal Center B Cells

T cell dependent immune responses usually give rise to
anatomically distinctive structures in spleen and lymph
nodes that are referred to as germinal centers (GC) con-
taining large numbers of rapidly cycling B cells (310,311).
These cells can be recognized in stained sections of spleen
by binding of high levels of peanut agglutinin (PNA) and
by the absence of IgD (312,313). Many of the B cells with
this phenotype have down-regulated-BCL-2/upregulated-
Fas expression and, in the absence of strong BCR signaling,
will likely die by apoptosis (314,315,316,317). The termina-
tion of IgD expression means that surface BCR expression
decreases at least 10-fold and so limiting amounts of anti-
gen will favor the cells with increased affinity for antigen,
generated by a process termed somatic hypermutation, or
SHM. The molecular details of this mechanism are still un-
clear, but a major advance has been the recent discovery
that activation-induced cytidine deaminase (AID), a pu-
tative DNA or RNA-editing enzyme that can induce class
switch recombination in fibroblasts (318,319,320), is also
a key player in the process of hypermutation (321,322). In
fact, a third means for Ig gene diversification used in non-
mammalian species, V gene conversion, is also dependent
on AID (323,324).

A potential means for repertoire diversification in the
GC, distinct from SHM, has been suggested by the find-
ing that the Rag genes are induced in at least some GC
B cells (325–328). Receptor editing is a potential conse-
quence of this induction, but to date, it is unclear that
there is any physiological relevance for the induction of
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Rag in the periphery. Considering the important role that
the pre-BCR and BCR play in regulating Rag expression
in bone marrow development, it seems quite possible that
the reexpression of Rag may be a consequence of hyper-
mutation of the heavy or light chain (or both), resulting in
generation of nonfunctional receptor genes. This could oc-
cur either from truncation by stop codons or by less severe
alterations that result in an inability of Ig HL pairing. Con-
sistent with this notion, it appears that much of the Rag ex-
pression by GC B cells is coincident with apoptotic cells in
the GC (329). Recent Rag-reporter approaches have failed
to indicate significant Rag reinduction in mature B cells
(330,331). An alternative explanation for some peripheral
Rag expression may be an influx of immature cells into the
spleen induced as a consequence of immunization (332).

The precise mechanism of selection for higher affin-
ity B cells generated by hypermutation of the BCR V
regions remains to be fully understood, but regulation of
pro- and antiapoptotic genes likely plays a major role. B
cells able to bind antigen with high affinity can present
antigen to CD4+ T cells that then signal the B cell through
a CD40/CD40L interaction, resulting in the up-regulation
of Bcl-XL (314,315,316). Most GC B cells have sharply
down-regulated levels of Bcl-2 and up-regulated levels of
Fas (316,317), and so in the absence of rescue by expres-
sion of the alternative antiapoptotic mediator Bcl-XL, cell
death by apoptosis will be the fate of most B cells in the GC.
Careful regulation of selection is critical to affinity matura-
tion, and elimination of self-reactive cells that potentially
could be generated during this process must also occur
efficiently to avoid the potential of autoimmune disease.
This is an active area of investigation, and more players in
this selection process are continuing to be identified (333).

Memory B Cells

Memory B cells were initially defined functionally as cells
that could respond rapidly by production of high-affinity
antibody when challenged in a host reconstituted with
B cells and T cells from a primed animal (334–338,339).
Subsequently, such cells have been purified based on their
antigen-binding properties (340) and shown to consist pri-
marily of isotype-switched (IgG+) B cells that continue
to express CD45R/B220 and have distinctively lower lev-
els of cell surface BCR (341). They arise during the T
cell–dependent immune response, probably only from fol-
licular B cells, in the GC. They are very long-lived or
self-regenerating, as cell transfer assays have shown that
memory responses can be detected for long periods after
the primary immunization (341,342).

It is not clear whether all B cells are capable of giving
rise to memory B cells. Memory or “secondary” B cells
were originally described as expressing distinctively low
levels of CD24/HSA, recognized by the monoclonal anti-
body J11d (343). Some years later, fractionation of naı̈ve

spleen B cell precursors into J11dlow and J11dhigh subsets
in a spleen focus assay system showed that while rapid an-
tibody secretion derived from J11dhigh cells, memory came
largely from the J11dlow subset (344). Subsequent experi-
ments demonstrated that GCs (the sites where most mem-
ory B cells are generated) were only produced in cell trans-
fers of J11dlow B cells and not with J11dhigh or CD5+ B cells
(345). Considering the rapid Ig secretory response of B-1 B
cells and MZ B cells, both contained in the CD24/HSAhigh

fraction, and the fact that most other CD24/HSAhigh cells
are immature (transitional) B cells, likely to be highly sus-
ceptible to apoptosis, it seems quite reasonable that mem-
ory B cells would not be a major product of this fraction.
Rather, the most likely candidate for the memory B cell
precursor is the follicular B cell subset (Fo), which has vari-
able, but lower expression of CD24/HSA. Whether there is
heterogeneity for GC formation or memory B cell genera-
tion within the Fo population remains to be determined.

Whether the maintenance of memory requires periodic
restimulation by antigen has been a longstanding, contro-
versial issue. On the one hand, transfer of B cells and T
cells into irradiated recipients usually required simultane-
ous challenge with antigen to elicit the full response and
maintain B cell memory in recipients (346). Antigenic frag-
ments can persist for very extended periods on follicular
dendritic cells, very potent antigen-presenting cells, and
so in this model the memory B cells are periodically trig-
gered to self-renew by interaction with antigen on FDC.
However, on the other hand, memory B cells can be main-
tained in the apparent absence of T cells or FDCs (347,348).
Further, analysis by bromodeoxyuridine labeling of mem-
ory B cell populations showed that they were nondividing
(342). This issue has recently been addressed in elegant ex-
periments that used the inducible cre recombinase system
to switch the BCR on memory cells away from the immu-
nizing antigen (349). Such antigen-negative memory cells
still persisted for extended periods, clearly demonstrating
that this was a physiological property of the cell type, in-
dependent of the presence of antigen.

B-1 B Cells

B-1 B cells, initially described as Ly-1/CD5+ B cells, are dis-
tinguished from follicular B cells by phenotype, anatomi-
cal distribution, and function (23,350). The B-1 B cell phe-
notype encompasses both CD5+ and CD5− B cells that
are IgMhigh, IgDlow/−, CD23−, and CD43+. They constitute
a large proportion of the B cells found in the peritoneal
and pleural cavities (30% to 50% of B cells, around 106

cells), but are also found in spleen where they are present
at numerically similar levels, but constitute a much lower
proportion of the total B cell pool (2% of B cells, around
106 cells). The B-1 B cells in the peritoneal cavity are also
CD11b/Mac-1+, unlike those in spleen. They appear early
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in ontogeny, representing 30% or more of the B cells in
spleen of 1-week-old animals. They also have a distinctively
higher frequency of λ light chain usage compared to follic-
ular B cells (20% versus 5%). Also, unlike follicular B cells,
they maintain their population in adult animals largely by
self-renewal (possibly dependent on periodic stimulation
by self-antigen, discussed later), rather than by input from
precursor cells, as shown in cell transfer studies (351).

Perhaps the most distinctive feature of CD5+/B-1 B
cells is their enrichment of certain self-reactive speci-
ficities, notably for branched carbohydrates, glycolipids,
and glycoproteins, including phosphorylcholine, phos-
phatidylcholine (PtC), the Thy-1 glycoprotein, and bac-
terial cell wall constituents (352,353,354,355). These an-
tibodies, while autoantibodies, are not pathogenic, but
rather referred to as natural autoantibodies whose exis-
tence has been recognized in serum for several decades
(356–358). Their function is still under active investiga-
tion, but at least some natural autoantibodies are thought
to function in clearance of senescent cells or proteins and
to provide an initial immunity to common bacterial or vi-
ral pathogens, serving as a kind of “hard-wired” memory
B cell population (359,360,361,362).

Under physiologic conditions in normal mice, most of
the CD5+ B cells in the B-1 population (so called B-1a B
cells) arise from precursors in fetal liver, as cell transfer
studies showed many years ago that B cells with this phe-
notype were inefficiently generated from bone marrow pre-
cursors in adult mice, compared to fetal or neonatal pre-
cursors (363). This is very clearly shown by repopulation
of SCID mice by pro-B stage cells isolated from fetal liver
and adult bone marrow (Figure 7.13). Part of the reason
for this difference may be that novel BCRs are enriched by
distinctive mechanisms of fetal B lymphopoiesis, includ-
ing recombination in the absence of TdT (thereby favoring
rearrangement of certain D-J and V-D junctions possessing
short regions of homology [16]) and distinctive pre-BCR
selection (239,247,364). It is also possible, although not yet
tested, that the threshold for elimination of self-reactive B
cells at the newly formed stage may be less stringent during
fetal development. Forced expression of transgenic BCRs
cloned from CD5+ B cells can give rise to CD5+ B cells
from bone marrow of adult animals, but the physiological
relevance of this remains to be carefully assessed. The de-
velopment of B cells in bone marrow of such transgenic
mice often appears handicapped, and the precise reason
for this requires further study.

The development of B-1/CD5+ B cells is thought to be
more dependent on antigenic selection compared to fol-
licular B cells. This idea was first suggested by the finding
of particular specificities enriched in this population and
strengthened by the observation of repeated occurrences
of particular VH/VL pairs (365). Thus, for example, the
anti-PtC specificity is predominantly encoded by VH11Vκ9
and VH12Vκ4, utilizing two VH genes rarely found in con-

FIGURE 7.13 Generation of B cells in SCID mice shows the
distinctive phenotypes produced from fetal and adult pro-B cells.
Similar numbers of pro-B cells, isolated as in Figure 7.5, Fr. B/C,
were injected i.v. into sublethally irradiated adult SCID mice, then
recipients were analyzed 3 weeks later for spleen cell lymphocytes
by staining as shown in the figure.

ventional T-dependent immune responses (353,366). These
cells appear to participate in T-independent responses, but
in normal physiology may in fact provide an initial low-
affinity “first wave” response to many pathogens that even-
tually will also elicit a T-dependent response (362,367).

The observation of their self-reactive bias, their capac-
ity for self-renewal, and their restricted repertoire of dis-
tinctive BCRs all are consistent with an important role for
BCR–antigen interaction in generation and maintenance
of this population. This has been formally confirmed re-
cently by studying mice bearing a BCR transgene specific
for a glycosylation present only on the Thy-1 membrane
protein (368). In these mice, transgene-encoded serum
anti-Thy-1 autoantibody (354) was readily detected, and
there was a corresponding accumulation of a population
of CD5+ transgene BCR+ B cells in the peritoneal cavity.
Importantly, in Thy-1 null mice generated by gene target-
ing, neither serum autoantibody nor the B cell population
was found, demonstrating the critical role for antigen in
selection of this B cell population (369).

Consistent with the importance of antigen selection in
the generation and maintenance of these cells, this pop-
ulation is often severely affected in mice bearing muta-
tions that alter BCR signaling intensity. The loss of nega-
tive mediators such as PTP1C/SHP-1 in “motheaten” mice
(370), of CD72 that recruits this phosphatase (370), and
of the CD22 co-receptor (371,372), all result in an in-
creased frequency of B-1/CD5+ B cells relative to follic-
ular B cells. However, the loss of critical BCR signaling
components or positive mediators in this pathway such
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as an Ig-α tail mutant (373), Btk deficiency (in xid or btk
null mice [374,375]), CD19 null mice (376,377), CD21 null
mice (378), CD45 null mice (367), and vav null mice (379)
all negatively affect this B cell population. A further indi-
cation of a signal-dependent selection model is the accu-
mulation of B-1 type B cells with high-level expression of
a BCR surrogate, LMP2A, but only B-2 B cells and MZ B
cells with low level expression (380).

Marginal Zone B Cells

MZ B cells are localized in a distinct anatomical region
of the spleen that represents the major antigen-filtering
and scavenging area (by specialized macrophages resi-
dent there). It appears that they are preselected to express
a BCR repertoire similar to B-1 B cells, biased toward
bacterial cell wall constituents (381) and senescent self-
components (e.g., oxidized low density lipoprotein (LDL)
[382,383]). Similar to B-1 B cells, they respond very rapidly
to antigenic challenge, likely independently of T cells, but
participating in the early phase of T-dependent responses
(384,385,386). Uniquely, among all populations of B cells,
MZ B cells are dependent on Notch2 signaling for their
development (387,388).

There are similarities and differences in the cell sur-
face phenotype of MZ and B-1 B cells. Thus, they both are
IgM+++IgD−/+, CD23−, and CD9+ (389). However, while
B-1/CD5+ B cells express CD5 and CD43, MZ B cells do not,
and MZ B cells express distinctively high levels of CD21,
while B-1 cells have distinctively low levels (Figure 7.12).
Also, MZ B cells have high levels of CD1, while B-1 B cells
do not (390). Certain mutant mice show similar effects on
MZ and B-1 B cells, distinct from Fo B cells. For example,
most of the mutations described for B-1 B cells that alter
BCR signaling have similar consequences for MZ B cells
(391), although cells that resemble MZ B cells are present
in xid/Btk-deficient mice, leading to some controversy in
their origins (392). Both are decreased by a mutation in the
Ig-α tail that weakens overall BCR signaling (393). They
are also both decreased in the Aiolos transcription factor
null mouse (60). Interestingly, deletion of the Pyk-2 tyro-
sine kinase results in elimination of MZ B cells, while B-1
cells are still found (394).

MZ B cell development can be studied in a heavy chain
transgenic mouse model system where large numbers of
such cells are produced (381,395). In this VH81X heavy
chain mouse, B cells with a specific light chain accumulate
with a marginal zone phenotype. This MZ population is
eliminated by deletion of CD19, Btk, or CD45, all genetic
changes that weaken BCR signaling (391).

B Cell Tolerance and Receptor Editing (Table 7.2)

The past decade has seen the development of several trans-
genic models for the study of B cell tolerance. In two of
these systems, high-affinity BCRs are expressed as IgM-

IgD transgenes, one specific for the antigen hen eggwhite
lysozyme (HEL), the other for a specific polymorphic de-
terminant on MHC class I (249,265–267,396,397,398). The
advantage of these systems is that they utilize antigens that
can be regulated: Transgenic B cells can develop in either
the presence or absence of antigen, and cell transfer ex-
periments can be employed to alter the B cell’s antigenic
milieu. These have been used initially to confirm ideas on
B cell tolerance that originated in work with nontransgenic
B cells, namely that exposure to antigen is generally dele-
terious to developing B cells, resulting in their elimination
or failure to mature (instead entering an “anergic” state).
However, the resolution of these systems, coupled with ad-
vances in gene targeting and other molecular technologies
have uncovered important new details regarding the way
that self-reactive B cells develop (or fail to develop). For
example, studies in the anti-H-2 model uncovered an alter-
native to deletion in response to immature B cell encounter
with antigen, BCR editing to escape autoreactivity (249).

In the HEL system, differences have been uncovered in
immature B cell responses to soluble versus membrane-
bound antigen, suggesting that differences in the extent
of BCR cross-linking can influence cell fate (266). Further,
studies with this system on different mutant backgrounds
that shift BCR signaling thresholds up or down has shown
that such alterations can result in striking alterations in
selection outcomes (399,400). More recently, work in this
system has shown that one consequence of B cell tolerance
may be arrest of B cell migration, so that follicular entry
is inefficient (290,291). Presumably, failure to reach such
follicular niches contributes to handicapping the autoreac-
tive B cells, resulting in their relatively speedy elimination.

Another major line of investigation has focused on a
more “physiologic” example of pathogenic autoreactivity,
the anti-DNA antibodies produced in lpr (Fas-deficient)
mice that are generally considered to model the human
disease of systemic lupus erythematosus (SLE). Analysis
of transgenic mice bearing a heavy chain transgene known
to be capable of generating anti-dsDNA reactivity with nu-
merous light chains showed that only light chains with
ssDNA activity were tolerated in the periphery, and even
these did not contribute to the serum antibody pool (268).
Follow-up work uncovered receptor editing in this model
(269,401–403) and also showed that when such editing was
blocked, the B cells were eliminated in the bone marrow
at an immature stage (252). More recent work analyzing
transgenic B cells expressing lambda light chain (or in
kappa null mice) where B cells have dsDNA binding, has
shown the failure of follicular entry previously described
in the HEL system (292,293). Interestingly, similar analy-
ses on an “autoreactive” (Fas-deficient) background have
shown that this follicular exclusion is lost and production
of pathogenic autoantibodies ensues, providing a powerful
model for the further characterization of the development
of autoimmunity due to breakdown of B cell tolerance.
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◗ TABLE 7.2 Transgenic Models of B cell Tolerance

Ig Transgene Antigen Background Effect Reference

3-83 μκ MHC class I H-2Kk Deletion, receptor editing 249, 267, 398
H-2Kk,b H2-Kd Normal development

3-83 μκ “” H-2Kk lpr
autoimmune-prone

Deletion unaffected 274

anti-HEL μδ HEL sHEL-Tg Anergy 265, 396, 397
Wildtype Normal development

anti-HEL μδ “” mHEL-TG Deletion 266
anti-HEL μδ “” HEL-Tg lpr autoimmune-

prone
Deletion unaffected 273

anti-HEL μδ HEL sHEL-Tg CD45 null Self-antigen promoted
development

400

anti-HEL μδ HEL sHEL-Tg motheaten Deletion by lower-valency
autoantigen

399

3H9 μ-only ssDNA with many light
chains

BALB/c No anti-DNA autoantibodies 268

3H9 μ-only “” lpr autoimmune-prone Anti-DNA autoantibodies 530
3H9 μκ dsDNA BALB/c Deletion, editing 269
3H9 μκ dsDNA J−

H /J−
κ Deletion 252

3H9 μλ “” Wild-type and lpr
autoimmune-prone

Anergy 292, 293

3H9-R/Vκ4-R
3H9-R/Vκ8-R

dsDNA
ssDNA

BALB/c Deletion, editing anergy 531

3H9-R/Vκ4-R
3H9-R/Vκ8-R

dsDNA, ssDNA Rag-2− Deletion, activation 532

3H9/56R
3H9/56R76R

dsDNA, ssDNA BALB/c Deletion, editing 533

anti-erythrocyte Red blood cell Tg+ cells only in peritoneal
cavity

404, 405, 406

VH11μ, VH12μ PtC, BrMRBC Wildtype Increased number of B-1
B cells

534, 535

6C10μ ATA determinant
(glycosylation of Thy-1)

Wildtype ATA B cells ATA serum 369
Thy1 null Normal development; no ATA

ATA μκ

(6C10μVκ21c)
ATA determinant Wildtype Receptor editing or

development block in BM;
ATA in serum

409, 410

Thy1 null Normal development

A different model of a pathogenic anti–erythrocyte
autoantibody has shown another possible mechanism
whereby self-reactive B cells may escape deletion or recep-
tor editing, by sequestration from self-antigen (404,405).
In this system, the transgenic B cells are largely absent
from spleen, but instead survive in the peritoneal cavity,
where exposure to the distinctive microenvironment may
also contribute to the persistence of these cells. Eventual
activation of the B cells by mitogen or antigen can lead to
an autoimmune condition in these mice (406).

A common thread in all of the studies described earlier
is the negative impact that the B cell experiences upon in-
teraction with self-antigen, an expected result for systems
that model the regulation of pathogenic autoantibodies.
However, a class of autoantibodies is produced in healthy
individuals, and these “natural autoantibodies” may play
a role in early responses to certain classes of pathogens

(359,360,362,407). Such a natural autoantibody has been
used to construct a transgenic model system where the
self-antigen can be regulated. Most natural self-antigens
are common glycosylations or cell constituents such as PtC
that cannot be eliminated, but a class of natural autoanti-
bodies binds to thymocytes (antithymocyte autoantibody,
ATA), and many of these recognize a glycolylation that is
only present on the abundant thymocyte cell surface gly-
coprotein CD90/Thy-1 (369). Thy-1 null mice have already
been generated (408), so production of ATA-BCR μ-only
transgenic mice enabled the study of the role of antigen
in the generation of this natural autoantibody. Interest-
ingly, both production of serum ATA and accumulation of
B cells with the appropriate light chain (by rearrangement
of endogenous Ig light chain locus) for the ATA BCR re-
quired the presence of Thy-1 self-antigen (369). Thus, at
least some B cells are selected for binding to self-antigen,
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although these may belong exclusively to specialized B cell
compartments, such as the B-1 B cell subset.

This ATA-BCR/Thy-1 tolerance model has been ex-
tended by the production of ATA μκ transgenic mice,
where most developing B cells express the natural autore-
active specificity (409). In such mice, most B cells devel-
oping from bone marrow become arrested in spleen and
either cease maturation or else “edit” their BCR by re-
placing the transgene-encoded light chain by a different
light chain, as a consequence of rearranging the endoge-
nous light chain locus. This resembles typical “negative
selection,” as seen with other transgenic models (249,265–
267,396,398). Nevertheless, some B-1 B cells are detected,
and high levels of serum autoantibody are produced, sug-
gesting that some B cells with this BCR are capable of
maturing, perhaps in specialized microenvironments or at
distinctive (fetal/neonatal) times.

The role of BCR signaling intensity in directing B cells to
various specialized subpopulations has been studied using
the ATA μκ BCR transgenic model, by altering the levels of
Thy-1 self-antigen, and then examining B cell development
(410). This analysis observed follicular B cell development
in the absence of antigen, but MZ B cell production in
the presence of very low levels of autoantigen. As shown
earlier, normal physiologic levels of the Thy-1 autoanti-
gen results in a block in bone marrow development, but
allowed B-1 production, with concomitant generation of
ATA detected in serum. This work led the authors to pro-
pose a model of B cell development where strong BCR sig-
naling produces B-1 B cells (particularly during fetal de-
velopment), intermediate BCR signaling yields MZ B cells,
and weak (or negligible) BCR signaling results in follicular
B cell generation.

Role of Complement, Serum Antibody, and CD5
in B Cell Tolerance and Response

The importance of complement in the immune system has
long been recognized, based on classic experiments show-
ing that cobra toxin decreased responses (411–413). Over
the past 10 years, the importance of complement in im-
mune responses, explaining the function of adjuvants, has
become clearer (414). In the context of B cell development,
components of the complement system also play a role
in modulating BCR responses and negative selection of
B cells. At least in the HEL-Ig/sHEL system, altering the
strength of the BCR signal, by CD45R or PTP1C/SHP1 in-
activation, could either reduce or enhance B cell deletion
(400). Similar results could be obtained by altering the
BCR-associated chain CD19 (415). The capacity of HEL
double Tg mice that also are Cr2 (CD21/CD35) null to
respond to HEL challenge (416) implies a role for com-
plement as a modulator of BCR signaling. This could be
due to an inefficient retention of antigen (sHEL) on stro-
mal/dendritic cells and therefore weaker signaling by a

monomeric soluble antigen to developing/transitional B
cells in the bone marrow or spleen. Potentially a major
role for complement would be to localize self-antigens on
bone marrow stromal and dendritic cells, facilitating tol-
erance at the newly formed B cell stage. An implication of
these findings is that complement deficiency could result
in accumulation of functional autoreactive cells, possibly
leading to autoimmunity.

Natural autoantibody, a major component of the serum,
may have a role (together with complement) in maintain-
ing tolerance to highly conserved self-antigens (414). It
also appears that it plays a role in amplifying immune re-
sponses, as suggested by studies with a mutant mouse lack-
ing the μ heavy chain secretory exon (417). The deficit due
to a lack of serum IgM was particularly severe in an acute
peritonitis model, where some restoration of responsive-
ness could be obtained by injection of a monoclonal IgM
antibody derived from CD5+ B cells (417). Finally, in in-
fection with influenza virus, it appears that early presence
of natural autoantibody was equally as important as anti-
body induced during the course of infection in mediating
viral clearance and survival (362). This work has led to the
proposal off a two-phase description of immune responses,
with an early T cell–independent phase dominated by nat-
ural autoantibody, likely critically dependent on innate im-
mune recognition and activation of complement, leading
to a later T cell–dependent phase culminating in the GC
reaction, producing high-affinity antibody and memory B
cells (418).

The presence of CD5 on many of the B-1 B cells has led
to the question of whether it plays a direct role in main-
taining such self-reactive B cells, particularly in light of its
role in altering T cell selection thresholds as demonstrated
in the CD5 null mouse (419). Analysis of B cell responses
to BCR cross-linking in CD5 null mice suggested that the
presence of CD5 makes the normal population less likely
to respond by secreting IgM (420), effectively “raising the
threshold” for their response, possibly by promoting in-
teraction of the BCR with SHP-1 (421). Analysis of the
effect of CD5 expression on tolerance in the HEL-Ig/sHEL
system also suggested a modulating role, with absence of
CD5 leading to a loss of B cell tolerance and production of
serum anti-HEL autoantibody (422).

B CELL DEVELOPMENT IN
HUMANS—SIMILARITIES AND
DIFFERENCES FROM MOUSE

Fetal Development

As described for mouse, human B cell development can be
broadly divided into that taking place prior to birth and
that operating after birth, throughout life. The liver and
spleen are major sits of fetal B lymphopoiesis in humans
and, as in mouse, the bone marrow is the predominant site
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in adults, with production continuing over most of an indi-
vidual’s lifespan, with some decrease in the aged. The fetal
omentum has also been described as a site for B cell devel-
opment, similar to mouse (9,423). There is some indication
that VH gene usage is more restrictive in fetal development
(424). TdT, absent from mouse fetal development, is sim-
ilarly missing very early in human fetal development, but
is expressed by the eigth or ninth week of gestation, based
on detection of N-region addition (424). In general, there is
more N-addition (and consequently longer CDR3 regions)
in human antibodies compared to mouse at all stages of de-
velopment, including the adult, although the significance
of this is not known.

Bone Marrow Development

B cell development can be detected in human bone marrow
from 20 weeks of gestation and continues throughout life
(425,426). Phenotypic subdivisions similar to those in the
mouse have been described for developing bone marrow
cells (427) (Figure 7.14). Thus, CD19 identifies B lineage
cells at all stages, with the earliest stages also expressing
CD34, a molecule found on multilineage progenitors (428).
These CD19+CD34+ cells have been shown to express TdT,
Rag-1 and Rag-2, the surrogate light chain orthologs, and
Ig-α/Ig-β (427). They contain D-J, but not productive VDJ
rearrangements. The next stage can be defined by loss of
CD34, with a fraction that is still IgM− (pre-B cells) and
another subset that is IgM+. The pre-B cells express heavy
chain in their cytoplasm and have down-regulated expres-
sion of TdT (427). All of the IgM+ cells express a marker
lost upon final maturation, CD10, so they are immature B
cells.

Human early B lineage cells have proven much more
difficult to grow in culture than mouse cells, although con-
ditions have now been defined that allow their expansion
in vitro. One of the most surprising differences between
mouse and human B precursor growth has been much less
dependence on IL-7, suggesting that a different cytokine

may substitute in humans (429,430,431). The finding that
lack of the cytokine common gamma chain (γ c) in mouse
blocks B cell development, but spares T cell development,
while the reverse is the case in humans (138,432), demon-
strates clear differences in cytokine dependence between
mouse and human lymphopoiesis.

Human B precursors also express orthologs of λ5 and
VpreB, although their organization and number differ
from the mouse (433,434,435). Their expression occurs at a
corresponding stage and analysis of the human EBF gene
has shown that its targets are similar to those of mouse
EBF, including Ig-α, Ig-β and 14.1 (the human ortholog
of λ5) (436). Importantly, mutations in components of the
pre-BCR lead to immunodeficiency diseases in humans,
pointing out the similar and crucial role that pre-BCR sig-
naling plays in human B cell development (437,438,439).

Germinal Center Differentiation

As in mice, GCs in humans are anatomical structures in
secondary lymphoid organs where T-dependent immune
responses occur, selecting high-affinity clones during the
process of SHM and eventually generating memory B cells.
The GC consists of B cells at a variety of differentiation
states, from early activated B cells through the plasmablast
stage. Therefore, study of this process has benefited signif-
icantly from resolution of intermediate stages using mul-
tiparameter flow cytometry and carefully chosen cell sur-
face markers. In one study, this allowed definition of two
IgD+ stages, two GC stages, and a memory stage in ton-
silar B cells (440). This work focused on the levels of so-
matic mutations accumulating as cells passed through this
pathway, finding that it was first detected in the initial GC
stage (centroblast). Subsequent work has shown that IgD+

somatically mutated cells can be detected in peripheral
blood, based on expression of CD27, suggesting that they
are IgM+IgD+ memory B cells (440).

Recent work has found an interesting link be-
tween SHM and certain B cell lymphomas. Bcl-6 is a

FIGURE 7.14 Stages of devel-
oping B lineage cells in human
bone marrow can be delineated,
based on expression of combina-
tions of cell surface proteins, sim-
ilar to mouse.
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transcriptional repressor that is linked to both GC B cells
and to B lymphomas that likely derive from GC B cells
(441,442). Bcl-6 expression is high in GC B cells and is
required for formation of the GC (443). Strikingly, its 5′

regulatory region is mutated as a consequence of hyper-
mutation in GC B cells, the first example of hypermuta-
tion targeted outside the Ig regions (441,442) and links this
process to deregulated cell growth and lymphomagenesis.
Subsequently, mutations have also been found, albeit at a
lower level, in CD95/Fas, suggesting this as another poten-
tial cause for lymphomas of GC origin (444).

Abnormalities of Development

A key discovery in the past decade has been the finding
that a well-known immunodeficiency, X-linked immuno-
deficiency (XLA), characterized by inability to respond to
bacterial infections and a severe deficit in peripheral B cells
(445), is due to mutations in Btk, or Bruton’s tyrosine ki-
nase (446). Shortly after this finding, the mouse ortholog
of Btk was shown to be the cause of murine xid, an exten-
sively studied mutation originally identified in CBA/N mice
(447). Btk deficiency in humans is more severe than xid,
with little B cell development past the early B cell stage,
in contrast with an absence of normal peripheral B cell
development in mouse and inability to respond to certain
types of T-independent antigens (448). This difference is
not simply due to specific difference in the mutations, as a
complete null mutation in mouse is indistinguishable from
xid (375). Thus, human B cell development, likely at the
pre-BCR signaling stage, is much more dependent on Btk.

While XLA is by far the most common B cell deficiency,
amounting to more than 80% of those identified, non-X-
linked mutations have also been observed. These corre-
spond to mutations in the pre-BCR signaling complex,
and in most cases similar effects had been observed in the
mouse. For example, deletions or mutations in the μ con-
stant regions accounted for another 5% (439). Examples
have been found of mutations in the 14.1 gene, the hu-
man ortholog of the mouse surrogate light chain λ5 protein
(437) and also in Ig-α (438). In both of these cases, early B
lineage cells, identified as CD19+CD34+, were present in
normal numbers in bone marrow, but CD19+CD34− cμ+

cells (pre-B cells) and all later stages were absent. Finally,
a patient with a mutation in BLNK, an adaptor protein
that links pre-BCR signaling from syk to the rest of the
signaling cascade, showed a similar phenotype (449).

Very few peripheral B cells are detected in any of these
disorders, which suggests that pre-BCR signaling is more
critical in human than in the mouse, where mutations in
λ5 and BLNK allow the generation of variable numbers
of peripheral B cells. The reason for this difference is not
yet understood. Interestingly, common variable immuno-
deficiency has been shown to result from mutations in the
common gamma chain (138) or in the JAK3 gene (450),

consistent with IL-7 playing a much less critical role in
human pre-B cell growth than in mouse, as had already
been determined from culture studies (429,430), B cell de-
velopment is relatively intact, whereas T cells are ablated.
The reverse is true for mouse (451,452).

New Insights into Treatment
of B Cell Malignancies

One of the principle reasons for studying the regulation
of B cell development is that defects in this process may
result in lymphoma. Human B lineage neoplasias can be
viewed as transformed counterparts of normal B cell de-
velopmental stages, such as pro-B, pre-B, immature B,
mature B, or plasma cell, based on rearrangement status
and surface phenotype (433). In some cases, transformed
cells may even retain growth characteristics of the normal
counterpart. This type of classification scheme, correlat-
ing features of neoplasias with their normal counterparts,
has been useful in diagnosis and prognosis of B lineage
neoplasias. For example, B precursor acute lymphoblastic
leukemia (ALL), the most common type of ALL in children
(ALL accounts for 25% of childhood cancer), is a clonal
expansion of a cell defined by surface phenotype and Ig re-
arrangement status as representing the pro-B stage (453–
455). Recent analyses of B precursor ALL suggests that it
can be subdivided into a pro-B type, predominant in pe-
diatric patients, and a pre-B type, more frequent in adults
(456).

Whereas traditional chemotherapeutic agents typically
target proliferating cells without specificity for malignant
cells, the identification of molecular abnormalities that re-
sult in the abnormal survival and proliferation of leukemic
cells may lead to the design of novel therapies that specif-
ically target these cells. For example, the successful treat-
ment of mice carrying human B precursor leukemias with
antisense strategies and tyrosine kinase inhibitors holds
promise for efficacy in humans (457,458). The identifica-
tion of novel translocations in B-precursor ALL also holds
promise in understanding this disease at the molecular
level (459–462).

Another therapeutic approach makes use of knowledge
of the surface phenotype of the transformed cell, as in
the recent development of anti-CD20 therapy for several
types of B lymphomas (463). CD20 is a 33 kDa phos-
phoprotein expressed highly on the surface of mature
B cells (464–466). Antibodies to CD20, originally called
B1, were initially characterized by their stimulatory and
inhibitory effects on human B cells, indicating the im-
portance of CD20 in regulating B cell proliferation and
differentiation (467–469). Therapeutic anti-CD20, called
Rituximab, is a chimeric antibody derived by fusing the
V regions of a mouse antibody to the human IgG1 con-
stant segment (470). The precise mechanism of depletion
is not yet fully understood but likely includes contributions
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from antibody-dependent cell-mediated cytotoxicity, com-
plement mediated cytotoxicity, and direct antibody bind-
ing effects, including sensitization to apoptosis (463).

As most of the cells in many indolent B cell neoplasms,
such as non-Hodgkin’s lymphoma or chronic lymphocytic
leukemia (CLL), are not predominantly in cycle, the prob-
lem may be more a failure to die appropriately, rather than
a failure to regulate proliferation. A greater understanding
of the growth and sensitivity to apoptosis of different types
of lymphomas and leukemias may allow more specific tar-
geting using this approach (471). For example, while CLL
cells express relatively low levels of CD20, likely requir-
ing higher doses of anti-CD20 for a response, a combina-
tion with another antibody recognizing a molecule that
is highly expressed on CLL, CD52, has shown promise
(472). Alternatively, treatment with anti-CD20 may ren-
der the cells generally more sensitive to apoptosis, so that
use in combination with more conventional chemothera-
peutic agents will be efficacious. These combination thera-
pies are already in clinical trials. Finally, new insights into
distinctive growth properties of transformed B cells, such
as the role of Wnt signaling in CLL (473), may suggest new
approaches to treat such disorders.

Novel technologies may revolutionize our understand-
ing of B cell development and the relationship between
normal and transformed cells. For example, recent gene
profiling analysis suggests that CLL can be subdivided into
two types of diseases, with different severity and differ-
ent response to therapies (474). This analysis also chal-
lenges the earlier classification of the disease as a trans-
formation of normal CD5+ B cells, since there are more
similarities with normal memory B cells. It is likely that
advances in our understanding of the growth and differen-
tiation of cells that represent transformed counterparts of
normal developmental stages will suggest novel therapeu-
tic approaches. In the case of CLL, the development of gene
therapy has allowed introduction of a gene product, CD40,
into patient leukemia cells that can then serve as stimula-
tors for induction of antitumor responses (475). Analysis
of the V gene repertoire of CLL has also revealed recurrent
BCR usage, reminiscent of mouse B-1 B cells, potentially
a therapeutic target for anti-idiotypic antibodies (476).

ALTERNATIVE STRATEGIES FOR
B CELL DEVELOPMENT

The broad outlines, and even many of the details of B cell
development are quite similar in mouse and man, but there
are striking differences in other species. There is a notable
common alternative approach that involves generation of
Ig+ cells during fetal/neonatal development with a rela-
tively restricted repertoire that is then diversified by novel
approaches (gene conversion or SHM) in specialized lym-
phoid organs that are associated with the gut. In these

species, most development from Ig− precursors appears
to cease by birth, and the B cell population is maintained
by self-renewal of mature B cells. Here we consider the
development and diversification of B cells in chicken and
rabbit.

Chicken

B cell development in the avian occurs in the bursa of
Fabricius (477,478). In fact, the term B cell refers to “bursa-
derived,” reflecting the historical origins of research in
lymphocyte development. That is, removal of the bursa just
after hatching eliminated the ability to mount an antibody
response, demonstrating the importance of this organ in
generating cells capable of antibody formation (477). In
contrast with the bone marrow, the bursa, being associated
with the gut (479), facilitates exposure of developing cells
to external antigens and bacterial flora. B cell development
in chicken is usually divided into three stages: pre-bursal,
bursal, and post-bursal (480).

During pre-bursal development, at day E5, early precur-
sors can be identified in the para-aortic foci (481), likely
corresponding with similar precursor stages localized in
this anatomic site in mammals (2). B lineage commitment,
as indicated by DJ rearrangements, is detected in the YS
at day E5/6, and V gene rearrangement is found 3 days
later (482). Unlike mammalian ordered development, light
chain rearrangement is detected at about the same time as
heavy chain and light chain can precede heavy chain (483).
This means that there is no pre-B stage, per se, and also
probably no requirement for surrogate light chain. Rear-
ranging B lineage precursors migrate into the bursal mes-
enchyme at about day E12, and thereafter these cells begin
to proliferate in bursal epithelial buds. This proliferation
selectively expands cells that have BCR. These receptors
have very limited diversity, since the heavy chain is formed
by rearrangement of a single VH, several Ds and a single
JH pairing with a light chain generated by rearrangement
of a single VL with a single JL (484,485). As in mouse fetal
development, there is no TdT-mediated N-region addition
at the junctions (485).

This “pre-bursal” receptor is diversified by gene conver-
sion by a set of V pseudo-genes during this proliferative
phase. At about hatching, these cells become exposed to the
contents of the bursal lumen that is connected to the gut
lumen via the bursal duct, similar to the appendix. Thus,
these proliferating B cells are exposed to the contents of
the digestive tract, and there is also reverse peristalsis at
the end of the gut that transports external antigens into the
bursal duct (479). At about this time, the level of apoptosis
increases dramatically, and it is possible that only 5% of the
cells generated in the bursa eventually emerge (486). This
death may be due to generation of nonfunctional recep-
tors during the course of gene conversion or it may reflect
antigenic selection.
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At hatching, emigration of B cells from the bursa in-
creases, but most of these cells constitute a population
with a relatively short half-life, measured in days (487).
The long-lived pool colonizes the peripheral lymphoid or-
gans over several weeks as the bursa atrophies. By 3 weeks
after hatching bursectomy no longer results in agamma-
globulinemia, indicating that the post-bursal phase has be-
come established.

Rabbit

B cell development in rabbit is similar to chicken, in that
B cells initially are produced with a limited BCR diver-
sity (488,489,490) during fetal life, with little new produc-
tion after birth (491,492). This repertoire is then expanded
through gene conversion (488,493) and SHM (493,494) in a
specialized gut-associated organ, the appendix (495). How-
ever, unlike chicken, this diversification process is depen-
dent on antigen availability (496–498).

Pre-B cells can be found in rabbit before birth in the
liver, bone marrow, and omentum (491,499–501), but B
lymphopoiesis decreases at birth and is negligible in adult
animals (492). Ig rearrangement during fetal and neona-
tal times is dominated by usage of the most D-proximal
VH gene paired with multiple VL genes in the light chain
(489,490,502–505). In contrast with chicken and mouse,
there is significant N-addition (490,504). From 4 to 8 weeks
after birth, there is a striking increase in the diversity of
this primary repertoire that occurs during proliferation of
B cells in the gut-associated lymphoid tissues (GALT) (492,
493). V genes are diversified by both gene conversion (488)
and also by SHM (493,494). Importantly, surgical removal
of GALT organs, appendix, saccutus rotundus, and the
Peyer’s patch, from neonatal rabbits led to unresponsive-
ness to many antigens, suggesting that this diversification
was crucial for normal immune function (506). This find-
ing has been confirmed by sequence analysis, demonstrat-
ing that removal of the GALT blocks diversification (495).

Considering the relatively late diversification in rabbit
compared to the chicken, these gut areas will provide a
milieu of microbial antigens, and this appears to be a crit-
ical aspect of the diversification process (507). For exam-
ple, surgery to prevent access of intestinal flora to the ap-
pendix blocked diversification in this organ (508,509) that
could be restored by reversing the ligation (508). Further,
analysis of rabbits reared in germ-free conditions revealed
abnormal cellular development in the GALT (497) and a
lack of responsiveness to certain antigens (496). The de-
pendence of V gene diversification on antigen has been
directly demonstrated in animals where the sacchus ro-
tundus and Peyer’s patches were removed at birth and the
appendix ligated. Testing the peripheral blood B cell V gene
repertoire showed an absence of diversification, in con-
trast to controls (498). Although the mechanism for this
stimulation remains to be established, possibilities include

B cell activation by a BCR superantigen (510,511,512) or
through a B cell Toll-like receptor (513).

Two B Cell Developmental Pathways?

The similarities of chicken and rabbit B cell development
with that in other species, such as sheep, swine, and cow,
suggests that the initial production of a limited BCR reper-
toire during fetal/neonatal life, diversification at a later
time, and maintenance of the B cell pool in adult life by
self-renewal (rather than de novo generation from unre-
arranged precursors) is a major pattern in the design of
the immune system (Figure 7.15). This pattern contrasts
with that described for mouse and man, where ordered
heavy and light chain rearrangement, pre-BCR selection,
and replacement of senescent B cells by newly generated B
cells are major aspects of development. This raises the in-
teresting question of whether there is an analogous B cell
development pathway in humans or mouse, perhaps as a
vestige.

The idea of two pathways in bone marrow development
was suggested previously, based on the observation that
heavy and light chain ordering is not absolute: Light chain
rearrangements are detected in mice incapable of making
heavy chain rearrangements and can be detected in cells
early in B cell development (514). In one pathway, heavy
chains rearrange first, the pre-BCR is assembled and sig-
nals down-regulation of Rag-1/2 expression (ending heavy
chain rearrangement), clonal expansion, and accessibil-
ity of the kappa locus. Cessation of proliferation is coin-
cident with reinduction of Rag-1/2 and light chain rear-
rangement. Expression of a complete BCR signals a final
termination of Rag expression. In this model, pre-BCR and
BCR mediates allelic exclusion by a feedback mechanism
regulating Rag expression. Thus, most B cells have DJ or
even VDJ rearrangements on both alleles. In the alternative
pathway, heavy and light chains rearrange stochastically
and allelic exclusion is mediated by relative inaccessibility
of the loci (and thereby low frequency of rearrangement).
If this is the major pathway in chicken and rabbit, it is
consistent with the observation that most chicken B cells
have only one allele rearranged (485,515,516). Further, the
careful ordering of TdT expression, being down-regulated
at the light chain rearranging stage, is apparently not the
case for rabbit, where a large percentage of light chains
have N-regions (505).

Most rabbit B cells express CD5 (517). In mouse, much
of the CD5+ B cell population is generated during fetal/
neonatal development and persists in the adult through
self-renewal (351). Further, these cells express a relatively
restricted BCR repertoire that is dependent on antigen se-
lection (23). Finally, the pre-BCR selection phase of several
heavy chains abundant in CD5 B cells appears to follow
different rules than classical pre-BCR mediated expansion
(239). In fact, the process of development in mouse fetal
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FIGURE 7.15 Alternative strategies of repertoire diversification and B cell development. In both
mouse and human bone marrow B cell development, ordered rearrangement predominates, with
a pre-BCR selection phase dividing heavy and light chain rearrangement. The eventual outcome
is a population of newly formed B cells with a diverse set of BCRs, produced throughout life. In
chicken and rabbit, Ig rearrangement appears less efficient (usually the other allele is germline)
and much less diverse, with a single BCR for chicken. However, these cells proliferate and undergo
gene conversion during fetal/neonatal life, followed by selection, eventually generating a set of B
cells with a more diverse repertoire that persist for the life of the animal.

liver may predominantly follow this alternative pathway
(364). Thus, in mouse, fetal development, culminating in
production of B-1 B cells, may represent a type of alter-
native or “primitive” B cell development, as has been pro-
posed previously (518). It is less clear whether a similar
distinction exists in human B cell development, as data
are lacking. Nevertheless, one can envision a primordial
pathway, randomly combining heavy and light chains and
simply selecting cells that express BCRs with weak reac-
tivity to self- or environmental antigens as an alternative
to ordered rearrangement, pre-BCR selection, and BCR se-
lection, an elaborate process fine tuned to generate more
variation.

CONCLUSION

There has been considerable progress over the past decade
in understanding the mechanisms that regulate B cell de-
velopment, with important insights coming from applica-
tion of the novel genetic approaches of transgenesis and
gene targeting. In a sense, this has allowed progression
from research with simple model systems using cell lines
to analysis of “normal B cells” in whole animals. The use of
such mutant mouse “reagents,” together with much higher

resolution of normal development made possible by mul-
tiparameter flow cytometry, has proven a powerful com-
bination for unraveling much of the complexity of this
process. It is daunting to attempt to predict where new
advances in the field will come, but undoubtedly the com-
pletion of the genome sequence for both mouse and human
will provide impetus to large-scale gene profiles of B cell
development, as have already begun (519,520). A comple-
mentary approach to gene targeting based on such profil-
ing will involve characterizing new mutant mice generated
by chemical mutagenesis (521,522). Considering the re-
cent unanticipated discoveries of AID in isotype switching
and BAFF in peripheral B cell development, it seems likely
that the coming decade will provide many surprises. A goal
will be to eventually understand how the interplay of the
innate and adaptive immune systems generates protective
responses, while avoiding autoimmune pathologies, at the
organism level.
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OVERVIEW

During an immune response, the B cell antigen receptor
(BCR) plays a critical role in the activation of the B cell and
in this way ensures that only B cells recognizing antigen
are induced to become antibody-secreting cells. The BCR
also plays an essential role in the development of B cells,
in the maturation of newly generated B cells into long-
lived mature B cell subtypes, in the survival of B lineage
cells at various stages, and in a variety of mechanisms pro-
moting tolerance in the B cell compartment. Most of these
biological effects are mediated by signaling events gener-
ated by the BCR, some of which may be generated at a
low level by expression of the BCR on the cell surface, a
process called tonic signaling, and others of which require
oligomerization of the BCR to enhance its signaling. This
chapter focuses primarily on the mechanisms of signal-
ing and what is known about the biological relevance of
this signaling. In addition, the BCR serves as an endocytic
receptor for uptake of antigen, allowing efficient presen-

tation of antigenic peptide-major histocompatability com-
plex (MHC) complexes to helper T cells, which is essential
to T-dependent antibody responses.

In addition to responding to soluble proteins and small
particulate antigens derived from degraded virus particles
and microbes, B cells may recognize and respond to anti-
gen bound to other immune cells, such as dendritic cells,
macrophages, and follicular dendritic cells (1). Such anti-
gens or fragments of microbes may be held on the immune
cell surface by Fc receptors, complement receptors, and
innate immune receptors such as C-type lectin receptors.
Such means of presentation likely influence the nature of
activation signals the B cell receives from antigen contact,
although little is understood about this aspect of B cell
activation. Some of these cells secrete BAFF (B cell acti-
vating factor of the tumor necrosis factor (TNF) family),
which is a strong survival signal for unstimulated mature
B cells and may also promote B cell activation through the
BCR (2).
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B cells can mount some antibody responses without
helper T cells, and these have been divided into two sub-
groupings, called T-independent type I and T-independent
type II antibody responses. This distinction is generally
based on the responsiveness of a mutant mouse strain,
the xid mouse. Mice with this mutation have a complete
loss of function of the Btk protein tyrosine kinase, which
plays an important role in BCR signaling, as is described
below. These mice still make antibody responses to T-
independent type I antigens, which include molecules con-
taining Toll-like receptor (TLR) ligands and highly poly-
meric structures such as certain types of virus particles
(3), but fail to make responses to T-independent type II
antigens, which typically are polysaccharide antigens (4).
Recent work demonstrates that B cell TLRs are likely to
have importance for many antibody responses, not just the
T-independent type I responses (5–7). Polysaccharide anti-
gens induce robust and sustained BCR signaling, probably
due to their multimerization of epitopes on a flexible back-
bone (4). Interestingly, capsular polysaccharides of certain
bacterial pathogens have been purified for use as vaccines,
and these vaccines behave as T-independent type II anti-
gens. The vaccines are often poorly efficacious in young
children, younger than the age of 2, and in addition they
generate relatively little memory. As a response to these
limitations, in the early 1990s, conjugate vaccines were
developed in which capsular polysaccharides are chemi-
cally coupled to protein antigens (e.g., tetanus toxoid, etc.).
These vaccines have the property that they can promote
antibody responses by both T-independent type II and
T-dependent mechanisms.

T-independent antibody responses are typically quite
rapid and serve the purpose of generating a rapid IgM
response to provide early protection against infection,
whereas T-dependent antibody responses, as described in
more detail in the next chapter, can lead to vigorous ger-
minal center responses that generate high-affinity isotype-
switched antibody, and also generate long-lived plasma
cells and memory B cells, both of which are of great value
for protection from infection at a later date.

BCR signaling participates in T cell-dependent antibody
responses in multiple ways. BCR signaling changes the re-
sponsiveness of the B cell to chemokine signals that posi-
tion the B cell within secondary lymphoid organs and, in
this way, the antigen-recognizing B cell is induced to move
to the edge of the T cell areas, where T cells are scanning B
cells for peptide-MHC complexes (8). BCR signaling also
changes the adhesive properties of the B cell, enhancing its
binding to T cells, and it induces expression of molecules
the B cell needs to activate T cells. In particular, BCR sig-
naling increases the expression of MHC class II molecules
and induces expression of costimulatory molecules, par-
ticularly B7-2 (CD86). BCR signaling also protects B cells
from Fas-mediated killing, which can be induced by acti-

vated helper T cells, by the action of FasL, in combination
with CD40L (9,10).

BCR FUNCTION AND B CELL
DEVELOPMENT

Although the focus of this chapter is on B cell activation,
defects in B cell development often result from genetic al-
terations in mice of BCR components or individual BCR
signaling components (11). This is because BCR-signaling
reactions play multiple roles in the development of B cells.
The first of these reactions occurs following the successful
rearrangement of the Ig heavy chain locus, when the result-
ing heavy chain protein assembles with two proteins, λ5
and VpreB, called surrogate light chain, and the signaling
chains Ig-α and Ig-β to form the pre-BCR, which is struc-
turally similar to the BCR. Pre-BCR signaling promotes
development from the pro-B cell stage to the pre-B cell
stage. Subsequent successful rearrangement of one of the
Ig light chain loci promotes the next developmental step,
to the immature B cell stage in the bone marrow. If a bone
marrow immature B cell is not self-reactive, it can leave the
bone marrow and transit to the spleen, where it is called
a transitional 1 (T1) B cell (12). T1 cells mature further to
the T2 developmental stage and eventually to either of two
mature B cell types, the marginal zone B cell or the follicu-
lar B cell. This choice is also influenced by BCR signaling,
with low signaling in response to weak reactivity to self-
antigens probably favoring development to the follicular
B cell type and even lower signaling favoring development
to the marginal zone B cell (13), although some investi-
gators have argued for the opposite relationship between
signaling and choice between follicular and marginal zone
B cells. Selection of T2 cells into the long-lived follicular B
cell population on the basis of a low level of self-reactivity
may resemble positive selection of thymocytes in T cell de-
velopment. Notch-2 signaling also influences the long-lived
choice of cell type between follicular and marginal zone B
cell, promoting development of marginal zone B cells.

In fetal life and immediately after birth, B cell precur-
sors access a third type of mature B cell, the B1 cell. B1
cells reside primarily in the peritoneal and plural cavities,
where they make rapid T-independent antibody responses
to microbes that enter these locations (14). In addition,
early in life, B1 cells spontaneously secrete polyreactive
IgM antibodies, called natural antibody, and this antibody
has been shown to be protective in the case of several in-
fections in mice (15). B1 cells appear to require a higher
level of self-reactivity to enter and survive in this compart-
ment than what is needed to develop into a follicular B cell
(14,16). Indeed, some signaling defects that do not greatly
affect development of marginal zone or follicular B cells
result in loss of B1 cells (13,14).
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FIGURE 8.1 Functions of signaling by the BCR and pre-BCR.
BCR signaling regulates the development and maturation of B
cells, B cell survival, B cell activation, and B cell tolerance.

B cells with reactivity to self antigens generate mod-
erate to high levels of BCR signaling, which induce bio-
logical responses promoting immunological tolerance in
the B cell compartment. The response varies depending
on the developmental stage of the B cell when it contracts
self antigen. If immature B cells bind well to self antigens,
then the resulting BCR signaling causes maturation arrest
and further Ig light chain rearrangements, which may re-
place the first light chain with a new one, in which case
self-reactivity may be erased. This process is called recep-
tor editing, and it appears to occur in at least 25% of B cells
(17). Self-reactive T1 cells begin the receptor editing pro-
cess like immature B cells in the bone marrow but die due
to lack of protective signals provided to immature B cells
by bone marrow stromal cells (18).

BCR signaling above the level that promotes follicular
B cell development induces T2 or follicular B cells to en-
ter a tolerized but alive state referred to as anergy (19).
In most cases, anergic B cells are characterized by chronic
low-level BCR signaling (20). This level of signaling is suffi-
cient to induce relocalization from the follicles to the T cell
zone (8), but is insufficient to protect from Fas-mediated
killing (21). In addition, the lifespan of anergic B cells is
shorter than that of follicular B cells due to an increased
requirement for BAFF (22). Analysis of normal mice indi-
cates that anergic B cells are present in substantial num-
bers (23), so anergy likely represents an important mech-
anism for establishing and maintaining tolerance in the B
cell compartment.

The functions of the pre-BCR and BCR in B cell develop-
ment, choice of mature cell type, tolerance, and activation
are summarized in Figure 8.1.

STRUCTURE OF THE B CELL
ANTIGEN RECEPTOR

The BCR is a multimeric complex containing membrane Ig
(mIg) of any of the five isotypes noncovalently associated
with a disulfide-linked heterodimer of two signaling chains

FIGURE 8.2 Structure of the BCR. The BCR consists of two
moieties, the antigen binding membrane immunoglobulin, con-
sisting of a two heavy chain, two light chain structure, and the
signal transducing Ig-α/Ig-β heterodimer. The two component
parts are weakly associated with one another through hydrophilic
amino acid side chains in their transmembrane domains and
probably also through interactions of heavy chain Ig domains
with Ig domains of Ig-α or Ig-β. Surprisingly, experimental evi-
dence indicates that only one Ig-α/Ig-β heterodimer pairs with a
H2L2 membrane immunoglobulin.

called Ig-α and Ig-β, also known as CD79a and CD79b, re-
spectively (Figure 8.2). Ig-α and Ig-β are the products of
the mb-1 and B29 genes (24). Ig-α and Ig-β have struc-
tures similar to those of the CD3 chains that pair with
the T cell receptor (TCR)—namely, they each have an N-
terminal Ig-like domain, a single hydrophobic transmem-
brane domain, and a C-terminal cytoplasmic domain of
61 and 48 amino acid residues in length. These cytoplas-
mic domains each contain an amino acid sequence motif
referred to as the Immunoreceptor Tyrosine-based Activa-
tion Motif (ITAM), which is also present in the CD3 and
ζ chains of the TCR and in several other polypeptides of
activating Fc receptors of myeloid cells and activating nat-
ural killer cell receptors. The ITAM plays a central role in
BCR signaling, as described in the next section.

The association between mIgM and Ig-α/Ig-β is rather
weak and is maintained if B cell membranes are solubi-
lized in very gentle, nonionic detergents such as digitonin,
but is disrupted by more commonly used nonionic deter-
gents such as NP-40 and Triton X-100. There is a striking
number of hydrophilic amino acid residues within the Ig
heavy chain transmembrane domains, particularly serine,
threonine, and tyrosine residues. Mutagenesis data indi-
cates that these –OH-containing side chains contribute im-
portantly to the association between mIgM and Ig-α/Ig-β
(25,26). This association is probably also stabilized by in-
teractions of extracellular Ig domains of the different com-
ponents.

Given that membrane forms of Ig are composed of two
heavy chains and two light chains, symmetry considera-
tions originally led to the proposal that the BCR would con-
tain two dimers of Ig-α and Ig-β. Co-immunoprecipitation
experiments using two distinct epitope tags, however, indi-
cate that a single BCR complex contains only one Ig-α/Ig-β
heterodimer (Figure 8.2). Fluorescence resonance energy
transfer (FRET) studies in intact B cells have supported
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this conclusion (27) and, moreover, have indicated that
the BCR complexes are single units (H2L2 + 1 Ig-α/Ig-β
dimer) rather than higher order structures.

Although most evidence favors the view of BCRs as in-
dependent units dispersed in the plasma membrane, one
study (28) suggested the possibility that BCRs may form
into a lattice in the membrane that has tonic signaling
properties that are perturbed by binding to antigen to in-
duce the stronger signaling seen upon acute stimulation.
Fluorescence imaging studies have not supported the idea
of large preformed lattices of BCRs in the membranes of B
cells, but the possibility of small microclusters cannot be
ruled out by light microscopic techniques. The FRET stud-
ies mentioned earlier also did not find evidence for clus-
tering of BCRs prior to cross-linking. In addition, electron
microscopy studies have supported the view that BCRs are
dispersed in the plasma membrane (29). As will be dis-
cussed later, tonic signaling is a feature of the BCR and
is important for promoting B cell survival (30,31), but it
seems likely that this low-level signaling in the absence of
ligand results from the equilibrium between protein tyro-
sine kinases and protein tyrosine phosphatases acting on
the BCR and its signaling components, rather than by for-
mation of multimeric complexes in the absence of antigen.

INITIATION OF SIGNALING

Cross-linking of the BCR by antigen or experimentally
by anti-Ig antibodies induces rapid and robust signal-
ing, including activation of protein tyrosine kinases, ele-
vation of intracellular free calcium, activation of mitogen-
activated protein (MAP) kinases, and activation of several
transcription factors, including NF-κB. The magnitude of
signaling is generally related to the extent of BCR clus-
tering achieved. The signaling reactions are all dependent
upon the ITAM sequences in the cytoplasmic domains
of Ig-α and Ig-β. An ITAM has two tyrosines in a con-
served sequence context and with a conserved spacing
(D/E XXYXXL/IX7YXXL/I). Tyrosine kinase-based signal-
ing systems typically involve phosphorylation-induced as-
sembly of multiprotein complexes (32), and this is also
true for BCR signaling. Each half of the ITAM (YXXL/I)
is, when phosphorylated, a binding site for several signal-
ing proteins containing Src-homology 2 (SH2) domains,
especially tyrosine kinases involved in the early steps of
BCR signaling, the Src-family tyrosine kinases, and Syk
(Figure 8.3).

The BCR contains two ITAMs, one each in the cytoplas-
mic domains of Ig-α and Ig-β. These ITAMs are largely
redundant: Mice in which either the Ig-α or the Ig-β ITAM
is ablated by tyrosine to phenylalanine mutations have de-
fects that are subtle, but mice in which both ITAMs are ab-
lated have a strong block in B cell development at the stage
where pre-BCR signaling is required for progression (33).

FIGURE 8.3 Three families of intracellular protein tyrosine ki-
nases are involved in BCR signaling. The Src-family kinases Lyn,
Fyn, and Blk each have an N-terminal unique region that has fatty
acid addition sites, myristic acid in all cases and an additional
palmitic acid in the case of Lyn and Fyn. The former fatty acid
targets these kinases to membranes, whereas the latter addition-
ally targets them to lipid raft membrane subdomains. Blk is also
preferentially localized to lipid rafts, but this is achieved by a dif-
ferent mechanism. In addition, Src-family kinases all have three
conserved domains, called Src-homology 1 (the kinase domain),
Src-homology 2 (SH2), and Src-homology 3 (SH3) domains and
also have a negative regulatory tyrosine phosphorylation site near
the C-terminus. Syk lacks lipid modifications and has two SH2
domains and a kinase domain. Btk has an architecture similar to
Src-family kinases, but lacks the lipid modification and negative
regulatory tyrosine and instead at the N-terminus has a pleckstrin
homology (PH) domain, which can bind to PIP3.

In addition, Ig-α has two tyrosines outside of its ITAM,
and one of these (Y204) has been shown to be important
for downstream signaling reactions, as is described later.

The first step in the BCR signaling cascade is tyrosine
phosphorylation of the Ig-α and Ig-β ITAM tyrosines by
Src-family tyrosine kinases. B cells express primarily three
members of the Src family, Lyn, Fyn, and Blk. These three
tyrosine kinases function redundantly for ITAM phospho-
rylation, as indicated by analysis of development between
the pro-B cell stage and the pre-B cell stage in single, dou-
ble and triple knockout (KO) mice (34): triple KO mice ex-
hibit a strong block at this early stage of development, pre-
sumably reflecting a defect in pre-BCR signaling, whereas
the single and double KO mice exhibit normal B cell devel-
opment. The strong block in B cell development in these
mice suggests that pre-BCR signaling requires Lyn, Fyn, or
Blk acting redundantly to initiate pre-BCR signaling.

Exactly how antigen binding to the BCR leads to ITAM
tyrosine phoyphorylation and initiation of signaling is not
fully understood. Three explanations have been proposed.
Originally, it was proposed that Src-family tyrosine kinases
were noncovalently associated with Ig-α/Ig-β cytoplasmic
domains prior to stimulation in a way that did not allow
them to efficiently phosphorylate the ITAMs of the Ig-α
and Ig-β to which they were associated, but allowed them
to phosphorylate ITAMs of other BCRs brought nearby
by antigen-induced clustering. Although attractive in its
simplicity, this model has little experimental support. Im-
munoprecipitation of BCRs from unstimulated B cells
does bring down Lyn, Fyn, and Blk, but the amounts are
quite small, a few percent of the amount of these kinases
present in the cell. Immunoprecipitation of the BCR from
B cell lines expressing transfected mIgM demonstrated
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FIGURE 8.4 Model for BCR tonic signaling mediated by equilibrium between tyrosine kinases
and protein tyrosine phosphatases. According to the model shown, Src-family tyrosine kinases
are responsible for phosphorylating BCR ITAM tyrosines, which creates a binding site for Syk
(via its tandem SH2 domains) and also for Src-family kinases (via their single SH2 domain) to
bind to the receptor and initiate a low level of signaling. Dissociation of Syk or Src family SH2
domains from ITAM phosphorylated tyrosines exposes them to allow phosphatases (SHP1, CD45,
or others) to dephosphorylate the ITAMs and terminate tonic signaling from that receptor.

that a small amount of Fyn is specifically associated with
mIgM, but the amounts of Lyn or Blk detected were not
above the negative control (35). Since Fyn KO mice have
no defect in BCR signaling (36), it seems likely that pre-
association of Src kinases with the BCR is not important
for BCR signaling. It should be noted, however, that Lyn
and Fyn were found to associate specifically with the BCR
after cross-linking (35), possibly reflecting an association
between the SH2 domains of Lyn and Fyn and one half
of one of the ITAMs, since phosphorylated YXXL/I repre-
sents a consensus sequence for binding of Src-family SH2
domains. Although Lyn and Fyn bound in this way would
presumably not be responsible for initiating BCR signal-
ing, they could function to amplify it.

A second hypothesis is that the initiation of BCR sig-
naling involves a change in location of the BCR within the
plasma membrane that takes it from the nonlipid raft re-
gion of the membrane to the lipid raft region, which is
highly enriched in the Src-family kinases. Indeed, cross-
linked BCRs have been shown by both biochemical means
(37) and by fluorescent microscopy (38) to associate with
lipid rafts after antigen– or anti–Ig-induced BCR cluster-
ing, but not before. Originally, it was argued that this
change in location occurred independently of signaling
reactions (37), although not all data are consistent with
this possibility, and more recent data has suggested that
this change of localization may occur after signaling has
initiated (39), in which case its function may be to am-
plify signaling or allow efficient association with adap-
tor molecules required for downstream signaling. Another
problem with the hypothesis that BCR signaling is initi-
ated by a movement of the BCR into lipid rafts is that, in
immature B cells, this movement appears not to occur and
yet clearly BCR cross-linking induces signaling in imma-

ture B cells, although perhaps not as robustly as in mature
B cells (40,41). The relationship of BCR signaling to lipid
rafts is discussed additionally in the next section.

Finally, a third hypothesis for how ITAM signaling
is initiated is that cross-linking alters the equilibrium
between kinases phosphorylating the ITAMs and phos-
phatases dampening signaling by removing phosphates
from ITAM tyrosines (Figure 8.4). According to this view,
dispersed BCR complexes in the plasma membrane are
being phosphorylated by Src-family tyrosine kinases fre-
quently, and this allows some recruitment of Syk and
downstream signaling, as described below. This tonic sig-
naling is maintained at a low level by the action of tyrosine
phosphatases (perhaps SHP-1 or CD45) that remove phos-
phates from phosphorylated ITAMs, attenuating signaling.
Interesting in this regard is the observation that addition of
inhibitors of tyrosine phosphatases (e.g., pervanadate) re-
sults in a pattern of signaling reactions that closely mimics
what is seen upon treatment of B cells with anti-Ig antibod-
ies (42). Moreover, it is likely that antigen-induced cluster-
ing of BCRs changes the dynamic equilibrium between ty-
rosine kinases and protein tyrosine phosphatases, because
when BCRs are clustered, Src-family tyrosine kinases and
Syk bound to phosphorylated ITAMs are now close to other
ITAMs and can efficiently phosphorylate them and in that
way promote sustained signaling.

Evidence that Syk can propagate signaling of cross-
linked BCRs comes from studies of ITAM signaling in the
absence of Src-family kinases. For example, Lyn-deficient
DT-40 chicken B cells, which apparently lack other Src-
family kinases, exhibit substantial BCR signaling upon
treatment with anti-Ig, although the calcium response is
somewhat delayed compared to parental cells (43). Sim-
ilarly, mouse macrophages genetically lacking Src-family
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kinases have greatly delayed ITAM signaling through their
activating Fc receptors, but once signaling is initiated, it
is sufficient to mediate internalization of antibody-coated
red blood cells (44). These observations have been inter-
preted as indicating that Syk is sufficient to mediate ITAM
signaling in the absence of Src-family tyrosine kinases, but
it is inefficient at doing so due to inefficient initiation of
signaling. Signaling ability of the BCR expressed with Syk
in an epithelial cell line that has endogenous Fyn (45) or
of the BCR expressed with Lyn and Syk in Drosophila S2
cells (46) support these conclusions.

The ability of Syk to promote ITAM signaling in the ab-
sence of Src-family tyrosine kinases is in contrast to ZAP-
70, which is primarily expressed in T cells and NK cells.
ZAP-70 absolutely requires a Src-family kinase to become
activated (47). Thus, the ITAM signaling machinery in B
cells and myeloid cells is more flexible than its counterpart
in T cells, perhaps to accommodate the greater variety of
antigen types that B cells must respond to in contrast to T
cells, which primarily respond to MHC-peptide ligands.

LIPID RAFTS AND BCR SIGNALING

BCR signaling in mature B cells is probably enhanced
by compartmentalization into subdomains of the plasma
membrane, called lipid rafts or glycolipid-enriched mem-
brane microdomains (GEMMs). Lipid rafts are highly dy-
namic self-assembling lipid structures within membranes.
They contain glycosphingolipids, cholesterol, and various
lipid-modified proteins. The lipids in these structures pack
together more closely than do the lipids in the rest of
the plasma membrane, giving these structures a “liquid-
ordered” structure, as opposed to the more fluid structure
of the other parts of the plasma membrane. It should be
emphasized that lipid rafts, particularly in unstimulated
cells, are very small, highly dynamic structures in which
individual components, both lipid and protein molecules,
are continually exchanging between the rafts and the sur-
rounding membrane.

Another point that should be emphasized about lipid
rafts is that some of the methods for analyzing them have
significant limitations, and hence there is some disagree-
ment about their importance for immunoreceptor signal-
ing (48,49). The association of molecular components with
lipid rafts is typically assessed by extraction of cellular
membranes with nonionic detergents such as NP-40 or Tri-
ton X-100 at 0◦C, a condition that solubilizes the majority
of the plasma membrane, but not glycosphingolipids, GPI-
linked proteins, or many lipid-modified membrane pro-
teins, and hence is believed not to solubilize lipid rafts.
These unsolubilized structures are typically isolated by
sucrose density gradient centrifugation, as the unsolubi-
lized membranes are of lighter density than are detergent-
solubilized proteins. This approach is less than perfect,

as the concentration of detergent used can affect the spec-
trum of proteins obtained in the lipid raft fraction, perhaps
because some membrane proteins are less tightly associ-
ated with lipid rafts, and hence are more easily extracted,
than others. It is also theoretically possible that some pro-
teins in the nonraft part of the membrane join the lipid raft
structures after extraction, although there is not strong ev-
idence for this possibility. Lipid rafts can also be studied by
fluorescence microscopy of intact cells, but this approach
has the limitation that, in unstimulated cells, most lipid
rafts are sufficiently small as to be below the resolution
limit of light microscopy. However, in lymphocytes, as in
many other cell types, receptor stimulation causes lipid
rafts to come together into larger structures, such that in
stimulated B cells, distinguishable lipid rafts become in-
creasing prominent within several minutes of BCR liga-
tion, and the association of particular proteins with these
structures can readily be visualized (38).

With regard to addressing the biological significance of
lipid rafts for particular cellular events, there are two meth-
ods that have been used to disrupt lipid rafts. There are
antifungal components such as filipin that intercalate into
membranes and disrupt lipid rafts, and it is also possible to
extract cholesterol from membranes of cells with methyl
β-cyclodextrin, and this is believed to cause the remaining
lipid raft components to disperse in the plasma membrane.
Although interesting data have been collected with these
methods, it is possible that some functions of the non–
lipid raft plasma membrane are perturbed as well, so the
specificity of these effects is not entirely clear. Finally, in
some cases, it is possible to convert a lipid raft resident
membrane protein to a nonlipid raft distribution by mu-
tating it to remove lipid addition sites. In this case, the
role of lipid raft localization of a particular protein within
the membrane can be assessed. For example, this has been
done with the T cell adaptor protein LAT (linker for activa-
tion of T cells), which is necessary for TCR signaling. LAT
function is greatly decreased by mutations that prevent its
palmitoylation, which is the modification that targets it
to lipid rafts (50,51). This observation argues strongly that
TCR signaling occurs primarily in lipid rafts, and it is likely
that BCR signaling is similar.

Among components involved in BCR signaling, the Src-
family tyrosine kinases are enriched in lipid rafts. The BCR
itself is not detectably associated with lipid rafts prior to
ligation, but once cross-linked by antigen, it rapidly as-
sociates with lipid rafts. The mechanism by which this
occurs is not well established, but one possibility is that
this is the result of association between phosphorylated
ITAMs of the BCR and the SH2 domain of Src-family ty-
rosine kinases (39). Alternatively, the association of the
BCR with lipid rafts may be favored by the coalescence
of lipid rafts from smaller structures into larger ones that
become visible in the light microscope. This coalescence
is facilitated by BCR signaling induced dephosphorylation



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-08 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 9:42

276 Chapter 8

of ezrin (52). Prior to stimulation, ezrin binds to both lipid
raft–associated proteins (PAG1 and possibly others) and
to the cortical actin cytoskeleton. This linkage of lipid raft
proteins to the cytoskeleton may keep lipid rafts in a dis-
persed state by limiting their mobility. Dephosphorylation
of ezrin causes it to release from actin and from lipid rafts
and, preventing this release by expressing a mutant form of
ezrin that is constitutively linked to lipid rafts and to actin,
attenuates the coalescence of lipid rafts that is otherwise
observed following BCR cross-linking (52).

Interestingly, stimulation-dependent association of the
BCR with lipid rafts occurs in mature B cells but not in im-
mature B cells (40,41). This difference appears to be due
to changes in the cholesterol content of the membranes of
immature versus mature B cells (53). The functional sig-
nificance of this change is not well established, but it is
striking that BCR engagement of immature B cells in the
spleen leads to rapid cell death, whereas engagement of
the BCR of mature B cells promotes their activation. It
may be that one or more signaling reaction is particularly
dependent upon localization to lipid rafts and that this sig-
naling reaction is required for production of prosurvival or
proliferative signals. Activation of the transcription factor
NF-κB is an attractive candidate for such a signaling event,
as described later, although further studies will be required
to address this point.

TONIC SIGNALING BY THE BCR

Expression of the BCR and the pre-BCR result in a consti-
tutive low level of “tonic” signaling even without interac-
tion with a ligand (33). This conclusion is supported by a
number of experimental strategies. For example, plasma
membrane expression of chimeric proteins containing the
ITAMs of Ig-α and/or Ig-β is sufficient to drive several of the
B lineage developmental transitions that require the pre-
BCR or the BCR. This tonic signaling could be the result
of an equilibrium between, on the one hand, ITAM phos-
phorylation, recruitment of Syk, and activation of some
downstream signaling reactions (described below), and,
on the other hand, dissociation of Syk, dephosphoryla-
tion of ITAM tyrosines, and inactivation of signaling re-
actions. In the absence of ligand binding, this equilibrium
favors the dephosphorylations and, therefore, the amount
of signaling is low. Nonetheless, this low-level tonic sig-
naling may be sufficient to mediate some biological ef-
fects, including promotion of the pro-B cell to pre-B cell
transition or export of immature B cells from the bone
marrow. It should be noted that there is evidence both
for ligands for the pre-BCR and for surrogate light chain-
induced oligomerization of the pre-BCR, so pre-BCR sig-
naling may not rely solely on low-level tonic signaling (33).
Similarly, chronic low-level BCR signaling is required for
survival of mature B cells (31), but whether this signaling

is truly independent of ligand or is stimulated by a low de-
gree of reactivity to one or more self-antigens is not known.
Thus, the significance of tonic signaling for normal B cell
biology remains unclear at this time, although it is likely
to be important in some contexts.

AMPLIFICATION OF SIGNALING

The association of Syk and Src-family tyrosine kinases
with phosphorylated ITAMs and the ability of these tyro-
sine kinases to phosphorylate adjacent ITAMs on antigen-
clustered BCRs represents a positive feedback loop that
can convert tonic BCR signaling to ligand-induced am-
plified signaling. This is only one of several amplification
mechanisms that promote robust, high-level signaling by
cross-linked BCRs.

A second amplification mechanism may result from the
association of clustered BCRs with lipid rafts, which oc-
curs in mature B cells but not in immature B cells (33).
Src-family kinases are highly enriched in lipid rafts by
virtue of their N-terminal lipid modifications, particularly
the palmitate groups present in Lyn and Fyn, so localiza-
tion of the BCR to lipid rafts presumably increases the
amount of phosphorylation of BCR ITAM tyrosines. In ad-
dition, the assembly of the CARMA1/Bcl-10/MALT1 com-
plex, which is necessary for activation of the transcription
factor NF-κB, occurs primarily in lipid rafts, and this may
be enhanced by localization of the BCR to lipid rafts. Thus,
a key function of lipid rafts for BCR signaling may be to
concentrate together key signaling components to enhance
the efficiency of signal propagation from the receptor to
downstream events.

A third mechanism for amplifying signaling has re-
cently been proposed in which reactive oxygen species
such as H2O2 are generated and transiently inactivate ty-
rosine phosphatases near the signaling BCRs, further tip-
ping the balance between the tyrosine kinases, which are
not inhibited, and the tyrosine phosphatases, which are
inhibited (42,54). In this regard, it is noteworthy that pro-
tein tyrosine phosphatases have highly reactive cysteine
residues in their active sites, which are selectively oxidized
in a reversible fashion with low levels of reactive oxygen
species generated at the plasma membrane (55). Thus, the
generation of low levels of reactive oxygen species may be
a novel mode of receptor signaling with highly selective
effects that amplify BCR signaling.

DOWNSTREAM SIGNALING REACTIONS

Signaling by the BCR and the pre-BCR mediates a re-
markable diversity of cellular responses, including devel-
opmental progression or arrest, change in location within
peripheral lymphoid tissues, survival or apoptosis, and
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FIGURE 8.5 Activation of multiple signaling reactions by the
BCR. BCR signaling activates the signaling pathways shown,
which are each described in detail in the text.

proliferation. Which particular response ensues depends
on the developmental stage of the B lineage cell and the
context of other signals coming from TLRs, cytokines, or
helper T cells. Therefore, it is not surprising that the BCR
triggers a wide variety of intracellular signaling events.
Interactions with helper T cells are promoted by up-
regulation of integrin adhesion, changes in chemokine re-
sponsiveness, regulation of intracellular organelle func-
tion promoting antigen presentation, and changes in the
transcription of many genes. Key signaling reactions trig-
gered by the BCR or pre-BCR that mediate one or more
of these cellular responses include activation of phos-
phoinositide 3-kinase (PI 3-kinase), hydrolysis of phos-
phatidylinositol 4,5-bisphosphate (PIP2) resulting in el-
evation of intracellular free calcium and production of
diacylglycerol (DAG), activation of small molecular weight
GTP-binding proteins including Ras, Rac and Rap, acti-
vation of the Erk MAP kinase, and to a lesser extent the
JNK and p38 MAP kinases, and activation of transcription
factors including NFAT, AP-1, and NF-κB (Figure 8.5). In
this regard, BCR signaling closely resembles signaling by
other ITAM-containing receptors, including the TCR, and
also signaling by many transmembrane tyrosine kinase re-
ceptors, such as the platelet-derived growth factor receptor
and epidermal growth factor receptor.

To connect with these signaling reactions, the BCR and
its associated intracellular tyrosine kinases require adap-
tor proteins that efficiently connect the kinases to the tar-
gets that mediate particular signaling reactions (56,57).

The PI 3-Kinase Pathway

Activation of PI 3-kinase is an early signaling event that
promotes many of the other BCR-induced signaling events
and also promotes B cell survival. PI 3-kinases are a di-
verse family of enzymes, but the isoform activated down-
stream of the BCR is a dimeric enzyme composed of a
regulatory subunit, p85α, which contains an SH2 domain
that recruits PI 3-kinase to tyrosine-phosphorylated adap-
tor molecules, and a catalytic domain, p110δ. Mice with

FIGURE 8.6 Phosphatidylinositol lipid signaling reactions.
Phosphatidylinositol (PI) is a major lipid found on the cytoplas-
mic side of the plasma membrane. The inositol head group is a
cyclic hexose sugar that can be phosphorylated on any of the six
positions other than the 1 position, which is connected to dia-
cylglycerol. Enzymes within the cell convert a small fraction of
PI to PI4,5P2 by adding phosphates to the 4 position and then
to the 5 position of the inositol ring. The second step is posi-
tively regulated downstream of Vav signaling, which serves to
keep PI4,5P2 levels high in the context of phospholipase C (PLC)
action to hydrolyze this lipid. PIP2 hydrolysis generates the sec-
ond messengers inositol 1,4,5-trisphosphate (IP3), which induces
opening of calcium channels in the endoplasmic reticulum, and
diacylglycerol, which activates protein kinase C isoforms, and
which promotes activation of Ras via RasGRP3. BCR signaling
activates PLCγ 2. PI4,5P2 can also be converted to PIP3 by the
action of PI 3-kinase, which is activated by BCR signaling. PIP3

is a membrane-bound phospholipid that activates the protein ki-
nase Akt and aids in the activation of PLCγ 2. PIP3 phosphates
are removed by two phosphatases, PTEN, which removes the 3
phosphate, and SHIP, which removes the 5 phosphate, creating
a new second messenger PI3,4P2, which serves as a membrane-
recruiting ligand for some signaling proteins via their PH do-
mains.

targeted mutations in the genes encoding either of these
subunits have a loss of B1 cells and also a substantial de-
crease in the number of mature follicular B cells or of
marginal zone B cells (11). Low-level expression of other
isoforms of these subunits may attenuate the defects seen
in the knockout mice, allowing some B cell development.

The product of PI 3-kinase, PIP3 (Figure 8.6), serves
as a membrane-bound ligand for a subset of signaling
proteins with pleckstrin homology (PH) domains. PH do-
mains often mediate interactions with phosphorylated
phosphatidylinositols and in that way contribute to sig-
naling reactions. Thus, elevation of PIP3 in the membrane
adjacent to signaling receptors aids in the recruitment to
this location of other signaling molecules and, in that way,
promotes signaling. Key signaling molecules with PIP3-
binding PH domains include Btk, PLCγ 2, and Akt (58). Btk
and PLCγ 2 are discussed in more detail in the next section.
Akt is a serine-threonine protein kinase that is activated by
PI 3-kinase action to promote enhanced protein synthesis,
which is a preparation for proliferation, and to promote
cell survival. Akt is both recruited to the plasma membrane
by binding PIP3 and is activated by phosphorylation by an
upstream protein kinase, called PDK1 (phosphoinositide-
dependent protein kinase 1), which is itself activated by
PIP3. The growth promoting actions of Akt involve activa-
tion of mTOR (mammalian target of rapamycin), which
regulates protein synthesis (59), and phosphorylation and
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inactivation of the transcription factors of the FoxO fam-
ily, which promote quiescence (60). In addition, Akt pro-
motes cell cycle progression by blocking GSK3 (glycogen
synthase kinase 3), which is an inhibitor of cell cycle regu-
lators cyclin D and Myc. Akt promotes cell survival by phos-
phorylating and inactivating the BH3-only pro-apoptotic
regulator Bad and probably also by other, less understood
mechanisms. Thus, Akt is a key regulator in B cells as well
as in many other cell types.

Activation of PI 3-kinase by the BCR is thought to oc-
cur by the participation at least three adaptor molecules:
CD19, BCAP, and Gab-1. The most important of these is
the transmembrane coreceptor molecule CD19, which is
present in a complex with the CR2 complement receptor
(also called CD21) and the tetraspan protein CD81 (61).
The cytoplasmic tail of CD19 has 9 conserved tyrosines,
two of which are consensus sites for binding by p85α of
PI 3-kinase (YXXM). These sites are required for CD19
to mediate the activation of PI 3-kinase and are the pri-
mary sites responsible for CD19 signaling function (62,63).
The CR2/CD19 complex greatly potentiates BCR signaling
when an antigen has C3b-derived fragments attached to it,
as is described later, but CD19 clearly participates in BCR
signaling even when the antigen has not been decorated
with C3 fragments. Mice deficient in CD19 exhibit a com-
plete defect in B1 cell development and also lack marginal
zone B cells. There also appears to be a partial deficiency in
maturation of follicular B cells. T-independent type 2 an-
tibody responses are highly deficient, perhaps due to the
lack of B1 and marginal zone B cells. T cell-dependent an-
tibody responses are also partially defective in germinal
centers, and this deficiency is also seen in mice expressing
CD19 with the two PI 3-kinase binding sites mutated (63).

Despite the striking defects in CD19-deficient mice,
there are stronger defects in mice lacking the p85α com-
ponent of PI 3-kinase (58). This observation suggests that
there are alternative mechanisms by which the BCR acti-
vates PI 3-kinase, perhaps to a lesser degree than CD19.
Two cytoplasmic adaptors, BCAP (B cell adaptor for PI3K)
and Gab-1 (Grb2-associated binder 1), may promote ac-
tivation of PI 3-kinase downstream of BCR ligation, but
this is not clearly established in primary mammalian B
cells. Disruption of the gene encoding BCAP in the DT-40
chicken B cell line ablates PI 3-kinase signaling, leading
to the view that a primary function of BCAP is to mediate
activation of PI 3-kinase. In mice, mutation of the BCAP
gene results in clear B cell defects, including loss of B1
cells, an increase in the number of immature B cells in the
spleen, a corresponding decrease in the number of follic-
ular B cells, and a strong defect in T-independent type 2
antibody responses (64). Surprisingly, biochemical stud-
ies failed to reveal a clear defect in PI 3-kinase activation
or in activation of Akt, which is dependent upon PIP3 but
not other signaling reactions. In contrast, there was a par-
tial decrease in PIP2 hydrolysis and calcium elevation, al-

though the mechanism of these decreases was not defined.
Thus, BCAP clearly participates in BCR signaling, but its
exact role in primary B cells is not clear.

Another adaptor that may participate in PI 3-kinase ac-
tivation is Gab-1 (or the closely related Gab-2) (65,66).
Gab-1 and Gab-2 have PH domains that are thought to
bind to PIP3. BCR stimulation leads to Gab-1 recruitment
to the plasma membrane, and this recruitment is depen-
dent on its PH domain and on PIP3. Once recruited, Gab-1
becomes phosphorylated and associates with PI 3-kinase
and also with the SH2-domain-containing protein tyrosine
phosphatase SHP-2. It has been proposed that Gab-1 may
represent a positive feedback loop that amplifies PIP3 pro-
duction, but genetic evidence has suggested that primary
effect of Gab-1 is to attenuate BCR signaling via SHP-2.

PI 3-kinase signaling is countered by two enzymes
that remove phosphates from PIP3, PTEN, which removes
the phosphate that PI 3-kinase adds, and SHIP (SH2-
containing polyphosphoinositide 5 phosphatase), which
removes the 5-phosphate, generating phosphatidylinositol
3,4 bis-phosphate (Figure 8.6). This molecule does bind to
some PH domains, including that of an adaptor involved
in BCR signaling, Bam32 (see below), so it may continue
to promote certain signaling reactions, although Akt and
PLCγ 2 action both require PIP3. SHIP is recruited to sites
of BCR signaling via SH2-domain interactions and is par-
ticularly important for inhibitory coreceptor function, as
described below.

The Phospholipase Cγ2 Pathway

Phospholipase Cγ (PLCγ ) is the second major BCR-
stimulated signaling enzyme that generates second mes-
sengers of importance for B cell responses to antigen (Fig-
ure 8.6) and most biological responses to the BCR re-
quire this signaling reaction. PLCγ 1 and PLCγ 2 are the
primary isoforms of PLC that are activated by tyrosine
phosphorylation-based signaling receptors, including the
BCR, and of these PLCγ 2 is the major form expressed
in B cells. PLCs hydrolyze PIP2 to generate two second
messengers, inositol 1,4,5- trisphosphate (IP3) and diacyl-
glycerol (DAG). The former second messenger is a solu-
ble molecule that diffuses to the endoplasmic reticulum
(ER), where there are IP3 receptors that release calcium
stores (67). This is responsible for the initial elevation of
intracellular free calcium released upon BCR stimulation.
Maintenance of elevated intracellular calcium in response
to sustained generation of IP3 is mediated by poorly un-
derstood signals released from the ER when its calcium
stores are depleted. These signals act upon plasma mem-
brane calcium channels to cause them to open to keep in-
tracellular free calcium high. Recently some of the compo-
nents of this system have been identified in T cells (68,69),
and a similar system probably operates in B cells. Elevated
intracellular free calcium activates NFAT (nuclear factor
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of activated T cells) through removal of inhibitory phos-
phate by the calmodulin-regulated protein phosphatase,
calcineurin. Elevation of intracellular free calcium also can
stimulate calcium-activated protein kinases, such as CaM
kinase 2 (calmodulin-regulated protein kinase 2).

The other second messenger generated by PLCγ 2 action
is the lipid DAG, which activates isozymes of the protein ki-
nase C (PKC) family, often in conjunction with elevated in-
tracellular calcium, and also activates Ras-activating pro-
teins of the RasGRP family, as is discussed in more detail
below. PKCβ participates positively in signaling to Ras and
to NF-κB, whereas another isoform, PKCδ appears to be
critical for signaling in anergic cells and mice lacking PKCδ

exhibit loss of self tolerance, suggesting that PKCδ gener-
ates signals that establish or maintain the anergic state of
B cells (70–72).

Activation of PLCγ 2 by the BCR is largely dependent on
the signaling scaffold molecule BLNK (B cell linker), which
is also called SLP-65 (SH2-containing leukocyte protein
of 65kDa) and BASH (B cell adaptor containing SH2 do-
main). BLNK is required for B cell development in humans
(73), probably reflecting a role for this molecule in pre-BCR
signaling. Mouse B cells lacking BLNK exhibit a substan-
tial but less complete block at the pro-B cell to pre-B cell
stage and exhibit a further block at the immature to mature
B cell stage (74).

BLNK has an N-terminal region containing a short
putative leucine-zipper structure, a central region with
at least five tyrosines that become phosphorylated upon
BCR stimulation, and a C-terminal SH2 domain. Although
BLNK appears to be a soluble cytoplasmic protein, a frac-
tion of the molecules associate with the plasma membrane
of B cells prior to antigen stimulation via the leucine zip-
per (75), and this association appears to be important for
BLNK function. Full BLNK function also requires its SH2
domain, which binds to phosphorylated Y204 in Ig-α and
thereby localize BLNK to the signaling BCRs (Figure 8.7).
Mice in which Ig-α contains a Y204F mutation exhibit
clear defects, including decreased BCR-induced prolifer-
ation and decreased T-independent type II antibody re-
sponses in vivo (76).

Recruitment of BLNK to the BCR leads to phosphoryla-
tion of 5 tyrosines that are important for signaling function
(77). Three of these (Y84, Y178, and Y189 in human BLNK)
are responsible for recruiting PLCγ 2 via an SH2 domain in
the latter, perhaps reflecting an amplification mechanism
(one BLNK molecule attracting three PLCγ 2 molecules).
Recruitment to the membrane of PLCγ 2 is also promoted
by its PH domain binding to PIP3, generated by PI 3-kinase.
Once recruited to BLNK, PLCγ 2 becomes tyrosine phos-
phorylated by Syk, but this is insufficient for PLCγ 2 enzy-
matic activation. Additional tyrosine phosphorylation of
PLCγ 2 on two sites (Y753 and Y759) is required for enzy-
matic activity, and these phosphorylations are provided by
a third type of intracellular protein tyrosine kinase, Btk.

FIGURE 8.7 Adaptor molecules involved in PLCγ 2 signaling
in B cells. BLNK binds via its SH2 domain to phosphorylated
Y204 of Igα. BLNK then becomes phosphorylated on tyrosines,
which allows it to bind to PLCγ 2 and Btk and thereby scaffold
a complex for activation of PIP2 hydrolysis. Syk phosphorylates
BLNK; Btk is necessary to activate PLCYγ 2.

Btk is recruited to BLNK by binding to a distinct tyrosine
(Y96 in human BLNK) from those that recruit PLCγ 2. In-
terestingly, for BLNK to be functional for inducing calcium
signaling, it must have an intact Btk recruitment site, as
well as at least one PLCγ 2 recruitment site. Expression of
two mutant forms of BLNK, one lacking the Btk-binding
site and the other lacking the PLCγ 2-binding sites, is in-
sufficient for restoring function (77), indicating that BLNK
must scaffold a complex between Btk and PLCγ 2 (Figure
8.7) to promote the activation of the latter. The fifth tyro-
sine site on BLNK appears to recruit Vav and Nck, which
may also contribute to PIP2 breakdown and are discussed
below.

Mice deficient in Btk, PLCγ 2, or BLNK all exhibit sig-
nificant defects in B cell development, probably reflecting
defects in pre-BCR or BCR signaling, although the severity
of the defects differ to some degree. There may be some
redundancy between Btk and other Tec family kinases, and
similarly there could be some redundancy between PLCγ 2
and PLCγ 1, accounting for small differences in pheno-
types. Mice expressing the Y204F mutant form of Ig-α,
which is responsible for recruiting BLNK to the signaling
BCR, have some defects, but they are clearly lesser defects
than those that are seen in mice deficient in Btk, PLCγ 2
or BLNK, so it seems likely that either membrane localiza-
tion of BLNK mediated by the leucine zipper motif is suffi-
cient for some function, or there is another molecule that
can recruit BLNK to the vicinity of signaling BCRs. The
latter possibility has been suggested by analogy with SLP-
76, which is similar to BLNK in some ways. Recruitment
of SLP-76 is mediated by the transmembrane lipid raft-
associated protein LAT (linker for activation of T cells). B
cells express a molecule similar to LAT, called NTAL (non-
T cell activation linker) or LAB (linker for activation of
B cells), but genetic evidence argues against it playing a
necessary role in the activation of BLNK in B cells (78).
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Mice lacking this transmembrane adaptor molecule have
close to normal B cells, although they may have a slight
increase in BCR signaling to calcium elevation and in T-
independent antibody responses. Moreover, convincing as-
sociation of BLNK with NTAL/LAB has not been reported.

Thus, surprisingly, the activation of PLC by the anti-
gen receptors of B cells and T cells appears to be signif-
icantly different: In B cells, PLCγ 2 is recruited to a scaf-
fold (BLNK) that is recruited directly to signaling BCRs,
whereas in T cells PLCγ 1 is recruited to the LAT-SLP-76
complex, which is not believed to bind directly to the TCR.
It may be that the signaling architecture in T cells has
greater potential for amplification, since many LAT/SLP-
76 complexes can be phosphorylated, bind and activate
PLCγ 1, even if only a small number of TCRs are engaged.
Such an amplification may explain how T cells can gener-
ate a robust calcium elevation when only 1 to 10 TCRs are
engaged with foreign peptide-MHC ligands (79). In con-
trast, the recruitment of BLNK directly to the BCR suggests
that the calcium response would be more nearly propor-
tional to the number of BCRs engaged. Thus, B cells may
only be able to generate a biologically meaningful calcium
signal if many antigen receptors are engaged and signaling.

The Ras-Raf-Erk Pathway

The Ras-Raf-Erk signaling pathway controls several steps
in the developmental progression of B cell and is also criti-
cal for BCR-stimulated proliferation of mature B cells. Re-
ceptor stimulation activates guanine-nucleotide exchange
factors (GEFs) that convert Ras from the inactive GDP-
bound form to the active GTP-bound form by inducing it
to release bound GDP and thereby allowing GTP to bind.
GEFs are countered in the cell by GTPase-activating fac-
tors (GAPs) that induce Ras to hydrolyze the bound GTP
and release phosphate, leaving GDP bound to Ras in the
inactive conformation (Figure 8.8). Active Ras binds to and
activates a series of Ras effectors, of which the best under-
stood is the serine-threonine protein kinase Raf, which ac-
tivates MEK1 and MEK2, which in turn activate the Erk1
and Erk2 MAP kinases (80). Among the major functions
of Erk is phosphorylation and activation of various tran-
scription factors. For example, in B cells, the Ras pathway
activates Ets-family transcription factors acting at Serum
Response Elements (SREs) in the Egr1 gene to induce its
expression, which in turn promotes expression of adhe-
sion molecules ICAM-1 and CD44 (81–84). Also, in ma-
ture B cells, MEK1 and MEK2 inhibitors strongly interfere
with anti-Ig-induced B cell proliferation (84). Transgenic
expression in B lineage cells of dominant negative forms
of Ras block developmental progression to the pre-B cell
and immature B cell stages (85,86), demonstrating that
Ras also has developmental roles in developing B cells,
probably via Erk activation.

FIGURE 8.8 Control of Ras activity in B cells. Ras exists in two
conformations, an inactive conformation bound to GDP and an
active conformation bound to GTP. Conversion from the inactive
to the active conformation is achieved by guanine nucleotide ex-
change factors (GEFs) that induce release of GDP, allowing GTP
to bind and induce the active conformational. The most impor-
tant GEF for BCR regulation of Ras is Ras guanine nucleotide re-
leasing factor 3 (RasGRP3), which is activated by diacylglycerol
(DAG) and by phosphorylation by protein kinase C. Ras is inacti-
vated by GTPase activating factors (GAPs), neurofibromin, which
acts constitutively, and RasGAP, which is controlled by signaling
reactions, including those downstream of the negative corecep-
tor Fcγ RIIb, which recruits RasGap via SHIP and the adaptor
Dok1. Ras effectors include the serine-threonine protein kinase
Raf, which activates the Erk MAP kinase, and other effectors of
unknown function in B cells.

BCR-induced activation of Ras primarily results from
activation of RasGEFs and, in particular, RasGRP3 (Ras
guanine nucleotide releasing protein 3), and to a lesser
extent RasGRP1 (87,88). RasGRPs have domains struc-
turally related to the C1 DAG-binding domains found in
protein kinase C (PKC) isoforms, and their activation is
correspondingly dependent on DAG, which is generated
by PLC action. Indeed, BCR activation of Ras is highly de-
pendent on PLCγ 2. RasGRP3 is found in the cytoplasm
of unstimulated B cells, and it is recruited to the mem-
brane in response to PLCγ 2 action (87). However, forced
recruitment to the membrane of RasGRP3 only activates
Ras to a small degree. Recent studies have identified BCR-
induced phosphorylation of T133 of RasGRP3 as a key
regulatory step in full activation of Ras. It appears that
conventional isoforms of PKC (which in B cells would be
PKCα or PKCβ) are responsible for this phosphorylation
(89,90), which means that DAG acts in two ways to pro-
mote RasGRP3 activation and also that calcium elevation
contributes importantly to Ras activation, because con-
ventional PKCs are dependent on both calcium and dia-
cylglycerol for their activation (Figure 8.8).

Ras-Raf-Erk signaling is attenuated in several ways
following BCR signaling. One mechanism by which this
pathway is attenuated is by the recruitment of Ras-
GAP to the membrane by the formation of a tyro-
sine phosphorylation/SH2-based multiprotein complex
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including SHIP, Dok1 (downstream of kinase 1), and Ras-
GAP (19). This complex likely also contains the adaptor
Shc (91,92). This pathway is strongly engaged by the in-
hibitory coreceptor Fcγ RIIb (93,94) and is discussed fur-
ther below. In addition, among the early response genes
induced by BCR signaling is a MAP kinase phosphatase,
MKP1, which can directly inactivate Erk and other MAP
kinases (95).

The Vav-Rac Pathway

Rac is a small molecular weight GTP-binding protein re-
lated to Ras, but more closely related to Rho, Cdc42, and
a handful of other Rho family members. Rho family mem-
bers function in the regulation of actin polymerization,
which is important for cell shape and cell migration. Rho
family members also are important for activation of two
types of MAP kinases, JNK (c-Jun N-terminal kinase) and
p38 MAP kinase. BCR signaling activates Rac through the
Vav family of GEFs, which are recruited into signaling
complexes via BLNK and CD19 (Figure 8.9). B cells express
all three members of this family (Vav1, Vav2, and Vav3),
and the phenotypes of mice lacking one or more forms of
Vav suggests that all three of these Vav isoforms participate
in B cell function, largely in nonredundant ways (96). Rac
appears to enhance PIP2 hydrolysis by activation of a PIP
5-kinase, which replenishes PIP2 to allow its hydrolysis to
continue at a high level (97). Rac also activates produc-
tion of reactive oxygen species to amplify BCR signaling
at an early stage as described earlier. Rac also promotes
activation of a protein kinase called HPK1 (hematopoietic
progenitor kinase 1), which appears to be upstream of JNK
activation. JNK in turn phosphorylates and activates the
c-Jun transcription factor, promoting transcription of early
response genes. An adaptor Bam32 (B lymphocyte adaptor

FIGURE 8.9 The Vav-Rac pathway activated by BCR signaling.
BCR signaling results in recruitment to the membrane and activa-
tion of Vav, which is a guanine nucleotide exchange factor for Rac.
Rac promotes actin polymerization, JNK activation, and proba-
bly production of reactive oxygen species (ROS) that amplify BCR
signaling in general. Rac also activates PIP 5-kinase, which re-
plenishes PI4,5P2 levels, promoting high-level generation of sec-
ond messengers from this compound. HPK1: hematopoietic pro-
genitor kinase 1; MEKK1: MAPK/Erk kinase kinase 1.

molecule of 32kDa) also contributes to this pathway (98).
B cells from mice genetically ablated for this adaptor ex-
hibit defects in BCR-induced activation of HPK1 and JNK,
as well as MEKK1, which is likely an intermediate in this
signaling cascade (Figure 8.9). These B cells also exhibit
decreased anti-Ig-induced proliferation in vitro. Bam32-
deficient mice have normal development of follicular and
marginal zone B cells, but had defective development of
B1 cells in one study and an inability to make antibodies
in response to T-independent type II antigens (98).

The Rap-Integrin Pathway

BCR stimulation leads to increased binding by integrins
expressed on B cells, particularly LFA-1 (αLβ2), which
binds to ICAM-1, and α4β1 which binds to VCAM-1 and
to fibronectin. Integrins promote adhesion between the B
cell and a variety of immune cells that may have anti-
gen bound to their surface (1) or to helper T cells and,
therefore, likely promote the prolonged recognition and
response to antigen in many circumstances. The ability of
integrins to promote adhesion is controlled both by con-
formational changes between a low-affinity state and one
or more higher affinity states (99) and by release from the
actin cytoskeleton, which gives integrins the freedom to
cluster and more efficiently bind to ligands fixed in the ex-
tracellular matrix or on the surface of another cell. The
former is referred to as affinity regulation, whereas the lat-
ter is sometimes called avidity regulation, although more
properly, the term avidity refers to the combination of the
effects of affinity and multivalency on binding strength. In
the case of BCR activation of integrins, there may be regu-
lation of either or both integrin conformation and integrin
mobility within the membrane.

A key regulator of integrin activation in B cells, as well
as in other cells is the Rap family of Ras-like small GTP-
bindings proteins (100,101). Both BCR and chemokine re-
ceptor stimulation of B cells induce activation of Rap1
and Rap2 and blocking this activation by overexpress-
ing a highly specific Rap GTPase-activating protein blocks
the increase in integrin adhesion (101). Recent evidence
demonstrates that two adaptor proteins, ADAP (adhe-
sion and degranulation-promoting adaptor protein) and
SKAP55 (Src kinase-associated phosphoprotein of 55kD)
are required for the TCR to induce integrin activation in T
cells and suggests that this is mediated by targeting of acti-
vated Rap to the correct location at the plasma membrane
(102). B cells likely use related but distinct molecules, as
gene knockouts for these two molecules do not exhibit
clear B cell defects, but B cells from mice lacking SKAP-
HOM, which is closely related to SKAP55, do show a strong
defect in BCR-induced integrin activation (103). Recent ev-
idence suggests that Rap may act by promoting the binding
of talin to the cytoplasmic domains of integrin β chains,
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FIGURE 8.10 Activation of the NF-κB pathway downstream of the BCR. BCR signaling induces
phosphorylation and oligomerization of the scaffold molecule CARMA1 and its association with
adaptors Bcl-10 and MALT1, which then activate TNF receptor–associated factors TRAF2 and
TRAF6. TRAFs activate the IκB kinase (IKK) complex to phosphorylate IκB. Phosphorylated IκB
is then ubiquitinylated and degraded, freeing NF-κB to enter the nucleus and induce transcription.

which promotes their unfolding into the higher affinity
conformation (104).

The NF-κB Pathway

The transcription factor NF-κB is central to inflamma-
tory, innate immune, and adaptive immune responses. In
B cells, NF-κB is activated by the BCR, by TNF receptor
family members, including CD40 and BAFF receptor, and
by TLRs (105). In mature B cells, BCR-induced survival
and proliferation pathways are particularly dependent on
NF-κB signaling, and mice genetically defective for signal-
ing components that connect the BCR (but not TLRs or
cytokine receptors) to NF-κB activation have a severe de-
fect in lymphocyte activation (105,106).

NF-κB is a family of transcription factors originally dis-
covered as binding to a site in the Ig κ intronic enhancer
and is composed of homo- and heterodimers of five differ-
ent related members, called p50 (NFKB1), p52 (NFKB2),
p65 (RelA), c-Rel, and RelB (105). NF-κB can be held in
an inactive form in the cytoplasm by an inhibitor called
IκB, of which there are several isoforms. The activation
of NF-κB generally follows phosphorylation, ubiquitina-
tion, and proteasome-mediated degradation of IκBs (Fig-
ure 8.10). Although different types of receptors activate
NF-κB via distinct mechanisms, in most cases, referred to
as the classical or canonical pathway, activation occurs via
the IκB kinase (IKK) complex, which is a high molecular
weight complex of multiple copies of three different sub-
units, called IKKα, IKKβ and IKKγ (or NEMO). IKKα and
IKKβ are serine/threonine protein kinases and in this path-
way IKKβ is essential for the phosphorylation and subse-
quent ubiquitination and degradation of IκB, IKKα plays
a less important role and IKKγ is a scaffold that holds to-
gether the IKK complex and mediates its association with
upstream activators. A second pathway of NF-κB activa-
tion, the alternative or noncanonical pathway, is mediated
primarily by IKKα downstream of a subset of TNF recep-
tor family members including BAFF receptor (105).

Antigen receptors utilize a unique set of signaling com-
ponents to activate the IKK complex, although they ulti-
mately use components from the TNF receptor, IL-1 re-

ceptor, and TLR pathways in the terminal steps leading
to IKK activation. BCR signaling induces the assembly
of a plasma membrane lipid raft–associated complex be-
tween the scaffold molecule CARMA1 and two adaptor
proteins, Bcl-10 and MALT1, which then binds to TRAF2
(TNF receptor associated factor 2) or TRAF6. In the path-
way connecting the BCR to IKK activation, TRAF2 and
TRAF6 are thought to be alternative and equivalent com-
ponents, although there are subtle mechanistic differences
(106). TRAF2 also participates in NF-κB signaling down-
stream of TNF receptor family members, whereas TRAF6
also participates in NF-κB signaling from TLRs, IL-1 re-
ceptor family members, and CD40 (107). TRAFs are E3
ubiquitin ligases that catalyze ubiquitinylation reactions
forming K63-linked polyubiquitin chains on themselves
(TRAF6) or on associated proteins (RIP1 in the case of
TRAF2). The K63-polyubiquitin chains are recognized by
ubiquitin-binding domains on IKKγ and on the adaptor
proteins TAB2 (TAK1-binding protein 2) or TAB3, and in
this way TRAF action nucleates formation of a larger sig-
naling complex that includes TRAF2 or TRAF6, the IKK
complex and the TAK1 (TGFβ-activated protein kinase 1)
complex with TAB1 and TAB2 or TAB3 (Figure 8.10). Once
this complex forms, IKKγ also becomes decorated with a
K63-polyubiquitin chain that appears to be necessary for
IKK enzymatic activation, as is phosphorylation of IKKβ

by TAK1.
How antigen receptors trigger this sequence of signal-

ing reactions leading to IKK complex activation is not com-
pletely understood, but a key event is phosphorylation of
CARMA1 by PKCβ in B cells (108) and PKCθ in T cells
(Figure 8.10). PKCβ is a conventional PKC that is acti-
vated by calcium and DAG, both of which are generated
downstream of PLCγ 2 action. In contrast, PKCθ is acti-
vated by DAG alone, without a requirement for calcium
elevation. The significance of this difference in signaling
to NF-κB in B cells versus T cells is not known at this
time. Phosphorylation of CARMA1 has been proposed to
promote its multimerization and binding to Bcl-10, which
in turn multimerizes MALT1 and TRAF2 or TRAF6, which
appears to be how TRAFs become activated. CARMA1 mul-
timerization occurs at the plasma membrane in areas of
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coalesced lipid rafts (108,109). CARMA1 is mostly cytoso-
lic in resting lymphocytes, so its multimerization at the
plasma membrane likely reflects binding to an unknown
membrane protein. The significance of CARMA1 lipid raft
localization is also not known, although it may reflect the
localization of the putative binding protein. In any case, it
is clear that NF-κB is triggered by PKCβ activation in B
cells (106), possibly with involvement of additional signal-
ing reactions.

CORECEPTORS FOR BCR SIGNALING

The term “coreceptors” has been given to CD4 and CD8 in
T cells because these molecules also bind to the peptide-
MHC ligand that is bound by the TCR. As described in
Chapters 10 and 11, CD4 and CD8 aid T cell activation
by promoting the binding between TCR and peptide-MHC
and also by cooperation of their intracellular domains with
the intracellular domains of the TCR subunits, particularly
with the ITAMs in the CD3 and ζ chains. The cytoplasmic
tails of CD4 and CD8 bind to the Src-family tyrosine kinase
Lck, so the simultaneous binding of a TCR and CD4 or CD8
to the same peptide-MHC complex results in juxtaposition
of Lck with ITAMs, promoting efficient ITAM phosphory-
lation. Thus, CD4 and CD8 effectively tell the T cell that
the TCR has bound to the correct type of ligand.

Analogously, the B cell expresses at least three different
molecules that can bind to the same molecular complex
bound by the BCR and, if this happens, modulate BCR
signaling. These B cell coreceptors provide additional in-
formation about the nature of the antigen that is relevant to
B cell activation. One of these B cell coreceptors, the com-
plement receptor 2 (CR2) complex, functions positively to
promote B cell activation, whereas two of these corecep-
tors, Fcγ RIIb and CD22, function negatively to inhibit B

cell activation (Figure 8.11). Complement deposited on an
antigen provides an indication to the B cell that the in-
nate immune system or preexisting antibody has tagged
the molecular complex as foreign, whereas the presence
of antigen in an IgG-containing immune complex is an in-
dication that sufficient antibody has already been made
to counter the threat. The logic of the coreceptor role for
CD22 is less well established, but this molecule binds to α2,
6-linked sialic acid oligosaccharides, which are expressed
on most host cells but less commonly on microbe surfaces,
so this coreceptor may act to decrease antibody responses
to cell surface self-antigens (110,111).

Complement receptor 2 (CR2, also called CD21) is
found in a complex with CD19 and the tetraspanin pro-
tein CD81 (61). When CR2 is coligated with the BCR,
CD81 promotes prolonged association of the BCR with
lipid rafts, which may enhance its signaling (111a). CD19,
the other component of the CR2 complex, is a major adap-
tor molecule for activation of PI 3-kinase signaling, as
described above, and it is thought to be responsible for
the major coreceptor signaling function of the CR2 com-
plex. Lyn binds to CD19 after the latter becomes activated,
so this association may amplify signaling. Genetic stud-
ies indicate that the PI 3-kinase binding sites in the cy-
toplasmic tail of CD19 (Y482, Y513) are responsible for
most of the signaling function of CD19 (62,63). Curiously,
in its signaling mechanism, CD19 is more closely anal-
ogous to signaling by the T cell costimulatory receptor
CD28 than to signaling by the T cell coreceptors CD4 and
CD8. For both CD28 and the CR2 complex, the ligands
are molecules related to innate immune recognition: In
T cells, the B7 ligands for CD28 can be induced on den-
dritic cells by TLR signaling, and in B cells, the fragments
of C3 may be deposited on antigenic particles due to the
alternative or lectin pathways of complement, or due to
complement activation by weak reactivity to preexisting

FIGURE 8.11 Coreceptors and BCR signaling.
The complement receptor 2 (CR2) complex with
CD19 and CD81 serves as a positive coreceptor for
BCR signaling (left). When an antigen is coated
with C3b-derived complement fragments, CR2 is
brought adjacent to the BCR, where the cytoplas-
mic tail of CD19 can be phosphorylated on sev-
eral tyrosines. Phosphorylated CD19 serves as a
binding site for signaling proteins including PI 3-
kinase and Vav. CD19 also participates in BCR sig-
naling in the absence of complement activation,
although less efficiently. Fcγ RIIb is a negatively
acting coreceptor (right). If the antigen has IgG
bound to it, then Fcγ RIIb is recruited adjacent
to the BCR. Lyn associated with the BCR phos-
phorylates the ITIM tyrosine of Fcγ RIIb, which
attracts SHIP, which counters PI 3-kinase. SHIP
also recruits RasGAP via the adaptor Dok1, re-
sulting in inactivation of Ras.
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IgM. Thus, whether one considers the CR2 complex to be
more analogous to T cell coreceptors or T cell costimula-
tory receptors is a matter of choice. In either case, juxta-
position of the signaling BCR with CR2 strongly promotes
B cell activation (112).

The inhibitory coreceptors of B cells are part of an
extensive family of immune inhibitory receptors charac-
terized by the presence in their cytoplasmic tails of an
immunoreceptor tyrosine-based inhibitory motif (ITIM)
(113). These inhibitory receptors play critical roles in re-
straining activation of all immune cells, including B cells.
Indeed, in addition to Fcγ RIIb and CD22, B cell express a
variety of other inhibitory receptors whose function is less
well understood but that clearly serve to inhibit BCR sig-
naling, including CD72 (114,115), PIR-B (116), and CD5
(117,118).

When a B cell binds to antigen that is in an immune
complex with specific IgG, then it engages Fcγ RIIb as well
as the BCR, and this juxtaposition promotes phosphoryla-
tion of the ITIM tyrosine in the cytoplasmic tail of Fcγ RIIb.
The phosphorylated ITIM serves as a high-affinity bind-
ing site for SHIP (SH2-containing polyphosphoinositide 5
phosphatase), which removes the 5 phosphate from PIP3

(Figure 8.6), thereby countering most of the actions of PI
3-kinase, because the resulting lipid, PI 3,4P2, does not
activate Akt or promote activation of PLCγ 2, although it
does serve as a ligand for some PH domains, including the
PH domain of the adaptor Bam32 (98). SHIP also recruits
to this inhibitory complex the adaptor Dok-1 and RasGAP,
which inactivates Ras (93,94). Thus, coligation of the BCR
and Fcγ RIIb results in some signaling but attenuation of
the most important downstream signaling events. Presum-
ably, an antigen with a small amount of IgG bound could
still induce B cell activation, whereas soluble antigen in
an extensive IgG-containing immune complex or present
on a cell surface covered with IgG would likely not in-
duce an immune response from naı̈ve B cells. It should be
noted, however, that Fcγ RIIb on follicular dendritic cells
plays a positive role in promoting germinal center B cell
responses, so the role of Fcγ RIIb in antibody responses is
complex and depends on the stage of the response.

The role of CD22 in the regulation of antibody responses
is less well understood, but a major function of CD22 is to
inhibit BCR signaling via its ITIMs (111). In contrast to
Fcγ RIIb, which is thought to only inhibit BCR signaling
if coligated with the BCR by a specific immune complex,
some CD22 on the cell surface is preassociated with a sub-
set of mIgM molecules on naı̈ve B cells. Alternatively, there
is evidence that CD22 function is regulated by it binding to
ligands on the B cell surface, perhaps reflecting a mecha-
nism for tuning BCR signaling (119). In either case, CD22
and its ITIM appear to attenuate BCR signaling in a tonic
way (111,120). In addition, it has been proposed that CD22
binding to sialic acid-containing glycoproteins on the anti-
gen or antigen-bearing particle would increase the amount

of CD22 coligated with the BCR and thereby attenuate sig-
naling (110). CD22-deficient mice do exhibit some autoan-
tibody production, but it appears to be modest compared
to what is seen in mice lacking other molecules involved in
these inhibitory pathways, as discussed below. BCR cross-
linking leads to phosphorylation of CD22 and recruitment
of SHP-1 (SH2-containing tyrosine protein phosphatase 1)
and of SHIP (121). Other inhibitory receptors on B cells,
including CD72, PIR-B, and CD5 (on B1 cells), also have
ITIMs and bind SHP-1 and so likely provide some redun-
dancy that may compensate to some degree for the loss
of CD22 in the knockout mice. SHP-1 probably attenuates
BCR signaling by dephosphorylating early components in
the signaling cascade, including BLNK (122). CD22 also
appears to directly regulate calcium influx induced by the
BCR (123).

Phosphorylation of the ITIM tyrosines of Fcγ RIIb,
CD22, and other inhibitory receptors of B cells is heav-
ily dependent on the Src-family tyrosine kinase Lyn (124).
In contrast, BCR ITAM tyrosine phosphorylation is medi-
ated by all three of the most highly expressed Src-family
tyrosine kinases of B cells, Lyn, Fyn, and Blk (34), and
probably once started is maintained in part by Syk, as
described earlier. The mechanism for the heavy depen-
dence of inhibitory receptor function on Lyn is not un-
derstood in detail, although in the case of CD22, Lyn binds
to a tyrosine phosphorylation site in the cytoplasmic do-
main of CD22 distinct from the ITIM, and it has been
proposed that Lyn binds and then efficiently phosphory-
lates the ITIM (125). In any case, the heavy dependence
of inhibitory receptor function in B cells on Lyn has made
it interesting to examine the effects of Lyn-defeciency on
B cell function (124,126). Lyn-deficient mice exhibit ele-
vated levels of serum IgM and IgG, suggesting enhanced
activation of B cells during immune responses. In addi-
tion, these mice make high levels of antinuclear antibod-
ies and anti–double-stranded DNA antibodies and develop
lupus nephritis and kidney disease, which is eventually fa-
tal on a mixed genetic background (127). Autoantibody
production in Lyn-deficient mice is attenuated on either
a C57BL/6 background or a Balb/c background but still
occurs (Gross, A. J. and DeFranco, A. L., unpublished
observations). Mice deficient in other elements of the
inhibitory receptor pathway in B cells also exhibit au-
toantibody production, although to variable degrees. Thus,
Fcγ RIIb-deficient mice exhibit autoimmunity, even on
some nonautoimmune genetic backgrounds (128), CD22-
deficient mice exhibit some autoreactivity, but to a lower
degree than that seen in Lyn-deficient or Fcγ RIIb-deficient
mice (126). Finally, SHP-1-deficient mice were originally
isolated as motheaten mice, which have a severe autoim-
mune and inflammatory disease that is fatal early in life.
The severe nature of this disease may reflect important
roles for SHP-1 in inhibitory receptor function in all lym-
phocytes and leukocytes, compared to the less dramatic



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-08 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 9:42

B Lymphocyte Signaling Mechanisms and Activation 285

effects of mutations that affect only B cells or B cells and
a few other cell types.

ANTIGEN PRESENTATION BY B CELLS

In addition to being a signaling receptor, the BCR is an en-
docytic receptor that takes up antigens for presentation to
T cells, which in turn promote activation of B cells, as de-
scribed in detail in the next chapter. Internalization of the
BCR is achieved via tyrosine-containing sequences found
in the cytoplasmic domains of Ig-α and Ig-β (129,130).
Uptake is primarily via a clathrin-mediated pathway, al-
though a second pathway involving lipid rafts also is active
(131,132). Studies with chimeric molecules in which the
cytoplasmic tails of Ig-α or Ig-β have been fused to het-
erologous proteins indicate that both cytoplasmic tails can
mediate uptake and that they function in a complemen-
tary fashion to promote antigen presentation (129,133).
In particular, the Ig-β cytoplasmic domain is responsible
for targeting the BCR/antigen complex to late endosomes,
where antigenic peptide loading onto MHC class II
molecules occurs. Recently, internalization of the BCRs
have been examined in a more physiological context by the
use of targeted gene mutations and analysis of B cells from
mice with these targeted mutations (130). B cells in which
the Ig-α cytoplasmic tail has been modified to change
the two ITAM tyrosines to phenylalanine or in which the
Ig-β cytoplasmic tail has been modified to change its two
ITAM tyrosines to alanines were examined. B cells with
either alteration showed a profound loss of constitutive
BCR internalization and clearly slower BCR-cross-linking
induced internalization. B cells with mutant Ig-β showed
the greater delay in ligand-stimulated internalization
and also a decrease in the final extent of internalization,
whereas B cells with mutant Ig-α had decreased internal-
ization but to a smaller degree. B cells from both mice had
elevated levels of cell surface IgM and IgD, in agreement
with decreased constitutive BCR internalization.

In addition to the role of the Ig-α ITAM tyrosines in BCR
internalization, there is also evidence for a role for Ig-α
Y204 in BCR internalization (133). Y204 is the tyrosine
that when phosphorylated binds to BLNK (76,134,135). In-
terestingly, phosphorylation of Ig-α Y204 appears to block
internalization (133). Given the central role of BLNK in
BCR signaling, as described earlier, this observation sug-
gests that ligand-engaged BCRs can either signal or be in-
ternalized as alternative contributions to B cell activation.
Mathematical modeling indicates that a feature of compe-
tition between the two BCR functions is that the difference
in the amounts of signaling resulting from ligands that
bind to the BCR with higher avidity versus those that bind
with lower avidity is less than would occur in a situation
where signaling and internalization are not antagonistic
(133). In other words, antagonism between signaling and

internalization is predicted to allow B cells to respond to
a wide variety of ligands of different avidity by promot-
ing signaling at low avidity where there is a low degree of
internalization.

Although individual BCRs may signal or be internal-
ized, BCR signaling in the cell contributes positively to
antigen presentation and interactions with T cells in mul-
tiple ways. BCR signaling induces migration of follicular
B cells from the follicles to the boundary of the T cell zone
and also induces migration of marginal zone B cells to pro-
mote their interactions with helper T cells (8). BCR signal-
ing induces increased adhesion of a B cell’s LFA-1 integrin
molecules, as described earlier, which promotes binding to
helper T cells. In addition, BCR-stimulated B cells induce
expression of the costimulatory molecule B7-2 (CD86) and
also increase their expression of MHC class II molecules,
both of which would promote activation of helper T cells
recognizing peptides contained in the antigen internalized
via the BCR. BCR signaling also promotes acidification of
endosomes, which is important for antigen processing and
loading onto class II MHC molecules (129).

LINKAGE OF ANTIGEN PRESENTATION TO
ITAM SIGNALING IN B CELLS

Activation of B cells either through the BCR or via IL-4
leads to association of MHC class II molecules with Ig-
α/Ig-β heterodimers (136). Subsequent clustering of MHC
molecules by anti-MHC antibodies or by recombinant sol-
uble TCRs induces strong ITAM signaling, which promotes
B cell activation in vitro. Although the physiological rele-
vance of this pathway is not clearly established, it is strik-
ing that in cell-cell conjugates between antigen-presenting
B cells and antigen-specific T cells, there is a strong con-
centration of B cell MHC class II molecules at the inter-
face, suggesting that they are engaged and are likely signal-
ing. Moreover, it is interesting that the association of Ig-α/
Ig-β with the class II MHC molecules requires prior B cell
stimulation, which may promote antigen specificity of the
response, as would the fact that B cell–T cell conjugates
generally are only stable if T cells are recognizing cognate
peptide-MHC complexes. Thus, although further work is
required, the possibility that this signaling process is im-
portant for B cell activation in many circumstances is an
attractive one.

CONCLUSION

B cells make antibodies in response to a rich diversity of
physical forms of antigens, implying the existence of a con-
siderable flexibility in the mechanisms that control B cell
activation. In addition, B cells make a wide variety of cel-
lular responses to BCR stimulation, including promotion
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or arrest of developmental progression, choice of lineage
between marginal zone and follicular types of mature B
cells, promotion of survival or of apoptosis, migration to
particular places within secondary lymphoid tissues, and
entry into cell cycle. This flexibility and variety may ex-
plain why BCR signaling employs a large number of sig-
naling pathways and why there is overlap between some of
these pathways and signaling pathways induced by other
key regulators of B cells, including TLRs and CD40. Clearly
we have come a long way in the past two decades in under-
standing in detail how B cell activation is regulated. Just
as clearly, much more needs to be learned to reduce this
complexity to a clearer and more complete understand-
ing of how the molecular mechanisms described in this
chapter combine to regulate B cell activation in a way that
generates rapid and useful antibody responses but largely
avoids destructive autoantibody production.
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OVERVIEW

Preexisting diversity in the antigen receptor repertoire is
the central feature of the adaptive immune system. Foreign
antigen triggers clonal selection mechanisms that regulate
the quantity and quality of adaptive immunity. This chap-
ter will focus on mature B lymphocyte biology and con-
sider the cellular and molecular processes that promote
antibody production and the development of high-affinity
B cell memory in response to foreign antigen exposure
in vivo.

There are at least three major subsets of mature B cells
that can participate in the adaptive response to foreign
antigen, each with different developmental life histories,
survival needs, and activation requirements upon antigen
receptor triggering. The innate immune system partici-
pates in rapid early antigen clearance and communicates

the nature of the foreign antigen assault to the adaptive
immune system. Dendritic cells (DC) are the most efficient
antigen-presenting cells (APC) of innate immunity and will
be discussed in some detail. DCs exist in multiple forms
that can present antigen to specific B cells and pMHCII
complexes to specific helper T (Th) cells. Th cell indepen-
dent B cell responses will be discussed; however, emphasis
remains on antigen-specific mechanisms of Th cell regu-
lated B cell immunity.

In the past few years, experimental access to immune
response biology has dramatically shifted with the advent
of multiphoton laser–based intravital imaging techniques.
These studies provide direct access to the mechanics and
cell dynamics of antigen-specific cognate regulation in
vivo. This information serves to integrate existing knowl-
edge in the field using a real-time scaffold for the develop-
mental progression in vivo. This chapter will be broadly
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organized across the four major checkpoints in the evo-
lution of high-affinity B cell memory. The first checkpoint
defines contact between antigen-experienced pMHCII+ DC
and naı̈ve pMHCII-specific Th cells. Clonal selection within
the Th cell compartment underpins effector Th cell differ-
entiation required for regulating B cell fate in this pathway.
Cognate control of antigen-primed pMHCII-expressing B
cells defines the second major checkpoint in this pathway.
Commitment to antibody class switch, short-lived plasma
cell (PC) development and entry into the germinal center
(GC) reaction to memory B cell development occurs at this
stage of the immune response. The GC reaction underpins
memory B cell evolution and is discussed in detail. The
interaction of the B cell receptor (BCR) and antigen fol-
lowed by the cognate control of GC B cell fate by GC-Th
cells defines the third major checkpoint, determining entry
of high-affinity GC B cells into the memory B cell compart-
ment. Little is understood about the cellular heterogeneity
within the memory B cell compartment and the memory
Th cell compartment and how such heterogeneity affects
the response to antigen recall. The fourth major check-
point defines cognate control of antigen recall responses
and is central to the consolidation of antigen-specific B
cell responses in all vaccine regimes.

This chapter mainly focuses on what is known of the
antigen-specific immune response in mouse models, with
reference to work conducted in humans. Further, there is
an emphasis on the response to model hapten-protein anti-
gens that is pertinent to our understanding and manip-
ulation of adaptive immunity for preventive vaccination
but may not provide a full appreciation of the immune
response to infection.

MATURE B CELL SUBSETS

Mature peripheral B cells subdivide into at least three ma-
jor compartments based on cell surface phenotype, cellular
ontogeny and tissue distribution. B1 B cells, marginal zone
(MZ) B cells, and follicular (FO) B cells respond charac-
teristically to different sets of foreign antigens, creating a
broad subdivision of function in the mature B cell com-
partment. Differences in BCR repertoire and helper T cell
requirements for antigen responsiveness underscore this
functional divide and further distinguish the mature B cell
subsets. More recently, the identification of separable pre-
cursors for B1 and FO B cells support the existence of dis-
tinct B cell lineages and provide a mechanism for their
differential development in vivo. All three subsets are also
found in humans with some notable distinctions in overall
organization and cellular composition.

B1 B Cells

The B1 B cell subset was first identified by differential ex-
pression of CD5, phenotypic similarity to a set of B cell
lymphomas and expansion of the CD5+ (Ly-1+) B cells in

autoimmune-prone mice strains (1,2). B-1 B cells char-
acteristically express high levels of sIgM, demonstrable
CD11b, and low levels of sIgD, CD21, CD23, and the B cell
isoform of CD45R (B220). In adult mice, B1 B cells consti-
tute a minor fraction of the spleen and secondary lymphoid
tissues but are enriched in the pleural and peritoneal cavi-
ties (3,4). B1 B cells were shown to arise from precursors in
the fetal liver and neonatal but not adult bone marrow and
constitute the earliest wave of mature peripheral B cells.

B1 B cells express a separable BCR repertoire (5). Se-
quence analysis indicates antibodies with restricted sets
of V region genes, no evidence for somatic hypermutation
(SHM), and few nontemplated nucleotide (N) sequence in-
sertions, a pattern typical of neonatal B cells. BCR trans-
genic B cells of known B1 B cell specificities differentially
assort into this mature B cell subcompartment (6–8). Fur-
ther, efficient B1 B cell development appears to be depen-
dent on positive regulators of BCR signaling and the loss
of negative regulators promotes greater accumulation of
B1 B cells (1,2,9). Hence, there appears to be a role for self
or foreign antigen in shaping the repertoire of the B1 B
cell compartment (10).

In contrast, the differential propensity of fetal and adult
hematopoietic tissue to promote B1 B cells suggests the
existence of developmentally separate precursors (11). Re-
cent studies identify a novel CD45Rlow/– CD19+ B1 B cell
precursor whose developmental potential is limited to B1
B cell development (12). These B1 B precursors reach peak
levels around day 17 of gestation and rapidly decline post-
natally. FO B cell precursors differentially express CD138
and MHC II and dominate the adult bone marrow pro–B
cell pool (13). Hence, subspecialization in the mature B
cell compartment is also preprogrammed during develop-
ment due to the distinct attributes of the separable B cell
progenitors.

Adoptively transferred B1 B cells self-renew and sponta-
neously secrete IgM and IgG3 serum antibodies. These nat-
ural serum antibodies display extensive polyreactivity and
demonstrable self-reactivity and bind to many common
pathogen-associated carbohydrates (5). Natural serum an-
tibodies play an important early role in the immune re-
sponse to many bacteria and viruses but require comple-
ment fixation for effective antigen clearance. B1 B cells are
the key responders to type II thymus-independent antigens
with characteristic repetitive epitopes such as bacterial
capsular polysaccharides (8,9). Innate sensing mecha-
nisms can rapidly mobilize B1 B cells regardless of speci-
ficity highlighting the innatelike activity of this separate B
cell compartment. Peritoneal B1 B cells are also respon-
sible for large numbers of the IgA PCs found in mucosal
and intestinal tissue, an important early innatelike defense
mechanism.

B1 B cells can be further subdivided into B1a (CD5+)
and B1b (CD5−) subtypes. Unlike B1a B cells, the B1b
subtype can be generated from precursors in the adult
bone marrow. The B1a and B1b precursors have been
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reported to differ in the expression levels of CD138 (13).
Recent functional studies indicate a further subdivision
of labor assigning B1a cells as the precursors of natural
serum antibody (14). In contrast, B1b cells appear to be
the primary source of dynamic T cell independent (TI)
antibody production and long-term protection after bac-
terial infection such as B. hermsii (15) and S. pneumonia
(14). These studies indicate preexisting subset differences
in BCR specificity and antigen-driven B cell fate that re-
main important unresolved features of the system.

Marginal Zone B Cells

MZ B cells are noncirculating mature B cells that segre-
gate anatomically into the MZ of the spleen (16). The MZ
is located at the perimeter of splenic white pulp beginning
with the marginal sinus and bordering the red pulp. This
region contains multiple subtypes of macrophages, den-
dritic cells, and the MZ B cells and is not fully formed
until 2 to 3 weeks after birth in rodents and 1 to 2 years in
humans (17). The MZ B cells within this region typically
express high levels of sIgM, CD21, CD1, CD9 with low to
negative levels of sIgD, CD23, CD5, and CD11b that help to
distinguish them phenotypically from FO B cells and B1 B
cells (Figure 9.1).

Similar to B1 B cells, MZ B cells can be rapidly recruited
into the early adaptive immune responses in a TI manner.
The MZ B cells are especially well positioned as a first line
of defense against systemic blood-borne antigens that en-
ter the circulation and become trapped in the spleen (18).
MZ B cells also display a lower activation threshold than
their FO B cell counterparts with heightened propensity
for PC differentiation that contributes further to the accel-
erated primary antibody response (19).
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FIGURE 9.1 Cell surface phenotype of mature B cell subsets.

In rodents, the MZ B cell compartment expresses largely
germline-encoded BCRs supporting the TI status of MZ B
cell development. In contrast, MZ B cells from humans
express somatically diversified receptors suggesting a dif-
ference in the development that results in their resembling
IgM+ memory B cells following foreign antigen encounter
(20). Further to this thinking, CD27+IgM+IgD− memory
B cells in human peripheral blood display higher levels of
CD21 and lower CD23, similar to their MZ counterparts
in the spleen. Nevertheless, it is also clear from adoptive
transfer experiments in mouse models that MZ B cells can
be recruited into typical Th cell dependent (TD) antiprotein
responses, diversify their BCR in germinal centers, and be
selected into the high-affinity memory B cell compartment
(21). Hence, MZ B cells express rapid TI B cell functions
resembling B1 B cells but have a capacity for TD responses
that overlaps with FO B cells.

The vast majority of IgM+IgDlo B cells exported from
the adult bone marrow will not enter the long-lived mature
peripheral B cell compartment (22). There is evidence for
positive selection of these B cells based on the repertoire
of their expressed BCR (23). As discussed for B1 B cells,
the specificity of the BCR can impact the propensity of B
cells to develop into MZ B cells. However, enlarged MZ
B cell compartments are also found in single-chain BCR
transgenic animals of diverse specificities, suggesting that
specificity may not be the major influence in MZ B cell
development. Decreased MZ B cell development is found
in the absence of CD79a signaling, CD19, Btk, CD45, PI3K,
PKCβ all associated with BCR signal integration. Thus,
strength of the positive selecting BCR signal appears to
play a role in mature B cell subset assortment.

Earlier alterations in B cell development can prepro-
gram mature B cell fate. There are proportionately en-
larged MZ B cell compartments in the absence of IL7,
IL7Rα, lambda-5, and Rag-1, all of which also truncate the
total peripheral B cell compartment (16). Differential sen-
sitivity of mature B cell subsets to growth factors also reg-
ulates the compartment size. While BAFF-deficient mice
lack MZ and FO B cells with some sparing of B1 B cells,
over-expression of BAFF favors MZ B cells and enlarges the
size of this compartment. Disorganized splenic architec-
ture in the absence of LTα, LTβ and LTβR and decreased
chemokine responsiveness in the absence of Pyk2, Dock2,
and Lsc also leads to reduced MZ B cell numbers in the
spleen. Hence, differential access to specialized environ-
mental niches may play an important role in the develop-
ment and maintenance of mature B cell subsets.

Follicular B Cells

The majority of mature B cells in the spleen express high
levels of IgM, IgD, and CD23; lower C21; and no CD1 or
CD5, readily distinguishing this FO B cell compartment
from B1 B cells and MZ B cells. As the name implies, FO
B cells organize into the primary follicles of B cell zones
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focused around follicular dendritic cells in the white pulp
of the spleen and the cortical areas of peripheral lymph
nodes. Multiphoton-based live imaging of lymph nodes in-
dicate continuous movement of FO B cells within these
follicular areas at velocites of ∼6 μm per min (24). Recent
studies indicate movement along the processes of FDC as
a guidance system for mature resting B cells in periph-
eral lymph nodes (25). Unlike their MZ counterpart, FO B
cells freely recirculate, comprising >95% of the B cells in
peripheral lymph nodes.

The BCR repertoire of the FO B cell compartment also
appears under positive selection pressures during final
maturation in the spleen; however, diversity is substan-
tially broader than B1 B and MZ B cell compartments.
Most important, FO B cells require CD40-CD40L depen-
dent T cell help to promote effective primary immune re-
sponses and antibody isotype switch and establish high-
affinity B cell memory (26).

INITIATING B CELL IMMUNITY

The initial antibody response to many infectious agents
is largely based on the rapid TI expansion of B cells and
their subsequent differentiation into PCs. The B1 and MZ
B cells are largely responsible for these rapid TI humoral
responses, suggesting that some level of “natural memory”
function resides in these B cell subsets and may be prede-
termined in an evolutionarily conserved manner. TI anti-
gens can be separated into two broad categories based on
their ability to polyclonally activate B cells (TI-1) or require
BCR recognition of multivalent epitopes to induce B cell
differentiation in the absence of T cell help (TI-2). TI-2 anti-
gens can activate BCR signaling but require accessory sig-
nals to promote the development of antigen-specific PCs.

In contrast, monovalent protein antigens require
antigen-specific helper T cell regulation to promote high
titer antibody responses and the development of B cell
memory. These TD antibody responses take longer to
emerge and display a spectrum of affinities and isotypes
and engage multiple strategies for antigen-specific clear-
ance in vivo. Immune responses to model protein antigens
provide experimental access to the complex cascade of cel-
lular and molecular events that underpin long-term protec-
tive immunity. The recruitment and behavior of antigen-
experienced APCs initiate this program of development
and shapes the quality and quantity of peptide-MHCII
(pMHCII) specific Th cell responses.

Preexisting Dendritic Cell Diversity

DCs are essential APCs for initiating adaptive immunity
and preexist antigen challenge in multiple cellular subsets.
Different phenotypic schemes can be used to characterize
DC subsets with the origins and developmental relatedness
of different DC subsets still subject to debate (27,28). In
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FIGURE 9.2 Regional and lymphoid resident dendritic cell sub-
sets in mice.

the murine system, three main bone marrow–derived DC
subsets enter via the blood to reside at different levels in
all secondary lymphoid organs (Figure 9.2). These blood-
derived DC all express CD11c and are distinguishable as
CD11bhigh CD8αneg DC, CD8αhigh DC, and 6B2high plasma-
cytoid DC (pDC). In lymph nodes (LN) draining the skin,
there are at least two further CD11c+ DC subsets, Langer-
hans cells (LC) and dermal DC (dDC), that emigrate from
the skin, even at homeostasis (29). Thus, before antigen
challenge, multiple subsets of DC are available to differen-
tially process and present antigen to the adaptive immune
compartment.

pMHCII+ DC

Protein antigen administration without inflammation in-
duces immune tolerance. In contrast, coadministration of
immune adjuvant activates facets of innate immunity, in-
duces inflammation, and primes antigen-specific adaptive
immunity. Sensing pathogens involves pattern recognition
receptors such as the evolutionarily conserved toll-like re-
ceptors (TLR) (30,31) and the more recently described nod-
like receptors (NLR) (32). Both families of receptors rec-
ognize different types of microbial components initiating
programs of DC maturation and promote immediate local
inflammation and innate effector clearance mechanisms.
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The processing and presenting of antigenic peptides in
the MHC II pathway of DC is also an elaborate and highly
regulated cellular activity that can be influenced by the in-
flammatory context of antigen stimulus (33). Hence, both
the inflammatory context of the immune assault and anti-
gen specificity can be rapidly imprinted on the local innate
immune system. While the mechanisms remain poorly re-
solved, differential activation of DC subtypes provides a
powerful means for controlling cell fate decisions in the
development of adaptive immunity (34). In this manner,
pMHCII+ DC expressing an appropriate spectrum of co-
stimulatory molecules become the critical regulators of
antigen-specific adaptive immunity.

Temporal and spatial constraints on DC maturation
provide another layer of regulation for the innate system
that can impact adaptive immunity. In the steady-state,
DCs form dense networks at the T-B borders of LNs. In-
terestingly, motile lipopolysaccharide (LPS)–activated DC
immigrants will rapidly coalesce with this preexisting net-
work in vivo (35). In separate studies using genetically
tagged LC, the emigrants of LC and dDC were shown to
emerge separately in time and colonize separate regions
of the T-B border (36). A similar temporal regulation was
seen using antibodies to specific pMHCII complexes with
resident DC presenting an early wave of pMHCII and dDC
emerging later in a second wave (37). In each of these stud-
ies, the immune stimulus was varied and the coordinated
response of the innate system was also qualitatively and
quantitatively different.

Antigen Presentation to B Cells

Categorizing an antigen as TI-I was originally based on
the ability to elicit an antibody response in immunocom-
promised mice with defects in Btk function and BCR sig-
naling. Many such polyclonal activators are compounds
of bacterial cell wall, such as LPS, peptidoglycans (PGN),
and lipoteichoic acid (LTA) that activate B cell–expressed
TLRs (38). In contrast, TI-2 antigens trigger the BCR and
are typically repetitive polymers, such as bacterial capsu-
lar polysaccharides or repetitive epitopes found in many
viral particles. Studies using antigen coupled to polyacry-
lamide determined that a minimum of 12 to 16 haptens
(small chemical antigens) per molecule were required to
induce a strong TI-2 antibody response (39). The size of the
epitope array indicates the aggregate BCR cluster required
to initiate signal transduction at the cellular level.

The backbone flexibility or the density of accessible epi-
tope is also a factor in antigenicity. A high ratio of hapten
conjugated to protein molecules still requires T cell help
to induce antibody production. Dextran molecules have
been used to conjugate anti-IgM and -IgD into potent TI-2
reagents that can stimulate phosphoinositde breakdown
and intracellular Ca2+ responsiveness at 1,000-fold lower
concentrations than the soluble antibody alone. Many TI-2

antigens can also fix complement and thereby co-cross-link
the BCR complex and CD21/CD19 molecules.

TI-2 antigens require accessory signals to drive B cell
proliferation and PC development. While B cells can recog-
nize soluble antigen, forms of antigen directly conjugated
to complement components potently induce B cell immu-
nity. APC-associated bacterial antigen also drives rapid MZ
B cell activation in the spleen that appears dependent on
the TNF family member, TACI (18). DC can internalize
and recycle IgG-opsonized antigen in an Fcγ RIIB- and
complement-dependent manner (40). This nondegradative
processing of antigen can activate MZ B cells in the spleen
and promote a TI B cell response. In general, B cell recog-
nition of cell-associated antigen can be influenced by the
costimulatory factors expressed by the APC that may reg-
ulate the outcome of the initial B cell priming event.

Antigen-presenting DC can also drive TD B cell immu-
nity. Injection of DC pulsed with protein antigen can in-
duce isotype switch and promote efficient B cell responses.
B cells can form synapselike interactions with antigen
pulsed DC (41,42). More recently, two-photon imaging re-
vealed that naı̈ve B cells entering local LNs surveyed pro-
tein antigen-pulsed DC before entering the follicular areas
(43). In this model, engagement of BCR led to calcium
flux, migration arrest, and the local accumulation of the
antigen-specific B cells. Further, there is a reticular net-
work of collagen fibers that physically connects the sub-
capsular and paracortical sinuses of LNs to blood vessels
and separates these regions from T and B cell areas (44).
This organization facilitates the efficient delivery of solu-
ble antigen toward the lumen of high-endothelial venules
(HEV) without it entering the LN parenchyma. While res-
ident DCs can access this conduit transport system, FO B
cells may have difficulty accessing soluble antigen.

Nevertheless, in the context of TD protein antigens, B
cells must recognize their cognate antigen and internal-
ize, process, and present peptides from this antigen in the
context of MHCII to receive pMHCII-specific T cell help.
If the TD antigen is cell associated, in the presence of ad-
equate costimulation, some aspects of the B cell response
can proceed in a TI manner. B cell proliferation and PC
development can occur in the absence of CD40-CD40L in-
teractions with some residual isotype switch induced by
the action of TACI and BAFF-R (45). Thus, FO B cells can
respond in a TI manner to TD antigens but do not express
the characteristic range of outcomes and the full extent of
protective immunity that is found with cognate regulation
and T cell help.

ANTIGEN-SPECIFIC HELPER T CELL
DIFFERENTIATION

Following initial protein immunization, pMHCII+ DC ap-
pear in the lymph nodes that drain the site of antigen
administration in patterns that depend on the quality of
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FIGURE 9.3 Initial helper T cell regulated checkpoints in memory B cell evolution. Protein vac-
cination induces antigen uptake, processing and presentation of pMHCII complexes and local DC
maturation and migration to draining secondary lymphoid tissues. In the T cell zones, pMHCII+

DC will make contact with naı̈ve pMHCII-specific naı̈ve Th cells to define the first major check-
point in the development of Th cell regulated B cell immunity. Subsets of antigen-specific effector
Th cells destined to migrate to the site of initial antigen contact will exit after clonal expansion.
Antigen-specific Th clonal expansion and migration of effector TFH cells to the T-B borders will
make contact with antigen-primed pMHCII+ B cells at checkpoint II. Antigen-specific B cell then
either progress in an extra-FO pathway to switch antibody isotype and become short-lived PCs
or pre-GC B cells to enter the GC pathway to memory B cell development.

immune stimulus (Figure 9.3). The antigen-experienced
pMHCII+ DC populations then sample the naı̈ve Th cell
compartment for clonotypes that express pMHCII-specific
TCR. While there are many “bystander” influences in
the outcome of adaptive responses, the “cognate” reg-
ulation of cell fate focuses primarily on the TCR of
the Th cells that bind complexes of foreign peptide in
MHC II molecules (pMHCII). These critical recognition
events control antigen-specific development in vivo and
are modified by a multitude of molecular interactions. Im-
portantly, regulation occurs at the cellular interface be-
tween antigen-experienced cells as critical checkpoints
to the ongoing developmental process that is adaptive
immunity.

Priming pMHCII-specific Th Cells

DC maturation proceeds at the site of antigen challenge.
Levels of total MHC II and the costimulatory molecules
CD40, CD80, and CD86 increase substantially from the im-
mature or resting state (27,28,46). Specific pMHCII lev-
els also increase; however, the capacity for antigen up-
take is rapidly truncated as maturation proceeds. Activated
DCs also up-regulate CCR7, a chemokine receptor that fa-

cilitates their migration via afferent lymphatics to the T
cell zones of draining LNs (47). The concentrations of the
CCR7 ligands CCL19 and CCL21 in the T cell zones provide
the means to draw these antigen-experienced pMHCII+ DC
to the appropriate microenvironment (48). Integrins such
as LFA-1 (αLβ2) and the expression of matrix metallopro-
teinase MMP2 and MMP9 also play a role in mature DC
migration to LNs.

The recognition of pMHCII complexes by the TCR of
specific Th cells is central to the development of adap-
tive immunity (49–51). Successful cognate interactions
occur through organized rearrangement of cell surface
molecules at the cellular interface, now commonly re-
ferred to as the immunological synapse (52,53). Specific
TCR-pMHCII interactions cluster toward the center of
the immune synapse surrounded by complementary ad-
hesion molecule interactions and excluding negative reg-
ulators of TCR signaling. In vitro, at least 2h conjugate
formation is necessary to promote Th cell proliferation
(54) with antigen-specific signaling evident up to 10 h
(55). Direct imaging provides outstanding clarity to the
dynamic nature of conjugate formation (24,56), resolv-
ing the timescale and quality of APC-T cell interactions in
vivo (57). Two-photon imaging of labeled DCs and Th cell
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contacts indicates an early phase of short-lived contacts
lasting ∼10 min with dendrites of DCs (24). Subsequent
altered patterns of T cell motility promote serial engage-
ment with several different DCs that lead to clustering
and swarming behavior that precedes cell division (58,59).
These three phases of initial activation are also found in
CD8 T cell responses with transient contacts that precede
long-lasting contacts before resumption of dynamic move-
ment (57). Interestingly, early activation and tolerance
induction appear broadly similar in this early antigen-
specific DC contact (60).

In the draining LNs, chemo-attraction and intercellular
adhesion helps to initiate first contact with naı̈ve pMHCII-
specific Th cells. Differential expression of Notch ligands,
DC production of cytokines, other growth factors, and the
expression of a multitude of surface molecules can im-
pact and alter antigen-specific Th cell fate. Recent studies
that genetically manipulate cellular expression of pMHCII
emphasize the role of persistent antigen in the complete
activation of CD4 T cells (61). Two-photon imaging also
suggested that there are at least two separate and succes-
sive contacts with APC in the activation of CD4 T cells
in vivo (62). In models of virus infection, activating depots
of antigen can be shown to persist for >3 weeks in drain-
ing lymphoid tissue (63,64). These elegant sets of studies
indicate multiple levels of innate to adaptive control in the
earliest phases of an immune response that regulate Th
cell fate and function.

Clonal Selection in Th Cells

The central and defining outcome for pMHCII+ DC inter-
actions with naı̈ve Th cells is TCR-driven clonal selection.
Helper T cell responses in which a set of dominant TCR
are utilized provide access to the mechanisms that under-
pin Th clonal selection (65–67). Earlier studies indicate
the importance of TCR-pMHCII affinity in determining Th
cell fate (65,68–70). In this model, selective expansion of
clonotypes expressing higher affinity TCR would rely on
competition for pMHCII complexes on APC. Alternatively,
in vitro studies using altered peptide ligands suggested that
the duration of TCR-pMHCII contact is critical to cell fate
and therefore defined “best fit” in vivo (71–74). In support
of this model, Th cells expressing TCRs with fast off-rates
were lost over time in vivo (75). Further, there is evidence
for different peptides stabilizing the pMHCII to create a
hierarchy of dominant peptides (76). Each and all of these
variables would impact what is considered “best fit” and
influence the outcome of clonal selection.

More recently, we provide evidence for a model of Th
clonal selection that is based on a TCR affinity threshold
(77). These studies place emphasis back on overall TCR
affinity and define a level of TCR-pMHCII binding above
which there was no further skewing of clonal expansion
due to TCR affinity. As depicted, multiple affinity-based
thresholds underpin cell fate and clonal expansion (Fig-
ure 9.4). Importantly, we noted that varying the antigen
dose until clonal expansion was compromised did not alter
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FIGURE 9.4 Multiple TCR-pMHCII
affinity thresholds regulate Th cell fate
in vivo. Following adoptive transfer of
oligoclonal antigen-specific Th cells and
priming in vivo, Th cells with the lowest
affinity TCR bind pMHCII tetramers but
do not get recruited into the immune re-
sponse. Clonotypes expressing the next
lowest affinity TCR are recruited into
the early phase of the response with
substantial clonal expansion but are not
found at the peak of the primary re-
sponse. The final set of clonotypes ex-
pressing the highest affinity TCR are re-
cruited to the early response and fully
propagated to the peak of the local
primary response. Interestingly, based
on clonal expansion, above the high-
affinity threshold there was no skewing
toward clonotypes that expressed even
higher affinity TCR and the numbers
of antigen-specific Th cells after prop-
agation was directly proportional to the
precursor frequency upon transfer. We
have labeled checkpoint I as involved in
the early selection activity and predict
that checkpoint II impacts full propaga-
tion of antigen-specific TFH cells in vivo.
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clonal diversity. These data suggested interclonal com-
petition was not part of the selection process and that
TCR recognition and signal strength was a more intrinsic
attribute of “good fit.” Hence, establishing and perhaps
modifying selection thresholds in vivo provides another
important mechanism for generating antigen-specific
clonal diversity that may impact effector Th cell function.

Regulation of B Cell Immunity

Antigen-activated B cells rapidly relocate to the T/B cell
interface of secondary lymphoid organs. These earliest
events in B cell activation are difficult to access experimen-
tally in nontransgenic animals with polyclonal BCR due to
the extremely low preimmune precursor frequency for any
known antigens. Adoptive transfer of BCR transgenic B
cells and TCR transgenic Th cells allow direct visualization
of cognate interactions at these T-B borders (78). Activated
B cells up-regulate CCR7 expression to drive them toward
T cell areas, while maintaining CXCR5 allows them the ap-
propriate counterbalance for this migration event to the
T-B border (79). Two-photon imaging of antigen-specific
contact indicates long-lasting 10 min to 60 min interac-
tions (80). Interestingly, the Th-B conjugates appear highly
motile, displaying extensive migration lead by the B cells
at this early stage of the B cell response.

The range of cognate effector Th cell functions defines
a broad spectrum of activities that is still not fully appre-
ciated. B cell expansion in the T cell zones is the prelude
to short-lived PC development, while expansion in the fol-
licular regions forms secondary follicles as the precursor
to GCs. We recently identified subpopulations of naı̈ve Th
cells based on the expression of Ly6C that have a greater
propensity to promote PC formation after antigen priming
in vivo (81). The Ly6Chigh subset of Th cells also expressed
separable TCR repertoires, arguing that the differential ca-
pacity to promote PCs was preprogrammed as a conse-
quence of thymic development. Antibody isotype switch
occurs in both arms of antigen-driven B cell response and
is also likely to be imprinted in a cognate manner by Th
cells at this early juncture of B cell development.

There have also been reports of effector Th cells that
are specialized to regulate B cell responsiveness. CXCR5
expression was first reported on CD4+CD45RO+ cells in
the peripheral blood and secondary lymphoid tissue in hu-
mans (82). Gene ablation studies emphasized the role of
CXCR5 and CCR7 in the correct positioning of T and B cells
in secondary lymphoid tissue that was also needed to sup-
port effective Th cell dependent B cell immunity (83,84).
Blocking CD28 and OX40 interactions in vivo blocked
the development of CXCR5+ Th cells and the GC reac-
tion (85). Further, CXCR5 expression was induced in an
antigen-specific manner on Th cells in vivo, and these cells
relocated to follicular areas and the GCs of responding
lymphoid tissue (86). CXCR5+ Th cells were sorted from

human tonsil and shown to support antibody production
in vitro (87,88). The tonsillar CXCR5+ Th cells express high
levels of CD40L and ICOS and are found in both the follicu-
lar mantle and GC. Adoptive transfers distinguish CXCR5+

B cell helper activity (TFH) from P-selectin ligandhigh tis-
sue homing inflammatory mediators (DTH-promoting Th)
that emerge together from the same set of precursors
in vivo (89). The term follicular B helper T cells (TFH) was
coined to categorize this functionally and phenotypically
distinct effector Th cell compartment (87,88).

TFH have also been detected in studies of human ton-
sil focusing on a subset of CXCR5+ Th cells that also ex-
press CD57 and CD69 in the GC (90). These GC-localized
TFH exhibit gene expression programs distinct from the
more typical Th1 and Th2 type effector Th cells and will
be discussed in more detail in a later section. While the
nomenclature and identity of the cells under analysis re-
mains somewhat confusing, these studies begin to access
the range of specialized effector Th cell activities focused
on controlling TD B cell immunity in vivo. Figure 9.5 de-
picts the functional divisions that are predicted to exist
within this broad category of TFH cells that will be dis-
cussed in detail in the following sections.

Controlling Antibody Class Switch

The initial delivery of cognate T cell help to antigen-
experienced pMHCII+ B cells defines the second major
checkpoint in the evolution of B cell immunity (Figure 9.3).
At this developmental juncture, primed and helped B cells
either remain in the T cell zone in a pathway to short-
lived PC production or enter the GC pathway toward high-
affinity memory B cell development. Antibody class switch
occurs synchronously in both pathways of B cell develop-
ment (91) and requires multiple rounds of cell division in
the target cell (92). Thus, it is likely that the commitment
to antibody class switch occurs at this critical early check-
point in B cell differentiation.

Class switch recombination (CSR) is an intrachro-
mosonal deletional process between the switch (S) regions
that reside 5′ of each constant region gene in B cells (ex-
cept Cδ) (93). Signaling through CD40 and cytokine re-
ceptors induces germline transcription through the tar-
geted S regions. The Sμ region and the targeted S region
are then cleaved by a putative DNA-cleaving enzyme. The
activation-induced deaminase (AID) is required and suf-
ficient for the initiation of the CSR reaction in the acti-
vated locus (94). AID-deficient animals (95) and humans
(96) display no CSR or SHM of the Ig genes. Repair and li-
gation through nonhomologous end joining completes the
process and results in the looping-out and replacement of
the Cμ heavy chain constant region gene (CH) with other
downstream CH genes. Isotype switch can proceed without
SHM in the T zone pathway; however, SHM within the GC
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functions to allow contact with antigen-primed pMHCII+ B cells. There is evidence indicating
that pMHCII B cell contact promotes further TFH expansion at this developmental juncture. We
also propose that checkpoint II events precede TFH movement into the GC reaction and may be
required for the development of antigen-specific GC TFH cells. There is scant evidence for memory
TFH cells or information on the pathway of their development in vivo. Nevertheless, we propose
that antigen-specific memory TFH cells are related to the primary response TFH compartment
and are the regulators of local memory B cell responses that proceed in lymphoid tissues after
re-exposure to the same antigen.

reaction is thought to use the same molecular machinery
and will be discussed in a later section.

Induced CD40L on effector Th cells and the receipt of
this signal through CD40 on B cells is required for an-
tibody class switch (97,98). Animals and humans lack-
ing CD40 display a hyper-IgM syndrome with profound
defects in class switch, GC formation, and the develop-
ment of affinity-matured B cell memory (98). ICOS is
an inducibly expressed homologue to CD28 with a dis-
tinct ligand-binding motif and cytoplasmic tail and no de-
tectable CD80 or CD86 binding. ICOS expression on acti-
vated Th cells is thought to act upstream of CD40L in this
temporally orchestrated set of events (99). ICOS-deficient
animals also have clear defects in antibody class switch,
GC formation, and the development of B cell memory
(100–102). Some residual class switch in the absence of
CD40/CD40L interactions may be explained by the action
of TACI and BAFF-R (45). OX40/OX40L interactions also
quantitatively impact class switch, while CD27-CD70 in-
teractions promote PC production (103). Thus, the range
of molecules expressed at the effector Th cell surface in-
fluences the quality of TCR-pMHCII contact on antigen-
primed B cells.

Considering the range of antibodies that can be pro-
duced, there must be multiple subtypes of effector TFH

that control class switch commitment. Different classes of
effector TFH would vary in production of Th cell–derived

cytokines to control antibody isotype. IL-4 and IFN-γ are
reciprocal regulators of IgG1 and IgG2a production (104).
Animals lacking IL-4 or Stat 6 have decreased IgG1 levels
and no IgE (105,106). IL-4 also acts together with IL-21
to control IgG subtypes and IgE levels (107). In contrast,
TGFβ is implicated in the induction IgA, while IL-2 and
IL-5 augment IgA production(108). Similarly, IL-6 may
selectively support IgG2a and IgG2b expressing B cells
in vivo (109). Each of these factors can exert their ef-
fects in vitro or in a bystander manner in vivo. However,
it is thought that the directed delivery of these soluble
molecules toward points of TCR-pMHCII contact allows
soluble signals to focus locally in an antigen-specific cog-
nate manner.

SHORT-LIVED PLASMA CELL
DEVELOPMENT

Under the cognate regulation of effector TFH cells, a cohort
of antigen-primed B cells clonally expand within the T cell
zones of secondary lymphoid organs and rapidly give rise
to short-lived PCs. Within the first few days after antigen
exposure, small foci of B cell blasts can be seen within
the T cell zones (91). The B cell blasts that have commit-
ted to the short-lived PC pathway are depicted as non-GC
pre-PCs (Figure 9.3). This plasmablast stage in short-lived
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PC development appears transitional and defines pre-PCs
that may secrete antibody but also retain the capacity to
proliferate. In contrast, PCs are typically considered termi-
nally differentiated and in a postmitotic state. PCs display
a marked increase in IgH and IgL mRNA and prominent
amounts of rough endoplasmic reticuluum (ER) to accom-
modate translation and secretion of abundant Ig. They
have reduced or lost numerous cell surface molecules in-
cluding MHC II, B220, CD19, CD21, and CD22 with an in-
crease in the proteoglycan syndecan-1 (CD138), often used
as a distinguishing marker for PCs.

In mice deficient for SLAM-associated protein (SAP),
the extra-follicular pathway to short-lived PC development
remains largely intact, but the GC pathway is blocked
(110). Recent studies indicate that SAP deficient Th cells
exhibit heightened CD40L expression but decreased ICOS
induction that alone can account for this defect (111). It
will be important to dissect the separable signals and cel-
lular subsets of effector TFH cells that regulate the rapid
but short-lived effector B cell response in vivo.

Heterogeneity within the PC Compartment

Short-lived PCs have half-lives of 3 to 5 days (112)
and express germline-encoded antigen-specific antibodies
(113,114). Newly formed PCs migrate via the MZ bridg-
ing channels into the red pulp of the spleen and into
the medullary cords of lymph nodes. Migration patterns
in vivo appear controlled by increased responsiveness to
the CXCR4 ligand CXCL12 and decreased expression of
CXCR5 and CCR7 (115). There is evidence for BCR affinity-
based selection even at this early stage in the response
(114). In some studies, B cells expressing low-affinity BCR
remain non-GC and high-affinity B cells preferentially en-
ter the GC pathway (116). The converse can also be seen
with high-affinity B cells preferentially entering the non-
GC short-lived PC pathway (117). While seemingly contra-
dictory, these different outcomes in vivo may reflect the
plasticity of intercellular control at the Th-B point of con-
tact. Under some circumstances, the capacity to promote
the highest germline affinity rapid antibody response may
be favored over the development of high-affinity memory
B cells. Nevertheless, variations in the strength of initial
BCR engagement can also direct B cell fate at this second
checkpoint in antigen-specific B cell development.

Currently, there are no phenotypic differences between
short-lived and long-lived PCs. Long-lived PCs, as dis-
cussed in a later section, are distinguished as the cellular
products of the GC reaction that contribute to long-lasting
humoral memory. The polyclonal activation of naı̈ve B
cells induces short-lived PC that die rapidly in vitro. Sim-
ilarly, the rapid emergence after antigen priming in vivo
provides one operational means for isolating short-lived
PCs (118,119). The expression of germline BCR in these
PC provides genotypic support that these cells remain out-

side the GC in an extra-follicular pathway of development.
However, non-GC B cells and B cells in TI responses can
also give rise to long-lived PC (120,121). Similarly, it is pos-
sible that the precursors of long-lived PC in TD immune
responses exit the GC reaction without diversifying their
BCR. Hence, longevity itself provides the best distinguish-
ing attribute for these two types of PC and the basis for
this physiological difference remains an important issue
to resolve.

Microenvironment is also a key factor controlling lon-
gevity in PC populations. The right growth factor niche can
potentially convert a short-lived PC into a long-lived PC.
Differential migration patterns associated with produc-
tion of antibodies of different isotype may also contribute
to variation and functional subspecialization among the
antigen-specific PC compartment. The short-term produc-
tion of antibody represents different antigen clearance
mechanisms, while the deployment of long-lived PCs is a
function of B cell memory and a strategy for long-term
humoral protection. What controls expansion of particu-
lar precursors, migration patterns of progeny, or survival
across PC subsets expressing different antibody isotypes
remains an important area of research with potentially
high impact on the field of vaccine design.

Molecular Regulation of PC Development

The transcriptional control of PC development also exists
in multiple layers controlling a cascade of developmen-
tal change. The transcriptional repressor prdm-1 (encod-
ing Blimp-1) plays a central role in the regulation of PC
development (122). B cells lacking Blimp-1 do not differ-
entiate into short- or long-lived PC, with TI and TD anti-
body responses profoundly diminished in vivo (123). These
Blimp-1–deficient animals also display defective levels of
serum antibody, suggesting that spontaneous production
of antibody by B1 B cells also requires Blimp-1 expression.
Structure function analysis indicates the modular action
of Blimp-1 integrating a variety of environmental cues that
lead to PC development (124,125). Blimp-1 represses pro-
liferation through c-myc as one direct target among many
others involved in cell cycle control. Blimp-1 also induces
antibody secretion by repressing the transcription factor
Pax-5, thereby de-repressing Xbp-1. The transcription fac-
tor Xbp-1 controls the unfolded protein response (UPR)
and many facets of the cellular secretory mechanism that
are critical to PC function and survival (126–128).

The transcriptional coactivator, OBF-1 also appears im-
portant for B cells to complete the PC program (129). In the
absence of OBF-1, Bcl-6, Pax-5, and AID are not repressed,
blocking the induction of Blimp-1 and PC development. In
contrast, ablation of the transcription factor MitF leads to
the spontaneous development of PC that appears indepen-
dent of antigen stimuli (130). Interestingly, reexpression of
bcl-6 and its cofactor MTA3 reactivates the B cell program
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and increases CD19 and MHC II and decreases CD138 in
PC cell lines (131). This remarkable study suggests that PC
fate is not as terminal and passive as it has been thought
to be and that the PC fate remains subject to dynamic gene
expression programs.

THE GERMINAL CENTER REACTION

Movement of antigen-primed B cells into the follicular re-
gions of lymphoid organs after effector TFH cell contact
initiates the GC pathway to memory B cell development.
These pre-GC B cells expand rapidly within the follicu-
lar region to form areas of B220+IgDlow antigen-specific B
cells referred to as secondary follicles. Secondary follicles
polarize into T cell proximal dark zones of cycling centro-
blasts and opposing light zones of largely noncycling cen-
trocytes among the dense processes of follicular dendritic
cells (FDC) and sparse presence of GC Th cells (132,133).
This broad anatomical distribution of the GC reaction ori-
ents the activities of clonal expansion, BCR diversification,
and clonal variant selection that underpin the evolution of
high-affinity memory B cells in this pathway (depicted in
Figures 9.6 and 9.7).

Under normal physiological conditions the GC reaction
emerges as the most efficient means to control affinity mat-
uration and memory B cell development. However, in the
disorganized or absent preimmune lymphoid subcompart-
ments of mice lacking LTα, LTβ, TNFRI, and LTβR, the ac-
tivities of the GC reaction remain disorganized but largely
intact (134–137). Vestiges of the GC or small cell aggre-
gates manage the expansion, diversification, and selection
steps required for affinity maturation and memory B cell
development. Selective reexpansion of high-affinity vari-
ants upon antigen recall appears to continue the selection
of the best memory B cell compartment in these less than
ideal priming conditions.

Memory B Cell Evolution

The GC reaction requires T cell help, as it is absent in
athymic nude mice and CD40- and CD40L-deficient mice
and is diminished using reagents that block or deplete Th
cell function, such as anti-CD4, anti-CD40, and anti-CD28
(138–140). Mice deficient in ICOS also display profound
defects in all aspects of TD B cell responses (100–102).
Conversely, mice deficient in Roquin, an inhibitor of ICOS
expression, produce excessive numbers of TFH cells and
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ants. Antigen-specific contact with GC TFH cells at this developmental juncture defines a critical
checkpoint in the survival and export of high affinity GC B cells into the memory B cell compart-
ment. Importantly, the unique cellular outcomes at each checkpoint are driven by the quality of
TCR-pMHCII interactions and the presence of molecular comodifiers that differ substantially at
each progressive stage of development. Multiple subsets of memory B cells emerge from the GC
reaction of the primary immune response. 6B2high post-GC memory B cells are the first cellular
product that exits the GC. We propose that these cells can give rise to 6B2low pre-plasma memory B
cells that are phenotypically and functionally distinct non-secreting memory response precursors.
Further, the 6B2low pre-plasma memory B cells appear to be the immediate cellular precursors
of long-lived plasma cells that are a terminally differentiated antibody secreting memory B cell
compartment. Both pre-plasma memory B cells and the long-lived plasma cells can be found in
the spleen but preferentially home to the bone marrow.
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FIGURE 9.7 The GC cycle of activity.
Antigen-specific B cells enter the follicular
area and rapidly expand into secondary fol-
licles that polarize into the light and dark
zones of the GC reaction. Clonal expansion
is accompanied by somatic diversification of
antibody variable region genes in the dark
zone. Exit from cell cycle and expression of
variant BCR allows for antigen-specific se-
lection of centrocytes in the light zones. Neg-
ative selection leads to apoptosis while posi-
tive selection of high affinity variants results
in GC cycle reentry or exit from the GC into
the memory B cell compartment under the
cognate control of GC Th cells.

GCs and are prone to autoimmunity (141). However, TI
antigens can also promote GC reactions, but they collapse
within the first week after priming with no evidence of
BCR diversification (142). In contrast, MZ B cells can be
recruited into TD responses and form GCs that diversify
and affinity mature (21). Interestingly, in these studies, the
MZ B cells responding to antigen challenge expressed a
distinctive preimmune BCR repertoire to the FO B cells
responding in the same animals. Hence, there is some re-
dundancy to the control of GC formation and flexibility to
the origins of the B cells recruited into the GC reaction.

The transcriptional repressor Bcl6 is highly expressed in
the GC and is necessary for GC formation (143). However,
IgM and IgG1 antigen-specific memory B cells can develop
in the absence of Bcl6 (144). These studies were based on
direct labeling with antigen and their capacity to respond
to soluble low-dose antigen recall. However, there were no
GCs formed, and the memory B cells expressed no SHM
or evidence for affinity maturation. Bcl6 has been recently
shown to repress p53, the tumor-suppressor gene that con-
trols DNA damage–induced apoptosis (145). Regulation of
p53 in this manner may protect GC B cells to allow for
the DNA breaks that are necessary intermediates in SHM
and CSR. Bcl6 also directly represses Blimp-1 (146) and
hence must be lost at some point during the GC reaction
to allow subsequent development of pre-plasma memory
B cells and long-lived PC in vivo (123).

The GC cycle of activity regulates clonal evolution
within antigen-primed B cell responders. All pre-GC B
cells express some measure of antigen specificity and ap-
pear preselected into the memory B cell pathway based on
germline BCR expression. Massive and rapid clonal expan-
sion with doubling times of 6 h to 8 h underpins secondary

follicle formation and drives clonal expansion in the GC
reaction. It is now clear that GC B cells in the light zone
also have the capacity to proliferate (147). Further, recent
studies using two-photon imaging of established GC in situ
demonstrate in real-time that GC B cells in the light zone
can also reenter the dark zone of GCs (148,149). These
studies also emphasize the more open nature of the GC it-
self, demonstrating the capacity of naı̈ve B cells to traverse
the follicular region occupied by the antigen-responsive
GC (149). Importantly, antigen-specific B cells could also
be recruited into ongoing GCs if they expressed sufficiently
high-affinity BCR. While these studies use high frequen-
cies of BCR transgenic B cells pulsed into the ongoing re-
sponse, it is intriguing to consider the ramifications of such
an open network of affinity-based selection and its impact
on the composition of the memory B cell compartment.

Somatic Hypermutation

Upon expansion in the GC reaction, antigen-specific B cells
down-regulate their germline BCR and diversify their vari-
able region genes through SHM. Single base substitutions,
rare insertions, and deletions are introduced into a region
spanning 1.5 kb to 2.0 kb downstream of the transcription
initiation site; however, activity peaks within the V(D)J re-
gion and decreases within the J-C intronic region of IgH
and IgL V genes (150). The mutation rate approaches 10–3

per base pair per generation, which is ∼ 6 orders of magni-
tude greater than spontaneous mutation frequencies. Ap-
proximately one mutation is introduced with each cell di-
vision. Analysis of mutation in “passenger” Ig transgenes
that are not under selection pressure indicate intrinsic se-
quence hotspots for the mutator mechanism (151). Hence,
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BCR diversification accompanies extensive clonal expan-
sion within the GC reaction generating progeny that ex-
press variant antigen-binding BCR.

AID is the central component of the SHM mechanism.
Originally discovered through cDNA subtraction focused
on novel genes in GC B cells (152), it was then found to be
the defect associated with an autosomal recessive form of
hyper-IgM syndrome (96). Mice deficient in AID were able
to form the GC reaction but were unable to undergo CSR
or SHM (95). AID deaminates cytidine to uracil in single-
stranded DNA that can be processed by a mutagenic re-
pair pathway (93,153). The processing of these mutagenic
changes creates the double-stranded breaks required for
CSR and the mutagenic substrate for SHM. AID is the only
B cell–specific enzyme that guides this phase of the diver-
sification mechanism. However, distinct DNA damage re-
sponse and histone modifications may discriminate SHM
and CSR targets in this system (154).

Cell Cycle Arrest and Apoptosis

The control of cell cycle in the GC environment is of funda-
mental importance to the evolution of high-affinity B cell
memory. Variant GC B cells exit cell cycle and move toward
the light zone to undergo selection. Dysregulated cell cycle
arrest promotes enlarged GCs in situ. This phenotype is
found in multiple genetic knockout models that also influ-
ence the composition of the memory B cell compartment.
Large GCs form in the absence of AID and are thought to
indicate a negative feedback mechanism that follows SHM
or CSR (95). The absence of the CDK inhibitor p18INK4c

more directly impacts GC size through blocking cell cycle
arrest and also decreases the formation of long-lived PCs
(155). The large GCs in the absence of Blimp-1 (123) may
also be related to the lack of cell cycle control that may
contribute to the pre-plasma memory cell and long-lived
PC defect in these mice. The absence of the main regula-
tory subunit of calcineurin CnB1 results in the large GC
phenotype, the loss of late-stage antibody production, and
diminution of the memory B cell response to antigen recall
(156). It will be important to assess whether these putative
cell cycle defects directly impact high-affinity memory B
cell evolution or indirectly modifies GC B cell fate and the
onset of apoptosis.

It is generally believed that the majority of GC B cells ex-
pressing variant BCR will die in situ. Extensive local apop-
tosis is characteristic of the GC reaction. Further, over-
expression of antiapoptotic molecules such as Bcl-2 or
Bcl-xL prolongs survival of GC B cells without improving
selection efficiency (157). In the absence of CD95 (Fas),
there is also a dilution of high-affinity clonotypes in the
memory B cell compartment (158). Mutations in the co-
modifiers of BCR signal also impact GC B cell dynamics.
Unlike the CnB1 mutation, defects in CD45 and CD19 re-
duce proliferation and survival of GC B cells, arguing for a

more global impact of these molecules on BCR signal in-
tegration (147,159,160). Initiation of the GC development
program may also be altered to differing degrees in these
animal models in ways that are difficult to dissect. Driv-
ing the expression of Cre recombinase at a stage in devel-
opment when germline Cγ 1 transcript provides access to
later-stage antigen-responsive B cells and GC B cells with-
out interfering with the early antigen specific events. (161).
This model allows the conditional deletion of alleles at a
late stage in antigen-driven B cell development that occurs
after the first Th-B cell checkpoint in development.

Affinity Maturation

Affinity maturation requires the positive selection of GC B
cells expressing high-affinity variant BCRs. The details of
this process are still poorly understood. Receipt and inte-
gration of signals through the BCR are clearly involved in
positive selection and must be based on the affinity for anti-
gen. Ablating BCR signals such as calcineurin-dependent
signals and CD19 signaling mutants and loss of CD45 in-
terferes with positive selection and memory B cell devel-
opment (147,156,159,160). However, as discussed earlier,
it is difficult to dissect the GC BCR interactions with anti-
gen from the initial BCR triggers that recruited naı̈ve B
cells into the primary response. Most models suggest im-
mune complex (IC) trapping on FDCs as the most likely
means for variant BCRs to receive a rescuing signal from
native antigen. Antigen appears rapidly in this location
and can persist for extended periods of time focused to
FDC in lymphoid tissue draining the site of antigen ad-
ministration (162). In support of this notion, complement
receptors CD21/CD35 on FDC are needed to generate long-
term serum antibody response (163). However, animals
that do not secrete antibody and therefore cannot form IC
can still support affinity maturation (164). In the absence
of inhibitor of nuclear factor (NF)-κB kinase 2 (IKK2)–
dependent activation of the NF-κB pathway, FDCs can still
capture ICs but are not stimulated to up-regulate vascu-
lar cellular adhesion molecule-1 (VCAM-1) and intercellu-
lar adhesion molecule-1 (ICAM-1) (165). In the absence of
these adhesion molecules, GC B cells appear more suscep-
tible to apoptosis with evidence for altered gene expression
and decreased affinity maturation.

Polarity in the GC microenvironment is partly con-
trolled by the differential expression of chemokines and
their receptors (166). Higher expression of CXCL12 in
the dark zone assorts CXCR4-expressing centroblasts,
while higher CXCL13 in the light zone attracts CXCR5-
expressing centrocytes. These studies use flow cytometry
and cell cycle status to identify GC B cell subsets and
demonstrate the aberrant behavior of GC B cells from vari-
ous genetically modified host animals. Recent two-photon
analysis reveals the movement of GC B cells along FDC
processes within the GC (148). These studies emphasize
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the lack of dwell time for GC B cells on FDC processes with
little change in GC B cell velocity upon FDC contact. There-
fore, if antigen binding is associated with GC B cell-FDC
contact, there appears to be no evidence for interclonal
competition between different GC B cells. In contrast,
there was prolonged contact between antigen-specific GC
Th cells and GC B cells. As there are also very few GC Th
cells in the light zone of GCs, the Th cells create a rate
limiting stage within the GC pathway. Thus, competition
for cognate GC Th cell interaction may provide a final se-
lection mechanism for the pMHCII-expressing GC B cells
and constitutes a third major checkpoint in memory B
cell development. These direct imaging strategies provide
important clues to the dynamic facets of antigen-driven
selection in the GC microenvironment and, importantly,
begin to identify the central function of GC Th cells.

As with all in vivo studies, there are substantial influ-
ences associated with the choice of models, affinities of
BCR, type of antigen, and method of immunization that
will impact the observations presented in the studies. The
issues of antigen receptor monoclonality are self-evident in
BCR transgenic models in the context of repertoire studies
but less clearly understood in association with the expres-
sion of diverse effector functions in vivo. More important,
in the context of T cell responses, it is now apparent that el-
evated precursor frequency deviates the dynamics of clonal
expansion (167,168) and can alter the development of T cell
memory in vivo (169). Changing the balance or affinity of
regulator populations will impact cell fate of the target
populations in ways that remain difficult to assess. Nev-
ertheless, new insights offered by dynamic imaging con-
tinue to buttress our appreciation for the workings of the
immune system and serve to challenge existing dogma in
powerful and productive ways.

GC TFH Cells

In contrast to pre-GC effector TFH cells discussed earlier,
CXCR5+ Th in GC will be referred to as “germinal center”
TFH cells (Figures 9.5 and 9.6). Many CXCR5+ TFH cells
were found very early in the immune response (day 3), at
the T-B borders and within follicular regions of LNs (86).
These studies also provide further evidence for a circulat-
ing compartment of CXCR5+ Th cells. Hence, it is clear
that CXCR5 expression is not a reliable marker of GC Th
cells only. Further, the expected function of GC TFH cells
would be broadly different from those described for pre-
GC effector TFH cells. The presence of GC TFH cells among
the dense follicular dendritic cell networks of the GC light
zone predict a role in the propagation of high-affinity vari-
ant GC B cells into the long-lived memory B cell compart-
ment (166).

During antiprotein immune responses, the Th cells
within the light zone of the GC express pMHCII-specific
TCRs. There appears to be sequential movement of

antigen-specific Th cells from the T cell zones into the GC
microenvironment (66,170) with evidence that suggests
GC Th cells can also move between different GCs (171).
Interestingly, all antigen-specific Th cells responding to a
protein antigen are not represented within the GC reaction,
indicating pre-GC functional differentiation for respond-
ing Th cells (172). Further, non-GC Th cells can reemerge in
a memory response, indicating that the GC is not required
for memory Th cell development (66). Downregulation of
CD90 (Thy-1) has been used as a marker of GC Th cells in
the mouse, although when this occurs and how well it dis-
criminates only GC Th cells is not clear (171). Interfering
with CD40L-CD40 interactions disrupts the GC reaction,
while blocking B7-2 interaction impairs memory B-cell de-
velopment (173). Hence, the cognate control of GC B cell
fate appears to be modified by the cellular and molecular
context of pMHCII presentation.

The more recent work on human TFH cells use expres-
sion of CD57, as well as CXCR5, to define TFH cells that
are contained within the GC of tonsils (174,175). Microar-
ray analysis highlights the distantly related functional pro-
grams of CD57+ GC TFH cells as compared to naı̈ve Th
cells, central memory Th cells (TCM), and effector memory
Th cells (TEM) from the peripheral blood (175). Differences
in adhesion molecules, chemokine receptors, cytokines,
and transcription factors appear as distant as different lin-
eages. Interestingly, the CXCR5 ligand, CXCL13, is highly
expressed in GC TFH cells. In vitro derived Th1 and Th2 ef-
fector Th cells also appear distant in gene expression pro-
gram to GC TFH cells (174). This analysis associates CD84,
CD200, IL-21, and BCL6 with CD57+ GC TFH cells. A sepa-
rate analysis of TFH cells by function and gene expression
demonstrates that TFH activity in human tonsil is inde-
pendent of CD57 expression (176). These studies highlight
ICOShighCXCR5high TFH as CXCL13 secretors and the most
potent inducers of antibody production in vitro. Therefore,
it is clear in situ that all GC TFH cells express CXCR5, and
many express CD57; however, these molecules are not ex-
clusively expressed on GC TFH cells nor expressed on all
TFH cells in the tonsil. Nevertheless, it remains important
to clarify GC TFH phenotype so that the details of their
function can be pursued in vivo.

B CELL MEMORY

It is now clear that centrocytes can undergo proliferation
in the light zone (160), and there is direct evidence for
movement of centrocytes back into the dark zone of GCs
(148,149). Thus, it appears that one outcome of GC B cell-
GC TFH interactions is reentry into the GC cycle and re-
iterative rounds of expansion, diversification, and selec-
tion (Figure 9.7). In this model, each subsequent round of
clonal expansion and BCR diversification is applied to GC
B cell variants that have been positively selected based on
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FIGURE 9.8 Cell surface phenotype of antigen-
response B cells in Th cell regulated development
of B cell memory.

increased BCR affinity. Hence, the introduction of a few
mutations in each clonal progeny of selected variants is
less likely to destroy BCR specificity and leaves room for
further increases in an already high-affinity variant BCR.

The second major outcome of checkpoint III is exit from
the GC cycle and entry into the memory B cell compart-
ment (Figures 9.6, 9.8). The GC reaction produces at least
two broad categories of affinity-matured memory B cells
(26). The most typical memory B cells are the precursors
for a memory response to antigen recall. These memory B
cells are easily distinguished functionally from the second
cellular compartment of memory, the long-lived PCs (177).
The long-lived PCs are terminally differentiated cells that
continually produce high-affinity antibody and will not be
drawn into a secondary response. In both categories of
memory B cells, the expression of antibody isotype distin-
guishes separable memory B cell compartments. By defini-
tion, these subsets differ in the antibody they can produce
and hence their developmental program and cellular func-
tion is distinct. However, these “isotype-specific” memory
B cell subsets may also differ in migration patterns, sur-
vival needs, and the requirements for reactivation at the
time of antigen recall. These issues define a level of het-
erogeneity that have received very little attention at the
current time and remain important features in the organi-
zation of B cell memory in vivo.

Memory B Cell Subsets

Memory response precursors are affinity-matured BCR+

post-GC cells that have often isotype-switched and can still
respond, in a Th-cell-dependent manner, to low-dose sol-
uble antigen recall. The long-term persistence in vivo of

antigen-binding BCR+ B cells, after the decline of the pri-
mary response, provides the single best indicator for all
memory response precursors. Beyond this particular at-
tribute, antibody isotype and stage of development within
the memory B cell compartment introduces a level of cel-
lular heterogeneity that is only recently being appreciated.

As soluble antigen is the ligand for the BCR, most ex-
perimental approaches use variations of labeled antigen to
identify antigen-specific B cells. While panning techniques
used gel-associated antigen (178,179), flow cytometry pro-
vided the most reliable access to antigen-specific B cells
(180,181). These earliest studies (180,181) coupled cell
sorting technology and direct labeling to enrich antigen-
specific B cells for adoptive transfer. These early studies
helped to demonstrate that B cells with receptors for anti-
gen were the precursors for antibody-forming cells. This
approach has been adopted by many groups (182–185)
with the subsequent evaluation of specificity and purity
demonstrated by the frequency for antibody-forming cells
or the enrichment for production of antigen-specific anti-
bodies in vitro.

Early studies indicated antigen-binding B cell popula-
tions of long-lived cells with slow or no turnover in vivo
(186). These memory B cells can survive independent of
their expressed BCR specificity and hence do not require
persistent antigen depots in vivo (187). Loss of membrane
IgM/IgD and expression of downstream isotype are also
indicative of antigen experience but are not required for
memory cell development (181,183,188). Further, the ex-
pression of mutated BCRs with evidence for affinity in-
creasing changes is the most useful molecular marker for
the memory B cell compartment (114,189–191). However,
there are also abundant examples of germline-encoded
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BCRs expressed by memory response precursors. Loca-
tion has also been a reliable means for isolating memory
B cells from the blood very soon after intentional priming
(189). The combination of location, phenotype, genotype,
and time after intentional priming has many elements of
a comprehensive definition for memory B cells.

Memory response precursors have been typically
defined as IgM−IgD−6B2high antigen-binding B cells
(183,191–193) that do not secrete antibody until expan-
sion and differentiation into PC after re-challenge with
antigen. These 6B2high memory B cells express mutated
receptors and can be found in late primary and secondary
responses to antigen (114,191,194). There is now evidence
for a second subset of antigen-binding memory B cells
that down-regulates the CD45 glycoform B220, displaying
reduced levels of 6B2 binding (195–197). Upon adoptive
transfer, both 6B2high and 6B2low memory B cell subsets
give rise to antigen-specific memory responses (197). The
pattern of cellular expansion, conversion of cell surface
phenotype, and extent of PC development suggests that
the 6B2high “post-GC” memory B cells lie developmentally
upstream from the 6B2low “pre-plasma” memory B cell
compartment.

The 6B2low pre-plasma memory B cells have been seen
across a number of different antigen systems following
a variety of immunization regimes. Following hapten-
protein immunizations, 6B2low memory B cells are found
with high-dose antigen (400 μg) using the Ribi adjuvant
system (118) but not with low-dose (40 μg) using alum
as the adjuvant (189). There is clear evidence of 6B2low

antigen-experienced B cells across multiple regimes of
BCR transgenic transfer using the B cells from the QM
mouse model that express germline-encoded and hapten-
specific BCR (195,196). The QM B cells also produce a
phenotypically distinct B cell subset of 6B2low pre-plasma
cells that can differentiate into plasma cells in an antigen-
independent manner (198). This change can be induced
upon adoptive transfer into naı̈ve recipients but requires
some level of clonal expansion. Cells with a similar 6B2low

pre-plasma cell phenotype have been recently described
in a mouse model of bacteriophage capsid immunization
(199). The 6B2 antibody also recognizes a similar determi-
nant on human B cells with the majority of CD27+ IgM and
non-IgM memory B cells in the blood displaying a 6B2low

phenotype (200). Hence, the 6B2high and 6B2low memory
B cells represent separable subsets of the memory B cell
compartment that may describe a linear progression of de-
velopment as the cellular products of the GC reaction and
immediate precursors of high-affinity plasma cells upon
antigen recall.

Long-lived Plasma Cells

Long-lived antibody-secreting B cells can also be consid-
ered part of the memory B cell compartment. The long-
lived PCs do not replenish through turnover, but do secrete

isotype-switched antibody and display evidence of SHM
with affinity increasing mutation patterns (177,201,202).
This post-GC antigen-specific B cell compartment appears
during the second week after initial antigen exposure (114)
and preferentially homes to the BM for growth factor sup-
port of stromal cells (203). Based on gene ablation stud-
ies, these cells use a variety of redistribution mechanisms
such as up-regulation of CXCR4, α4β1 integrin binding
to its ligand VCAM-1 (115) to get to the BM, where they
can persist for the life of the animal (112,204–208). In the
BM, long-lived PCs need signals through the TNFR family
member, BCMA for survival (209). It has also been pro-
posed that a pre-PC precursor (198) or memory cells them-
selves (210) produce PCs in a non–antigen-dependent man-
ner as a means of maintaining serum antibody levels for
extended periods.

The extended longevity of the long-lived PC can be
demonstrated using BrdU incorporation and adoptive
transfer (205–208). The extinguished gene programs as-
sociated with PC development (128,211,212) support a ter-
minally differentiated end-stage cell that needs to arrest
cell cycle progression (155) and will not be reactivated on
antigen recall. Nevertheless, based on the evidence of a GC
phase in development, the extended longevity of these PCs
and the continued production of high-affinity antibody, it
is reasonable to consider these end-stage B cells to belong
to the memory B cell compartment.

Based on variability in memory B cell formation across
different antigen models, it appears likely that different
sets of initiating stimuli modify the balance of cells within
the different memory B cell compartments. The memory
cell balance may be a quantitative “interpretation” of the
quality of the initial immunizing signals. Ultimately, mem-
ory B cell fate is likely to be controlled by checkpoint III
interactions in the GC itself. The strength of BCR signal
and costimulatory context serve to select variant BCRs
and initiate changes in memory B cell development. Cog-
nate interactions with GC TFH cells may consolidate these
functional outcomes. Understanding the role of the differ-
ent memory B cell subsets in long-term protection and the
rules that govern their development in vivo remain impor-
tant unresolved areas in this field.

Memory Response to Recall

Persistent high-affinity serum antibody provides the first
layer of protection against a secondary challenge. While
antibody binding to antigen is a clearance mechanism, it
also serves to increase the efficiency of antigen presenta-
tion to memory B cells through rapid IC formation and
binding to FcR or complement receptors on cells of the in-
nate system. In this manner, antibody may amplify the sen-
sitivity of the memory B cell response to secondary antigen
challenge. Furthermore, antigen re-challenge also seems
necessary to establish adequate long-term protection fol-
lowing protein vaccination. The cognate cellular dynamics
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and molecular regulation of the memory response boost
are important factors in the consolidation of B cell mem-
ory that remain poorly understood and inadequately opti-
mized in most vaccine regimes.

Primary response GC persists for around three weeks
after initial priming, but this timing may vary substan-
tially depending on the immune stimuli (132,133). There
is evidence for continued selection in the memory B cell
compartment even after the demise of the GC reaction
(202). This selection process represents more typical in-
terclonal competition without further BCR diversification
(213). Where this secondary selection occurs and how it
relates to the selection mechanisms in the GC remains to
be determined. Nevertheless, secondary selection events
appear capable of reshaping the memory compartment to-
ward higher affinity clonotypes that can substantially in-
fluence the quality of the secondary response and consoli-
dation of the memory compartment (210).

Using priming doses of antigen and adjuvant, antigen-
specific memory Th cell responses (66,67,214) and
memory B cell response (215) emerge more rapidly
than their naı̈ve response counterparts. Memory Th cell
responses reach peak levels more rapidly but to similar
levels as the primary response. In contrast, memory B
cells display accelerated kinetics but reach substantially
higher maximal levels compared to the primary response.
Even in the presence of priming doses of antigen and
adjuvant, the memory responders dominate the recall
response (66,197), out-competing naı̈ve lymphocytes that
may express specific Ag-R.

Memory Th Cells

Memory B cell response to TD antigens require antigen-
specific T cell help (26). Under normal physiological cir-
cumstances, this secondary T cell help must be antigen-

specific and is most likely delivered by memory Th cells
that are specific to the immunizing antigen. Under typical
low-dose antigen re-challenge regime in the absence of im-
mune adjuvant, antigen-specific B cells are likely to be the
APC for the memory response. Hence, the cognate inter-
actions of pMHCII+ memory B cells and antigen-specific
memory Th cells define a fourth developmental checkpoint
in the evolution of long-term immune protection (Figure
9.9). Alternately, circulating antibody and innate immune
activation induce an accelerated memory response due to
increased frequencies and heightened responsiveness of
memory response precursors. In this scenario, the mem-
ory Th cell-memory B cell checkpoint may be preceded by
an independent series of antigen presentation events prior
to checkpoint IV.

The major cellular outcome of the secondary boost is
rapid and exaggerated memory B cell expansion and the
production of large numbers of high-affinity PCs. While
high-affinity B cells can be drawn into GC reactions (149),
it is not clear that the GC pathway is operative at the time of
the secondary boost. Regardless, there is clear evidence for
secondary selection events upon antigen re-challenge that
are more likely to be driven by cellular selection without
somatic BCR diversification (26). The nature of the selec-
tion mechanism for B cells at this stage of the response is
also poorly understood. In contrast, the accelerated local
reexpansion of antigen-specific memory Th cells occurs
with little change in the expressed TCR repertoire (216)
or cytokine-secreting potential (214). Hence, the antigen-
specific memory Th cell compartment appears to conserve
and reexpress many of the functions associated with the
initial primary immune response.

There is evidence for a division of labor in the mem-
ory T cell compartment that involves the migratory capac-
ity of memory Th cell subsets (217). Recirculating central
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memory T cells (TCM) and tissue-homing effector memory
T cells (TEM) further divide on their readiness to reexpress
effector function upon reexposure to antigen. It is reason-
able to propose that each antigen-specific effector Th cell
subset will produce a memory Th cell counterpart (214).
However, the range of Th memory effector attributes re-
quired to control antigen-specific memory B cell responses
is not well understood. Compartments of tissue-localized
memory Th cells provide rapid “reactive” immune protec-
tion that is antigen-specific (217). For example, the focal
placement of TEM cell subsets at sites of original antigen
entry preempts the life history of the pathogen. In this
manner, location provides an opportunity to accelerate the
recall response, enhancing the capacity of the immune sys-
tem to block overt infection. As the precursors of the mem-
ory response to antigen recall, high-affinity memory B cells
belong to a similar “reactive” set of memory cells. However,
in contrast to local hypersensitivity responses by Th cells,
antigen reexposure promotes rapid and exaggerated mem-
ory B cell responses in the lymphoid tissue that drains the
site of re-challenge. In this context, we can refer to the
memory Th cell compartment that controls memory B cell
responses as memory TFH cells.

It is not clear whether memory TFH cells would nec-
essarily express CXCR5+ like their primary response TFH

compartment. Further, it is not clear whether both effector
TFH and GC TFH produce memory TFH counterparts. Never-
theless, it will be important to unravel the programs of cog-
nate control used by antigen-specific memory TFH to reg-
ulate the memory B cell response to antigen re-challenge.
It is plausible that manipulating cellular and molecular in-
teractions at checkpoint IV can alter the shape of antigen-
specific B cell memory.

Antigen Persistence in vivo

Unlike CD8 T cells, CD4 Th cells appear to require contin-
ued presence of antigen to reach maximal clonal expan-
sion in vivo. The conditional induction and abrogation of
pMHCII molecules demonstrate that as soon as a lower
threshold level of antigen is breached, Th cell cease to di-
vide (61). Surprisingly, this model induces no form of in-
flammation and would otherwise be considered a model of
tolerance induction. Recent intravital imaging studies also
indicate that antigen-responsive Th cells engage multiple
DCs at successive early stages after priming (62). These
multiple DC-Th cell contacts also impact the development
of effector Th cell function in vivo. Most surprisingly, there
is evidence for persistent depots of pMHCII complexes up
to 3 weeks after viral infection (63). These pMHCII depots
are present at times after viral clearance in vivo. The same
persistent depots can be demonstrated for pMHCI with
the capacity for local activation of viral-specific naı̈ve CD8
cells (64). While persistent antigen is not required for the
maintenance of antigen-specific T cell memory (218,219),

there may be a role for persistent depots of pMHC com-
plexes as local guidance cues for antigen-specific memory
T cells.

CONCLUSION

Understanding the cellular and molecular control of mem-
ory B cell development remains a high priority for funda-
mental research with important application to the field of
immunotherapeutics and vaccine design. There has been
substantial progress in our understanding of this com-
plex developmental cascade in vivo, with many of the
cellular processes being more carefully defined in their
most relevant in vivo context. The sophisticated manip-
ulation of mouse genetics provides a powerful set of tools
that begin to unravel the regulatory mechanisms operative
across each developmental checkpoint controlling cell fate
in vivo. Real-time intravital imaging provides a major ad-
vance to our appreciation of cell dynamics and intercellu-
lar communication as it proceeds in the crowded confines
of secondary lymphoid tissue.

Clonal selection underpins all adaptive immune activi-
ties with significant differences emerging between Th cells
and B cells in the antigen-specific pathway to immune
memory. Effector Th cell function remains somewhat con-
voluted and still difficult to fathom in vivo, although we
are beginning to appreciate the extraordinary heterogene-
ity that resides among these antigen-specific regulators of
adaptive immunity. Antigen-driven B cell development is
less divergent than its Th cell counterpart; however, the or-
ganization of the antigen-responsive B cell compartment
is still difficult to access experimentally in vivo. Neverthe-
less, the progression of cellular and molecular events that
underpin immune memory are rapidly coming into focus.
Many new antigen-specific models provide high resolution
to the nature of effector B cell function and antigen-specific
B cell memory that may unravel the rules of immune con-
trol and substantially impact the redesign of vaccine for-
mulations.
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INTRODUCTION

T lymphocytes expressing αβ or γ δ T cell receptors (TCRs)
are found together with B lymphocytes in all but the most
primitive vertebrate animals. These three cell types are
the only ones that use random V, D, J, gene rearrange-
ment to generate diverse antigen receptors. During the past
two decades, there has been a great deal of progress in
identifying the molecules and genes of TCRs, and there is
considerable information on their biochemistry and struc-
ture. Although TCRs share structural and genetic similari-
ties with B cell receptors (BCRs) (immunoglobulins [Igs]),
they also possess a number of unique features pertinent
to their specific functions. The first major difference was
suggested by the experiments of Zinkernagel and Doherty,
who found that the cytotoxic cells could only lyse infected
cells expressing certain major histocompatibility complex
(MHC) haplotype (1,2). This phenomenon of “MHC re-
stricted recognition” is in marked contrast to the recogni-
tion of intact antigens by Igs (3,4). In fact, antigen recog-
nition by T cells has helped to define their functions.

αβ TCRs are expressed on classical helper and cytotoxic
T cells, which predominate in most lymphoid compart-
ments (90%–95%) of humans and mice (5). αβ TCRs are
also expressed on natural killer (NK) T cells (6), regulatory
T cells (7), and T cells in the mucosal sites such as the in-
testinal epithelial compartment (IELs) (8). In most cases,
the αβ TCR ligand is a peptide antigen bound to a class
I or class II MHC molecule; but in the case of NKT cells,
the antigen is a glycolipid bound to a nonclassical class I
MHC molecule, CD1d (6).

T cells bearing γ δ TCRs are less numerous than the αβ

type in most cellular compartments of humans and mice
(less than 5%). However, they make up a substantial frac-
tion of T lymphocytes in cows, sheep, and chickens (9). γ δ

T cells coexist with αβ T cells but seem to be better repre-
sented in the mucosal compartments (9,10). Although αβ

T cells perform most of the functions classically attributed
to T cells, mice lacking γ δ T cells clearly have compro-
mised immune systems, indicating that γ δ and αβ T cells
contribute to host immune defense differently (10,11). γ δ

TCRs also have distinct antigen recognition requirements
in that no antigen processing is required (12). During the
past few years, there have been considerable advances in
our understanding of antigen recognition by γ δ T cells.
This should lead to a better understanding of how γ δ T
cells contribute to host immune competence.

TCR POLYPEPTIDES

The search for the molecules responsible for T cell recog-
nition first focused on deriving antisera or monoclonal
antibodies specific for molecules on T cell surfaces. Ul-
timately, a number of groups identified “clonotypic” sera
(13) or monoclonal antibodies (14–18). Several of these

antibodies were able to block antigen-specific responses
by the T cells they were raised against or, when coated
on a surface, could activate the T cells for which they are
specific. They were also able to immunoprecipitate 85 to
90,000 MW disulfide-bonded heterodimers from different
T cell clones or hybridomas consisting of two 40,000 MW
to 50,000 MW glycosylated subunits referred to as α and β.
Peptide mapping studies showed that there was a striking
degree of polymorphism between heterodimers isolated
from T cells of differing specificity, thus suggesting that
these antigen recognition molecules might be akin to Igs
(19,20).

Work in parallel to these serological studies exploited
the small differences (∼2%) observed between B and T
cell gene expression (21) and isolated both a mouse (22,23)
and a human (24) T cell–specific gene that had antibody-
like V, J, and C region sequences and could rearrange in
T lymphocytes (23). This molecule was identified as TCRβ

by partial sequence analysis of immunoprecipitated ma-
terials (25). Subsequent subtractive cloning work rapidly
identified two other candidate T cell receptors cDNAs iden-
tified as TCRα (26,27) and TCRγ (28). It was quickly estab-
lished that all antigen-specific helper or cytotoxic T cells
expressed TCR αβ heterodimers. Where TCRγ fit in re-
mained a puzzle until work by Brenner et al. (29) showed
that it was expressed on a small (5%–10%) subset of pe-
ripheral T cells together with another polypeptide, TCRδ.
The nature of TCRδ remained unknown until it was dis-
covered within the TCRα locus, between the Vα and Jα

regions (30). Formal proof that the TCR α and β subunits
were sufficient to transfer antigen/MHC recognition from
one T cell to another came from gene transfection experi-
ments (31,32) and equivalent experiments have also been
done with γ δ TCRs (33).

As shown in Figure 10.1, all TCR polypeptides have a
similar primary structure, with distinct variable (V), diver-
sity (D) in the case of TCR β and δ, joining (J), and constant
(C) regions exactly analogous to their Ig counterparts. They
also share many of the amino acid residues thought to be
important for the characteristic variable and constant do-
mains of Igs (34). The Cβ region is particularly homolo-
gous, sharing 40% of its amino acid sequences with CK

and Cλ. The TCR polypeptides all contain a single C region
domain (versus up to four for Igs) followed by a connecting
peptide. These usually contain the cysteine for the disul-
fide linkage that joins the two chains of the heterodimer
(some human TCR γ δ isoforms lack this cysteine and con-
sequently are not disulfide-linked; ref. [35]). N-linked gly-
cosylation sites vary from two to four for each polypeptide,
with no indications of O-linked sugar addition. C-terminal
to the connecting peptide sequences are the hydrophobic
transmembrane regions. These have no similarity to those
of the IgH genes, but instead have one (TCRβ and γ ) or
two (TCRα and δ) positively charged residues. As discussed
later, these charged residues are critical for the associa-
tion of the ligand binding TCR polypeptides with the CD3
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FIGURE 10.1 Structural features of T cell receptors and pre-T α polypeptides. Leader (L), vari-
able (V), diversity (D), joining (J), and constant region (C) gene segments are indicated. TM and
bold horizontal lines delineate the putative transmembrane regions; CHO indicates potential car-
bohydrate addition sites; C and S refer to cystein residues that form interchain and intrachain
disulfide bonds; R and K indicate the positively charged amino acids (arginine and lysine, respec-
tively) that are found in the transmembrane regions.

signaling polypeptides. This is important because the TCR
polypeptides themselves have very short cytoplasmic re-
gions with no known role in signaling.

A more recent member of the TCR polypeptide fam-
ily is the pre–T α chain, which serves as a chaperone for
TCRβ in early thymocytes, similar to the role of λ5 in pre-B
cells. It was first identified and cloned by von Boehmer and
colleagues (36,37). It has an interesting structure that con-
sists of a single Ig constant region-like domain followed
by a cysteine-containing connecting peptide, a transmem-
brane region containing two charged residues—an argi-
nine and a lysine spaced identically to the TCRα trans-
membrane region. The cysteine in the connecting peptide
is presumably what allows heterodimer formation with
TCRβ, and the similarity to TCRα in the transmembrane
region is most likely to accommodate the CD3 polypep-
tides. In both the mouse and humans, the cytoplasmic tail
is much longer than any of the TCR chains (37 and 120
amino acids, respectively) and the murine sequence con-

tains two likely phosphorylation sites and sequences ho-
mologous to an SH3 domain binding region. These are not
present in the human sequence, however, and so their func-
tional significance is questionable (37). Thus, the pre–Tα

molecule could function as signaling intermediate inde-
pendent of the CD3 polypeptides, and it has recently been
shown that at least one CD3 component (δε, discussed
later) is not required for it to function normally in early
thymocyte differentiation (38).

CD3 POLYPEPTIDES

Immunoprecipitation of the human TCR with anti-
idiotypic antibodies after solubilization with the nonionic
detergent, noniodet P-40 (NP-40), initially revealed only
the α- and β-chain heterodimer. However, the use of other
detergents, such as digitonin or Triton-X100, revealed
four other proteins (as reviewed in (39,40,41). These are
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known as the CD3γ, δ, ε, and ζ. γ and δ form distinct het-
erodimers with ε within the TCR/CD3 complex (γ ε and
δε), and ζ usually occurs as a disulfide-linked homod-
imer. In mouse T cells, NP-40 does not dissociate TCR het-
erodimers from CD3 molecules (42,43). In some cases, the
ζ -chain can be part of a heterodimer in at least two forms.
In mouse T cells, the ζ -chain can disulfide bond with a
minor variant called the η (eta) chain (44,45). This latter
chain is an alternate splicing variant of the ζ -chain gene
(46). This alternatively spliced species of the ζ -chain is
not found in significant quantities in human T cells (47).
The second type of ζ -chain containing heterodimer con-
tains the γ -chain associated with the FcεRI (FcεRI γ ) and
Fcγ RIII (CD16) receptors (48). These CD3 subunits, in

their various forms, are an integral part of TCR-mediated T
cell recognition because only they possess the immunore-
ceptor tyrosine-based activation motifs (ITAMs) that are
necessary for cellular activation when the TCR engages
ligand.

Characterization and Structural Features of
the CD3 Polypeptides

Figure 10.2 illustrates the principal structural features of
the CD3 γ -, δ-, ε-, and ζ - polypeptides as derived from gene
cloning and sequencing (as reviewed in refs 40,49) and
more recently by protein crystal structures of the extracel-
lular domains of γ , δ, and ε (50–52,53). The extracellular

FIGURE 10.2 Structural features of the CD3 molecules. As in Figure 10.1, transmembrane
regions (TM), carbohydrate addition sites (CHO), and cysteine residues (C) are indicated. In
addition, negatively charged transmembrane residues (D for aspartic acid and E for glutamic
acid) and putative phosphorylation sites are shown.
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domains of the γ -, δ-, and ε-chains show a significant de-
gree of similarity to one another. These domains retain the
cysteines that have been shown to form intrachain disul-
fide bonds, and each consists of a single Ig superfamily
domain. The spacing of the cysteines in these domains
produces a compact Ig-fold, similar to a constant region
domain. The γ and δ subunits form distinct heterodimers
with ε via highly conserved residues at the dimerizing in-
terface (50–52,53). The connecting peptides of the CD3
γ -, δ-, and ε-chains all contain highly conserved, closely
spaced cysteines just before the membrane-spanning re-
gions. These residues are likely candidates for the forma-
tion of intrachain disulfide bonds and appear to play a
role in the assembly of the CD3 and TCR polypeptides
(50,54). The extracellular domain of the ζ -chain consists
of only nine amino acids and contains the only cysteine,
which is responsible for the disulfide linkage of the ζ ζ ho-
modimer or the ζFcεRIγ heterodimer. Each of the γ -, δ-,
ε-, and ζ -polypeptides contain a conserved, negatively
charged amino acids in their transmembrane region com-
plementary to the positive charges seen in the TCR TM
regions (55,56,57,58).

The cytoplasmic regions of the γ -, δ-, ε-, and ζ -
chains are the intracellular signaling “domains” of the
TCR heterodimer. Each of these molecules contains one
or more amino acid sequence motifs that can mediate
cellular activation (59). The intracellular sequences re-
sponsible for this activation are contained within an 18
amino acid conserved ITAM motif (60) with the sequence
X2YX2L/IX7YX2L/I. Both of the tyrosines in this motif
are absolutely required to mediate signal transduction be-
cause mutation of either completely prevents the mobiliza-
tion of free Ca++ or cytolytic activity (61). This sequence
occurs three times in the ζ -chain, and once in each of the
CD3 γ -, δ-, ε-, and FcεRI γ -chains. There are also pairs
of tyrosines present in the cytoplasmic domains of the γ -,
δ-, ε-, and ζ -chains. This sequence motif is also present
in the mβ-1 and B29 chains associated with the (Ig) β-
cell receptor and in the FcεRI β-chain, but there are many
more (9) in TCR/CD3 than in any other receptors that use
ITAMS. The tyrosines in these cytoplasmic sequences are
substrates for the tyrosine phosphorylation that is one of
earliest steps in T cell signaling (59) and is thought to oc-
cur aberrantly in nonproductive T cell responses (e.g., an-
tagonism, discussed later). Serine phosphorylation of the
CD3γ also occurs upon antigen or mitogenic stimulation
of T cells (62) and may play a role in T cell activation as
well.

Assembly and Organization of the
TCR/CD3 Complex

The assembly of newly formed TCR α- and β-chains with
the CD3 γ -, δ-, ε-, and ζ -chains and their intracellular
fate have been studied in detail (39,40,41,61,63). Early

studies have focused on mutant hybridoma lines, which
fail to express TCR on their cell surface and on transfec-
tion studies using cDNA for the different chains in the re-
ceptor; but recently, Wucherpfennig and colleagues have
developed an elegant in vitro translation and assembly
system that has clarified a number of important issues
(55,54).

Experiments in a nonlymphoid cell system (64) have
shown that TCRα can assemble with CD3 δ and ε but not
CD3 γ and ζ . In contrast, the TCR β-chain can assemble
with any of the CD3 chains except the ζ -chain. When the
ζ -chain was transfected with either α- or β-chain genes,
or any of the three CD3 chains, no pairwise interaction
occurred. Only when all six cDNA’s were cotransfected was
it shown that the ζ -chain could be coprecipitated with the
other chains (64). Based on these data, a model has been
proposed that suggests that TCRα- pairs with CD3 δ- and ε-
chains and that TCRβ-pairs with the CD3 γ - and ε-chains
in the completed molecule. The ζ -chain is thought to join
the TCR and other CD3 polypeptides in that last stage of
assembly.

Pulse-chase experiments have shown that all six chains
are assembled in the ER, transported to the Golgi appara-
tus, and then transferred to the plasma membrane. It also
appears that the amount of ζ -chain is rate limiting, as it
is synthesized at only 10% the level of the other chains.
This results in the vast majority of newly synthesized α-,
β-, or CD3 components being degraded within four hours
of their synthesis. The remaining nondegraded chains are
long lived due to the formation of complete TCR/CD3 com-
plexes with the limiting ζ -chain (65). TCR/CD3 lacking
CD3 ζ -chains migrate through the ER and Golgi intact
but then are transported to and degraded in the lysosomes
and degraded. The immunological significance of this pre-
Golgi degradation pathway is most evident in CD4+CD8+

thymocytes, where, despite high levels of synthesis of both
mRNA and protein for all the TCR, CD3, and ζ -chains,
surface expression is relatively low. The TCR chains in im-
mature thymocytes seem to be selectively degraded (65).
Thus posttranslation regulation appears to be an impor-
tant means of controlling the cell surface expression of
TCR heterodimers.

The TCR and CD3 γ -, δ-, and ε-chains contain ER reten-
tion signals (65,66). If the γ and δ signals are removed, then
the chains are transported through the Golgi and rapidly
degraded in the lysosomes. In contrast, removal of the CD3
ε ER retention signal allows this chain and any associated
chains to be transported to the cell surface. Thus, associa-
tion of the TCR and other CD3 chains with ε renders their
ER retention signals inoperative. However, the ε ER reten-
tion signal remains functional. This prevents the surface
expression of partial complex intermediaries until CD3 ζ

is incorporated into the complex, which then masks the
ε ER retention signal and allows the transport of mature
complexes to the cell surface.
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FIGURE 10.3 A model of the αβ T cell receptor (TCR)–CD3
complex. This shows the approximate positions of the αβ TCR
chains and the CD3α, δ, ε, and ζ chains based on the mem-
brane reconstitution and mutagenesis experiments of Call and
Wucherpfennig (55). More recent experiments suggest that the
CD3 polypeptides may be somewhat more clustered on the side
of the TCR heterodimer (299).

The overall stoichiometry of the αβ TCR/CD3 complex
is controversial. The work of Call and Wucherpfennig (55)
has shown the relationships between different CD3 dimers
(γ ε, δε, and ζ ζ ) and a single TCR αβ heterodimer (as
shown in Figure 10.3). Using mutagenesis, they found very
specific interactions based on the positive charges in each
TCR transmembrane domain with complementary nega-
tive charges in the transmembrane domains of the differ-
ent CD3 components. The two positively charged residues
of TCRα mediate interactions with the negatively charged
residues of the of CD3δε and CD3ζ ζ dimers, while the
single positively charged residue of TCRβ mediate inter-
actions with the negatively charged resiudes of CD3γ ε. In
addition, their data suggest a highly ordered assembly pro-
cess as they found that the TCR/CD3δε association facil-
itates the assembly of CD3γ ε into the complex and that
the association of the TCR and CD3 heterodimers was a
prerequisite for incorporation of CD3ζ ζ into the complex.
Importantly, the data show that there is only one TCR het-
erodimer per nascent TCR/CD3 complex in their in vitro
expression system.

In contrast, a number of groups have found evidence
that there can be two TCR heterodimers in a given
TCR/CD3 cluster on T cell surfaces. In particular, Ter-

horst and colleagues (as reviewed in ref. [40]) showed that
in a T–T hybridoma, a monoclonal antibody against one
TCRαβ pair could comodulate a second αβ heterodimer.
In addition, sucrose gradient centrifugation of TCR/CD3
showed a predicted molecular weight of 300 kDa, more
than 100 kDa larger than expected from a minimal δ sub-
unit complex (α,β,γ ,δ,ε2,ζ2) (67). Another study suggest-
ing that there are least two TCRs in a given CD3 complex
is Scatchard analysis indicating that the number of CD3ε

molecules on a T cell surface equals the number of αβ TCRs
(68,69). Finally, there is the work of Fernandez-Miguel et
al. (70), who showed that in T cells that have two trans-
genic TCRβ chains, antibodies to one Vβ can immunopre-
cipitate the other. It was also found that they are often close
enough to allow fluorescence energy transfer, meaning that
the two TCRβs in a cluster are within approximately 50
Angstroms of each other (70). Interestingly, it appears that
the TCR complexes with CD3 either have CD3 γ or CD3δ,
but not both, and these two receptor types are expressed
in different ratios in different cells. These data may not
be irreconcilable; because while the initial TCR/CD3 as-
sembly may involve only one TCR, these may dimerize or
multimerize later on the cell surface (50,71).

The composition of TCR/CD3 complexes on γ δ T cells
is distinct from that of αβ T cells and changes with the
activation state of the cell. Biochemical analysis showed
that most murine γ δ TCRs contain only CD3γ ε dimers.
Interestingly, a differentially glycosylated form of CD3γ

was found to associate with γ δ TCRs dependent on the
activation state of the cells (72). In addition, while C3ζ ζ

is incorporated into the complexes of naı̈ve cells, ac-
tivation results in the expression and incorporation of
FcεR1 γ into the γ δTCR complex (72). Using quantita-
tive immunofluorescence, Hayes and Love have suggested
a model of murine γ δTCR stoichiometry in which there
are two CD3γ ε dimers, as well as one CD3ζ dimer in each
TCR complex (73). This strongly suggests that signal trans-
duction through the TCR will occur differently in γ δ versus
αβ T cells.

TCR GENES

As shown in Figure 10.4, TCR gene segments are orga-
nized similarly to those of Igs, and the same recombina-
tion machinery is responsible for joining separate V and
D segments to a particular J and C. This was initially in-
dicated by the fact that the characteristic seven and nine
nucleotide conserved sequences adjacent to the V, D, and
J regions with the 12 or 23 nucleotide spacing between
them, first described for Ig genes, are also present in TCRs
(74). The most conclusive evidence of this common rear-
rangement mechanism is that both a naturally occurring
recombination-deficient mouse strain (severe combined
immune deficiency, SCID; ref. 75) and mice engineered to
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FIGURE 10.4 T cell receptor gene organiza-
tion in mice and humans. Schematic of V, D,
J, and C elements of the T cell receptor genes.
Transcriptional orientation is from left to right,
except where noted. The overall size of each lo-
cus is as indicated to the right. E designates en-
hancer elements, and S are silencer elements.

lack recombinase activating genes (RAG) 1 (76) or 2 (77)
are unable to rearrange either TCR or Ig gene segments
properly. Many of the other molecules involved in Ig gene
rearrangement serve the same function in TCRs as well
(78). As with Igs, if the V region and J region gene segments
are in the same transcriptional orientation, the interven-
ing DNA is deleted during recombination. DNA circles of
such material can be observed in the thymus (79,80), the
principal site of TCR recombination (see below). In the
case of TCRβ and TCRδ, there is a single V region 3′ to
the C in the opposite transcriptional orientation to J and
C. Thus rearrangement to these gene segments occurs via
an inversion. Variable points of joining are seen along the
V, D, and J gene segments as well as random nucleotide
addition (N regions) in postnatal TCRs. The addition of
several nucleotides in an inverted repeat pattern, referred
to a P element insertion, at the V–J junction of the TCRγ

chains has also been observed (81).

Organization of the TCR α/δ Locus

In humans and in mice there is a single α-chain C-region
gene that is composed of four exons encoding: 1) the con-
stant region domain, 2) 16 amino acids, including the
cysteine that forms the interchain disulfide bond,
3) the transmembrane and intracytoplasmic domains, and
4) the 3′ untranslated region (Figure 10.4). The entire α/δ
locus spans about 1.1 MB in both mice and humans. There
are 50 different J-region gene segments upstream of the C-
region in the murine locus. At least eight of these J-regions
are nonfunctional because of in-frame stop codons or re-
arrangement and splicing signals that are likely to be de-

fective. A similar number of α-chain J-regions are present
in the human locus. This very large number of J-regions
compared to the Ig loci may indicate that the functional
diversity contributed by the J segment of the TCR (which
constitutes a major portion of the CDR3 loop) makes an
important contribution to antigen recognition (discussed
later).

Both the murine and human Cδ, Jδ, and two Dδ gene
segments are located between the Vα and Jα gene seg-
ments. In the murine system there are two Jδ and two Dδ

gene segments on the 5′ side of Cδ, and the Cδ gene is
approximately 75 kb upstream of the Cα gene, but only
approximately 8 kb upstream of the most 5′ known Jα
gene segments. The human organization is similar, with
three Dα gene segments and two Jδ. Surprisingly, in both
species, all of the D elements can be used in one rearranged
gene rather than alternating as is the case with TCRβ or
IgH. That is, in mice one frequently finds Vδ D1, D2, Jδ
rearrangements (82), and in humans Vδ, D1, D2, D3, Jδ
(83). This greatly increases the junctional or CDR3 diver-
sity that is available, especially because of the potential
for N-region addition in between each gene segment. This
property makes TCRδ the most diverse of any of the anti-
gens receptors known, with approximately 1012 to 1013 dif-
ferent amino acid sequences in a relatively small (10 to
15aa) region (82). The implications for this and compar-
isons with other antigen receptor genes are discussed later.

The location of Dδ, Jδ, and Cδ genes between Vα and
Jα gene segments suggests that TCR δ and α could share
the same pool of V gene segments. Although there is some
overlap in V gene usage, in the murine system, four of the
commonly used Vδ genes (Vδ1, Vδ2, Vδ4, Vδ5) are very



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-10 Paul-3627G GRBT293-Paul-v1.cls April 9, 2008 19:17

320 Chapter 10

different than known Vα sequences, and they have not
been found to associate with Cα (84). The other four Vδ

gene families overlap with or are identical to Vα subfam-
ilies (Vδ3, Vδ6, Vδ7, Vδ8 with Vα6, Vα7, Vα4, Vα11, re-
spectively).

The mechanisms that account for the preferential usage
of certain gene segments to produce δ versus α chain are
not known. While some Vδ genes are located closer to the
Dδ and Jδ fragments than Vα genes (e.g., Vδ1), other Vδs
(e.g., Vδ6) are rarely deleted by Vα Jα rearrangements and
thus seem likely to be located 5′ of many Vα gene segments.

One of the Vδ gene segments, Vδ5, is located approxi-
mately 2.5 kb to the 3′ of Cδ in the opposite transcriptional
orientation and rearranges by inversion. Despite its close
proximity to Dδ Jδ gene segments, Vδ5 is not frequently
found in fetal γ δ T cells. Instead, the Vδ5→DJδ rearrange-
ment predominates in adult γ δ T cells.

An implicit characteristic of the α/δ gene locus is that
a rearrangement of Vα to Jα deletes the entire D-J-C core
of the δ-chain locus. In many αβ T cells, the α-chain locus
is rearranged on both chromosomes and thus no TCR δ

could be made. In most cases this is due to Vα →Jα rear-
rangement, but evidence suggesting an intermediate step
in the deletion of TCRδ has been reported (85). This in-
volves rearrangements of an element termed T early alpha
(TEA) to a pseudo-Jα 3′ of Cδ. The rearrangement of TEA
to this psuedo Jα would eliminate the δ-chain locus in αβ

T cells. Gene targeting of the TEA element resulted in nor-
mal levels of αβ and γ δ T cells but usage of the most Jαs
was severely restricted (86), suggesting that its function is
to govern the accessibility of the most proximal 5′ Jαs for
recombination.

Organization of the TCR β Locus

The entire human 685 kb β-chain gene locus was originally
sequenced by Hood and coworkers (87) (Figure 10.5). One
interesting feature is the tandem nature of Jβ -Cβ in the
TCRβ locus. This arrangement is preserved in all higher
vertebrate species that have been characterized thus far
(mouse, human, chicken, frog). The two Cβ coding se-
quences are identical in the mouse and nearly so in hu-
mans and other species. Thus it is unlikely that they rep-
resent two functionally distinct forms of Cβ . However, the
Jβ clusters have relatively unique sequences, and thus this
may be a mechanism for increasing the number of Jβ

gene segments. Together with the large number of Jα gene
segments, there is far more combinatorial diversity (Jα×
Jβ = 50 × 12 = 600) provided by J regions in αβ TCR’s
than in Igs.

Most of the V-regions are located upstream of the join-
ing and constant regions, and in the same transcriptional
orientation as the D and J gene element and rearrange to
DβJβ gene via deletion. Similar to the case of Vδ5, a sin-
gle Vβ gene, Vβ14 is located 3′ to C-regions and in the

opposite transcriptional orientation, thus rearrangements
involving Vβ14 occur via inversion.

In the NZW strain of mouse, there is a deletion in the
β chain locus that spans from Cβ1, up to and including
the Jβ 2 cluster (88). In SJL, C57BR, and C57L mice, there
is a large deletion (89) in the V-region locus from Vδ5-
Vβ9. These mice also express a V gene, Vβ17, that is not
expressed in other strains of mice. Deletion of about half
of the V genes (in SJL, C57BR, and C57L mice) does not
seem to have any particular effect on the ability of these
mice to mount immune responses, whereas mice which
have deleted the Jβ2 cluster show impaired responses
(90).

Organization of the TCR γ Locus

The organization of the mouse and human γ -chain loci
are shown in Figure 10.4. The human γ genes span about
150 kb (81) and are organized in a fashion similar to that
of the β chain locus with two Jγ Cγ regions. The mouse
locus is much smaller, encompassing only about 36 κb
(91). There is more than one commonly used nomencla-
ture used to describe the γ chain genes (81,92,93,94). Here,
we use that of Lefranc and Rabbitts (95) and Tonegawa
and colleagues (81)—for the human and mouse γ chains
respectively. An array of Vγ s, in which at least six of the
V-regions are pseudogenes, is located 5′ to these Jγ Cγ clus-
ters, and each of the V genes is potentially capable of rear-
ranging to any of the five J-regions. The sequences of the
two human Cγ regions are very similar overall and only
differ significantly in the second exon. In Cγ 2, this exon is
duplicated two to three times, and the cysteine that forms
the interchain disulfide bond is absent. Thus, Cγ 2 bearing
human T cells have an extra large γ -chain (55,000 MW)
that is not disulfide bonded to its δ-chain partner.

The organization of the murine γ chain genes is very dif-
ferent than that of the human genes in that there are three
separate rearranging loci that span about 205kb (96,97).
Of four murine Cγ genes, Cγ 3 is apparently a pseudogene
in BALB/c mice, and the Jγ 3 Cγ 3 region is deleted in sev-
eral mouse strains including C57 Bl/10. Cγ 1 and Cγ 2 are
very similar in coding sequences. The major differences
between these two genes is in the 5 amino acid deletion
in the Cγ 2 gene that is located in the C II exon at the
amino acid terminal of the cysteine residue used for the
disulfide formation with the δ chain. The Cγ 4 gene dif-
fers significantly in sequences from the other Cγ genes (in
66% overall amino acid identity). In addition, the Cγ 4 se-
quences contain a 17 amino acid insertion (compared to
Cγ 1) in the C II exon located at similar position to the 5
amino acid deletions in the Cγ 2 gene (G. Kershard, S.M.
Hedrick, unpublished results). Each Cγ gene is associated
with a single Jγ gene segment. The sequences of Jγ 1 and
Jγ 2 are identical at the amino acid level, whereas Jγ 4 dif-
fers from Jγ 1 and Jγ 2 at 9 out of 19 amino acid residues.
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The murine Vγ genes usually rearrange to the Jγ Cγ

gene that is most proximal and in the same transcrip-
tion orientation. Thus Vγ 1 rearranges to Jγ 4, Vγ 1 to Jγ 2
and Vγ 4, Vγ 5, Vγ 6, and Vγ 7 to Jγ 1. Interestingly, some
Vγ genes are rearranged and expressed preferentially dur-
ing γ δ T cell ontogeny and in different adult tissues as
well (97). The reasons for this are not understood at this
time.

Control of Transcription and Rearrangement

It has become increasingly apparent that transcriptional
accessibility and rearrangement of TCR and Ig loci are
closely linked, following the early work of Alt and col-
leagues (98). Factors governing accessibility and rear-
rangement include histone methylation (99,100,101,102),
DNA methylation, and the presence of enhancer and spe-
cific promoter elements (103). Even specific variations in
the recombination signal sequence (RSS) have been shown
to elicit specific biases in V (D)- J joining (78). With re-
spect to enhancer elements in the TCR loci, these were
first identified in the TCRβ locus, 3′ of Cβ2 (104,105) and
subsequently for the other TCR loci as well (103), as in-
dicated in Figure 10.4. These TCR enhancers all share se-
quence similarities with each other. Some of the transcrip-
tional factors that bind to the TCR genes are also found
to regulate Ig gene expressions. It has been shown that
TCRα enhancer (Eα) is not only important for normal rear-
rangement and expression for the α chain locus, but is also
required for the normal expression level of mature TCRδ

transcripts (106). Also interesting is the work of Lauzurica
and Krangel (107,108), who have shown that a human TCR
δ enhancer-containing minilocus in transgenic mice is able
to rearrange equally well in αβ T cells as in αδ T cells, but
that an Eα-containing construct was only active in αβ lin-
eage T cells. Similar to Ig genes, promoter sequences are
located 5′ to the V gene segments. Although, D→Jβ rear-
rangement and transcription occur fairly often in B cells,
and in B cell tumors (109), Vβ rearrangement and tran-
scription appears highly specific to T cells. In addition to
enhancers, there also appear to be “silencer” sequences 3′

of Cα (110,111) and in the Cγ 1 locus (112). It has been
suggested that these “repressor sites” could turn off the
expression of either of these genes, influencing T cell dif-
ferentiation toward either the αβ or the γ δ T cell lineage.

The murine TCR Cγ 1 gene cluster comprises four
closely linked Vγ gene segments, in the order Vγ 7, 4, 6,
and 5, which rearrange to a single common downstream J
gene segment, Jγ 1 (Figure 10.4). In early fetal thymocytes,
rearrangements of Vγ 5 and Vγ 6 genes predominate, and
the resulting Vγ 3+ and Vg4+ cells migrate to the skin or
reproductive tissue, respectively. Later in ontogeny, Vγ 4
and Vγ 7 rearrangements predominate, and cells express-
ing these V regions migrate from the adult thymus to the
secondary lymphoid organs (96,97). At least two cis-acting,

enhancer/LCR elements are present in the Cγ 1 cluster. One
is a T cell–specific transcriptional enhancer, 3γ Eγ , located
3 kb downstream of the Cγ 1 gene segment (113). A second
element, has, was found between the Vγ 7 and Vγ 4 genes,
based on Dnase I hypersensitivity (114). Similar enhancers
have also been found to be associated with the Cγ 2 and
Cγ 3 genes (91). Experiments suggest that simultaneous
deletion of has and 3γ Eγ in Cγ 1 cluster severely dimin-
ishes TCRγ transcription, selectively impairs development
of γ δ thymocyte subsets, but only modestly reduces TCRγ

gene rearrangement, while deletion of each element sep-
arately has little effect (115). In contrast to these results
in thymocytes, deletion of has alone reduces transcription
of one Vγ gene, specifically in peripheral γ δ T cells. Thus,
the two elements not only exhibit functional redundancy
in thymocytes but also have unique functions in other set-
tings.

Allelic Exclusion

In Igs, normally only one allele of the heavy chain lo-
cus and one of the light chain alleles is productively re-
arranged and expressed, a phenomenon termed allelic
exclusion. With respect to αβ TCR expression, while TCRβ

exhibits allelic exclusion (116), TCRα seems much less
constrained (117,118), and many mature T cells express
two functional TCRα chains. As the chances of forming
an in-frame joint with any antigen receptor is only one in
three, the probability that a T cell would have two produc-
tively rearranged TCRαs is only 1/3 ×1/3 = 1/9 or 11%.
However, even when this happens, the two TCRα chains
may not form heterodimers equally well with the single
TCRβ that is expressed; and, thus, only one heterodimer
may be expressed.

There also appears to be an important role for the pre-
TCR heterodimer (e.g., pre–Tα:TCRβ) in blocking further
TCRβ rearrangement and thus ensuring allelic exclusion
at that locus (119,120). In particular, pre–Tα deficient mice
had a significant increase in the number of cells with two
productive TCRβ rearrangements, compared with wild-
type mice (119).

TCR Diversity

Although the basic organization and V(D)J recombination
machinery are shared between TCR loci and Igs, there are a
number of striking differences. One of these is somatic hy-
permutation. In antibodies, this form of mutation typically
raises the affinities of antigen-specific Igs several order of
magnitude, typically from the micromolar (10−6M) to the
nanomolar (10−9M) range (121,122). We now know that
most cell surface receptors that bind ligands on other cell
surfaces, including TCRs, typically have affinities in the
micromolar range (see later section), but that they com-
pensate for this relatively low affinity by engaging multiple
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receptors simultaneously (e.g., increasing the valency) and
by functioning in a confined, largely two-dimensional vol-
ume (e.g., between two cells). Cells employing such recep-
tors require weak but highly specific interactions so that
they can disengage quickly (123,124). The rapid off-rates
seen with TCRs (see later section) may even amplify the
effects of small numbers of ligands (125,126).

There has also been no enduring evidence for a naturally
secreted form of either an αβ or γ δ TCR. Here again, it can
be argued that such a molecule would have no obvious use,
as the affinities are too low to be very useful in solution.
Thus, for most TCRs, the concentration of protein would
have to be extremely high in order to achieve an effect
similar to soluble antibodies (in the milligram/mL range).

A third mechanism seen in antibodies but not TCRs is
CH switching, which allows different Ig isotypes to main-
tain a given V region specificity and associate it with differ-
ent constant regions that have different properties in solu-
tion (e.g., complement fixation, basophil binding, etc.). As
there is no secreted form of the TCR, this feature would
also lack any obvious utility.

Where TCRs are equal—and in fact generally superior—
to Igs is in the sheer number of possible receptors that
can be generated through recombination alone. Table 10.1
summarizes the potential V region diversity that TCRs are
capable of when the number of V region gene segments is
multiplied by D, J, and N region diversity. It can be seen
from this table that while the V region number is generally
lower in murine TCRs, particularly TCR δ and TCR γ , this
is more than compensated for by the degree of junctional
diversity (where V and J or V, D, and J come together)

and chain combinations, such that overall TCRs have or-
ders of magnitude greater potential diversity than Igs.
This junctional region corresponds to complementarity-
determining region 3 (CDR3) as originally defined by
Kabat and Wu for Igs (127). With respect to αβ TCRs, the
concentration of diversity in this region (in both chains)
can be explained by the key role that these sequences play
in recognizing diverse peptides in MHC molecules (see
later section), as supported by mutagenesis and structural
studies. For γ δ TCRs and Igs, however, the diversity is al-
most all in just one chain (TCRδ and IgH, respectively) and
the implications of this are discussed later.

The CDR3 Length Distributions of γδ TCRs
Are More Similar to Those of Ig than to
Those of αβ TCRs

Because CDR regions are loops between different β strands
of an Ig or TCR V region (see later section), the configura-
tions they adopt are generally very sensitive to their length,
such that a difference of even one amino acid may pro-
duce a significant change in the overall structure (3,128).
A comparison of CDR3 length distributions between the
different TCRs and Igs (Figure 10.5) (129,130) showed
that those of TCR α and β have a very constrained dis-
tribution of lengths and that these are nearly identical in
size. These length constraints may reflect a requirement
for both the α and β chains of TCRs to contact both the
MHC molecules and bound peptides on the same plane, as
borne out by structural studies (see later section). In con-
trast, the CDR3s of Ig heavy chains are long and variable,

◗ TABLE 10.1 Sequence Diversity in T-cell Receptor and Immunoglobulin Genes

Immunoglobulin TCR α/β TCR γ/δ

H κ α β γ δ

Variable segments 250–1,000 250 100 25 7 10
Diversity segments 10 0 0 2 0 2
Ds read in all frames Rarely — — often — often
N-region addition V-D, D-J none V-J V-D, V-J V-J V-D1, D1-D2, D1-J
Joining segments 4 4 50 12 2 2
Variable region combinations 62,500–250,000 2,500 70
Junctional combinations ∼1011 ∼1015 ∼1018

Calculated potential amino acid sequence diversity in TCR and immunoglobulin genes without allowance for somatic
mutation. The approximate number of V gene segments are listed for the four TCR polypeptides and contrasted with
immunoglobulin heavy and light chains. CDR1 and CDR2 are encoded within the V gene segments. The pairing of
random V regions generates the combinatorial diversity listed as “variable region combinations.” Because there are
fewer TCR V gene segments than immunoglobulin V gene segments, the combinatorial diversity is lower in TCRs than in
immunoglobulins. Estimates for the number of unique sequences possible within the junctional region are contrasted
for TCRs and immunoglobulins. Amino acids within CDR3 are encoded almost entirely within the D and/or J region gene
segments. (The last few amino acids encoded by a TCR V gene segment can contribute to diversity within the TCR
CDR3-equivalent region, but the effects of these residues on junctional diversity are not included in these calculations.)
The mechanisms for generation of diversity within the junctional region that are used for this calculation include usage
of different D and J gene segments. N region addition up to six nucleotides at each junction, variability in the 3′ joining
position in V and J gene segments, and translation of D region in different reading frames. Numbers are corrected for
out-of-frame joining codon redundancy and N-region mimicry of germ-line sequences. Modified from Elliott JF, Rock
EP, Patten PA, et al. The adult T-cell receptor delta-chain is diverse and distinct from that of fetal thymocytes. Nature.
1988;331(6157):627–631.
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FIGURE 10.5 CDR3 length analysis of T cell receptor (TCR)
polypeptides versus immunoglobulin (Ig) heavy and light chains.
These data, modified from Rock et al. (129), show that whereas
TCR α and β CDR3 regions are relatively uniform with respect
to each other, the other antigen receptor pairs show a marked
asymmetry. Specifically, both Ig light chains (κ and λ) show very
short CDR3s, as do TCR γ chains. In contrast, both IgH and TCR
δ TCRs are quite heterogeneous and tend to be longer. These
data suggests that γ δ TCRs have a more antibodylike structure
and binding properties. This has been borne out by subsequent
analysis (see text).

while those of Ig light chains are short and constrained.
This may reflect the fact that Igs recognize both very small
molecules (e.g., haptens) as well as very large ones (e.g.,
proteins). Surprisingly, γ δ TCR CDR3 length distributions
are similar to those of Igs in that the CDR3 lengths of TCR
δ chains are long and variable, while those of the TCR γ

chains are short and constrained. Thus, on the basis of
this measure of ligand recognition, one might expect γ δ

TCRs to be more similar to Igs than to αβ TCRs. This has
been validated in subsequent biochemical and structural
studies (see later sections).

Chromosomal Translocations and Disease

The chromosomal locations of the different TCR loci have
been delineated in both mouse and humans, and the results
are summarized in Table 10.2. One significant factor in
cancers of hematopoietic cells are chromosomal transloca-
tions that result in the activation of genes normally turned
off or the inactivation of genes that are normally turned on.
Thus, B or T lymphocyte neoplasia is frequently associated
with inter- or intra-chromosomal rearrangements of Ig or
TCR loci, and in some cases both (131,132).

◗ TABLE 10.2 Chromosomal Locations of T-cell
Receptor, Immunoglobulin, and
Related Loci in Mouse and Human

Mouse Chromosome Human Chromosome

TCR-α 14 14(q11–q12)
TCR-δ 14 14(q11–q12)
IgH 12 14(qter)
TCR-β 6 7(q35)
CD4 6 12
CD8 6 2(p11)
Igk 6 2(p12)
TCR-γ 13 7(p14)
CD3-γ 9 11(q23)
CD3-δ 9 11(q23)
CD3-ε 9 11(q23)
CD3-ζ 1 1
Thy-1 9 11(q23)
Ig-λ 16 22(q11.2)
MHC 17 6(p21)
Pre-Tα 17 6

Ig, immunoglobulin; IgH, heavy chain immunoglobulin; MHC, major
histocompatibility complex; TCR, T-cell receptor.

These translocations seemed to be mediated by the
V(D)J recombinase machinery, indicating the inherent
danger and need for tight regulation of this pathway. Such
rearrangements are particularly common in the α/δ lo-
cus, perhaps because this locus spans the longest devel-
opmental window in terms of gene expression, with TCRδ

being the first and TCRα the last gene to rearrange dur-
ing T cell ontogeny (as discussed in more detail later). In
addition, the α/δ locus is in excess of 1 Mb in size, and
this provides a larger target for rearrangement than either
TCRβ or TCRγ . Interestingly, in humans, TCRα/δ is on
the same chromosome as the IgH locus, and VH→Jα re-
arrangements (by inversion) have been observed in some
human tumor material (133,134). The functional signifi-
cance of this is not known.

Particularly frequent is the chromosome 8–14 translo-
cation (t(8;14) (q24;q11)) that joins the α/δ locus to the
c-myc gene, analogous to the c-myc→IgH translocation
in many mouse myeloma tumors and in Burkitt’s lym-
phomas in humans. In one cell line, a rearrangement oc-
curred between the Jα-region coding sequences, and a
region 3′ of c-myc (135). In both B and T cell malignan-
cies, the translocation of c-myc into IgH or TCR α/β ap-
pears to increase the expression of c-myc and may be
a major factor in the unregulated cell growth that char-
acterizes cancerous cells. Other putative protooncogenes
that have been found translocated into the TCR α/β lo-
cus are the LIM domain containing transcription factors
Ttg-1 (136), and Ttg-2 (137,138) which are involved in neu-
ral development; the helix-loop-helix proteins Lyl-1 (139)
and Scl (140), which are involved in early hematopoietic
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development; and the homeobox gene Hox 11 (141), which
is normally active in the liver. How these particular translo-
cations contribute to malignancy is unknown, but they pre-
sumably causes aberrations in gene expression that con-
tribute to cell growth or escape from normal regulation.
In T cell leukemia patients infected with the HTLV-I virus,
there are large numbers of similar translocations, and here
it is thought that HTLV-I itself is not directly leukemogenic,
but acts by causing aberrant rearrangements in the T cells
that it infects, some of which become malignant.

Another disorder that frequently associates with TCR
and Ig locus translocation is ataxia telangiectasia (AT),
an autosomal recessive disorder characterized by ataxia,
vascular telangiectasis, immunodeficiency, increased inci-
dence of neoplasia, and an increased sensitivity to ionizing
radiation. Peripheral blood lymphocytes (PBL) from pa-
tients with AT have an especially high frequency of translo-
cations involving chromosomes 7 and 14 (142). These sites
correspond to the TCR γ, β, and α loci, and the Ig heavy
chain locus. Thus, it appears as though one of the char-
acteristics of Ataxia Telangiectasia patients is a relatively
error-prone rearrangement process that indiscriminately
recombines genes that have the TCR and Ig rearrangement
signals (143).

THE STRUCTURE OF αβ AND γδ TCRs

As discussed earlier, the sequences of TCR polypeptides
show many similarities to Igs, and thus it has long been
suggested that both αβ and γ δ heterodimers would be
antibody-like in structure (23,24,144). The similarities be-
tween TCRs and Igs include the number and spacing of
specific cysteine residues within domains, which in anti-
bodies form intrachain disulfide bonds. Also conserved are
many of the inter-and intra-domain contact residues, and,
in addition, secondary structure predictions are largely
consistent with an Ig-like “β barrel” structure. This con-
sists of three to four antiparallel β strands on one side of
the “barrel” facing a similar number on the other side, with
a disulfide bridge (usually) connecting the two β “sheets”
(sets of β strands in the same plane). All Ig variable and
constant region domains have this structure, with slight
variations in the number of β strands in variable region
domains (by convention including V, D, and J sequences)
compared with constant domains.

αβ TCR Structure

Efforts to derive x-ray crystal structures of TCR het-
erodimers and fragments of heterodimers presented many
technical hurdles (as summarized in [145]). One difficulty
is that structure determination required engineering the
molecules into a soluble form. A second problem is that
many of the TCRs are heavily glycosylated, and it was nec-

FIGURE 10.6 Ribbon diagrams of the T cell receptor (TCR)
structures. This shows the structures of the 2CαβTCR (150) ver-
sus the G8γ δ TCR (153). The TCRβ and the TCRγ chains are in
cyan, and the TCRα and γ chains are in vermillion. The CDRs
of both are in yellow. The very long TCRδCDR3 in G8, which
binds the T10/T22 ligands, is very apparent here but is shorter
in most other γ δ TCRs. Note the different C region interactions
with these TCRs and the deviations from the classic “β barrel”
structure in both Cα and Cδ. The prominent Cβ loop to the left
is also unusual and may mediate interactions with CD3 or other
molecules on the T cell surface. (Figure courtesy of Dr. K. C.
Garcia) (See color insert.)

essary to eliminate most or all of the carbohydrates on each
chain to achieve high-quality crystals. An alternative is to
express soluble TCRs in insect cells, where they have com-
pact N-linked sugars, or in E. coli, where they are ungly-
cosylated. The first successes in TCR crystallization come
from the laboratory of Mariuzza and collaborators who
solved the structure of first a Vβ Cβ polypeptide (146),
and then a Vα fragment (147). In the following year, the
first complete αβ TCR structures were solved (148,149).
The structure of the 2C TCR by Garcia and colleagues is
shown in Figure 10.6 (from [148]). In general, as predicted
from sequence homologies, these domains are all Ig-like,
with the classical β-barrel structure in evidence in all three
domains. At each end of the barrel in each V region-domain
there are four loops between the β sheets, three of which
form the CDRs of Igs, which are numbered in Figure 10.6.
The fourth loop, between the D and E strands has been im-
plicated in superantigen binding. The six CDR loops from
the two variable domains form the antigen-binding sur-
face in both Igs and TCRs. The major anomaly in terms of
similarity of TCRs to Igs is the structure of the Cα (150).
Cα consists of one half of the classical β-barrel—that is,
one set (or “sheet”) of β strands—while the rest of the par-
tially truncated domain exhibits random coils. This type
of structure is unprecedented in the Ig gene family. The
functional significance of such a variant structure is un-
known, but it has been suggested that this incompletely
formed Ig-like domain may be responsible for the observed
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lability of TCR α, and this may allow greater flexibility in
the regulation of its expression. Another possible explana-
tion is that this configuration is designed to accommodate
one or more of the CD3 molecules.

The now large number of solved αβ TCR structures
can be compared to the two γ δ heterodimers (discussed
in more detail later), and although these also resemble the
Fab fragment of an antibody, there are several features that
are unique to the αβ molecules, which may be significant.
These include: 1) In one structure (150), four out of seven
N-linked sugars diffracted to high resolution, indicating
that they are not free to move very much and thus are
likely to play a structural role, particularly in Cα:Cβ inter-
actions. This correlates with mutagenesis data indicating
that certain Cα sugars cannot be eliminated without abol-
ishing protein expression (151) and the disordered state of
a Cα domain in the structure of a TCR lacking glycosyla-
tion (149). 2) There is significantly more contact between
Vβ and Cβ and between Vα and Cα than in the equivalent
regions of antibodies. 3) The geometry of the interaction
of Vα and Vβ more closely resembles that of the CH3 do-
mains of antibodies than VHVL. 4) Between the CDR3 loops
of Vα and Vβ, there is a pocket that can (and does in at
least one case [150]) accommodate a large side chain from
the peptide bound to an MHC.

γδ TCR Structure

There are now two γ δ heterodimer structures: a γ δ TCR
from a human T cell clone G115 (152), which can be ac-
tivated by natural or synthetic pyrophosphomonoesters,
and a γ δ TCR from the murine T cell clone G8 together
with its ligand, the nonclassical MHC class I molecule T22
(153). The G8 structure is shown in Figure 10.6, alongside
the 2C αβ TCR. The structure of a single human Vδ3 do-
main also has been determined (154). The Vδ2 domain of
the G115 structure is similar to the isolated Vδ3 domain,
and the quaternary structure of G8 is similar to that of
G115 (153).

The most distinctive feature of both the G115 and the
G8 TCR, when compared with αβ TCRs and Igs, is that the
C domains “swing out” from under the V domains. This
unusual shape is highlighted by both a small elbow angle
of 110◦, defined as the angle between the pseudo two-fold
symmetry axes that relate V to V and C to C, and a small
V-C inter-domain angle. This contrasts with an average of
149◦ for αβ TCR structures (Adams and Garcia, unpub-
lished communication). The small angle between the Vγ

and Cγ domains shifts both Cδ and Cγ to one side. More-
over, the molecular surfaces of the constant domains are
different than those of αβTCRs with no clear similarities
either in the shape or the nature of the CαCβ and Cγ Cδ

surfaces; there are only a few solvent-exposed residues that
are conserved in both Cβ and Cγ domains as well. Thus, it
is unclear where or how the extracellular domains of the

CD3 subunits interact with the extracellular portions of γ δ

TCRs compared with αβ TCRs. This may explain why the
CD3 components of αβTCRs are so different from those of
γ δTCRs.

In terms of ligand binding surfaces, we note that al-
though the CDR3 lengths of the G8 and G115 TCR are
similar to those of αβ TCRs, the Vδ CD3 of G8 protrudes
significantly away from the other CDRs, as shown in Figure
10.6. This has significance in that this is the major region
of contact with the T10 ligand (see later section). In the
case of G115, both Vδ and Vγ CDR3 loops protrude from
the rest of the putative binding surface and create a cleft
between them. Portions of the CDR1γ and δ and CDR2γ

combine with the clefts between the CDR3 loops to form a
pocket, which is surrounded by positively charged amino
acid residues contributed by CDR2γ , δ, and CDR3γ . The
jagged surface of this TCR resembles the surface of an an-
tibody that binds a small-molecule antigen. Although this
would be consistent with the supposition that this TCR
binds the negatively charged phosphate compounds (155),
direct binding between the TCR and phospho-antigen-
binding experiments including crystal-soaking and co-
crystallization experiments have not been successful. In-
stead, a soluble G115 was found to bind a soluble form of
ATP synthase F1 and Apolipoprotein A-1 (156).

αβ TCR-LIGAND RECOGNITION

Binding Characteristics

Although it has long been established that T cells recognize
a peptide in association with an MHC molecule, a formal
biochemical demonstration showing that this was due to
TCR binding to a peptide/MHC complex took many years
to establish. Part of the difficulty in obtaining measure-
ments of this type has been the intrinsically membrane-
bound nature of MHC and TCR molecules. Another ma-
jor problem is that the affinities are relatively low, in the
micromolar range, which is too unstable to measure by
conventional means.

The problem of membrane-bound molecules can be cir-
cumvented by expressing soluble forms of TCR and MHC,
which is also essential for structural studies (discussed ear-
lier). For TCRs, many successful strategies have been de-
scribed, including replacing the transmembrane regions
with signal sequences for glycolipid linkage (157), express-
ing chains without transmembrane regions in either insect
or mammalian cells (158), or a combination of cysteine
mutagenesis and E. coli expression (149). Unfortunately,
no one method seems to work for all TCR heterodimers,
although the combination of insect cell expression and
leucine zippers at the c-terminus to stabilize heterodimer
expression has been successful in many cases (159). The
production of soluble forms of MHC molecule has a much
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longer history, starting with the enzymatic cleavage of de-
tergent solubilized native molecules (160) as well as some
of the same methods employed for TCR such as GPI-
linkage (161), E. coli expression and refolding (162,163),
and insect cell expression of truncated (or leucine-
zippered) molecules (164). One interesting variant that
seems necessary for the stable expression of some class
II MHC molecules in insect cells has been the addition of
a covalent peptide to the N-terminus of the β chain (165).

The first measurements of TCR affinities binding to
peptide/MHC complexes were performed by Matsui et al.
(166) and Weber et al. (167). Matsui and colleagues used
a high concentration of soluble peptide/MHC complexes
to block the binding of a labeled anti-TCR Fab fragment
to T cells specific for those complexes, obtaining an equi-
librium binding affinity (Kd) value of ∼50μM for several
different T cells and two different cytochrome peptide/
I-Ekcomplexes (as shown in Table 10.3). Weber and col-
leagues (167) used a soluble TCR to inhibit the recog-
nition of a flu peptide/I-Ed complex by a T cell and ob-
tained a KD value of ∼10μM. While these measurements
were an important start in TCR biochemistry, they gave
no direct information about the kinetics of TCR-ligand in-
teractions. Fortunately the development of surface plas-
mon resonance instruments, particularly the BIAcoreTM

(Pharmacia Biosensor), with its remarkable sensitivity
to weak macromolecular interactions (168), has allowed
rapid progress in this area. In this technique, one com-

ponent is covalently cross-linked to a surface, and then
buffer containing the ligand is passed in solution over it.
The binding of even ∼5% of the surface-bound material is
sufficient to cause a detectable change in the resonance
state of gold electrons on the surface. This method al-
lows the direct measurement of association and dissoci-
ation rates—that is, kinetic parameters—and has the ad-
vantage of requiring neither cells nor radioactive labels.
Recently, microcalorimetry has also been used to measure
some TCR ligand affinities, and these analyses have con-
firmed the SPR values (169) but do not allow kinetic mea-
surements. These and other data (reviewed in [124,145])
showed definitively that TCR and peptide-loaded MHC
molecules alone are able to interact and that expression in
a soluble form has not altered their ability to bind to each
other. As shown in Table 10.3, SPR measurements show
that while the on-rates of TCRs binding to peptide/MHC
molecules vary from very slow (1,000 M sec) to moder-
ately fast (200,000 M sec) their off-rates fall in a relatively
narrow range (0.5 to .01 sec−1) or a t1/2 of 12 to 30 seconds
at 25◦C. This is in the general range of other membrane-
bound receptors that recognize membrane molecules on
other cells (123), but it has been noted that most TCRs
have very slow on-rates (124), which reflects a flexibility in
the binding site that might help to foster cross-reactivity
(discussed later). In the case of a class I MHC-restricted
TCR, 2C, this relatively fast off-rate may be stabilized (10-
fold) if soluble CD8 is introduced (150), but this result is

◗ TABLE 10.3 T-cell Receptor – Ligand Binding

T Cell Ligand KD (mM) kon (M−1s−1) Kof f (s−1) Method Reference

TH Cells
5C.C7 MCC/Ek 50 — — anti-TCR comp. 166
2B4 MCC/Ek 50 — — anti-TCR comp. 166
2B4 MCC/Ek 30 — — anti-P/MHC comp. 166
2B4 MCC/Ek 90 600 0.057 BlA1 166
228.5 MCC 99E/Ek 50 — — anti-TCR comp. 166
14.3d Flu H1N1/Ed ∼10 — — sol. TCR 167
14.3d SEC 1,2,3 5.4–18.2 >100,000 >0.1 BlA1 251
HA1.7 HA/DR1 >25 — — BlA1 300
HA1.7 SEB 0.82 13,000 0.001 BlA1 300

Tc cells
2C p2Ca/Ld 0.5 11,000 0.0055 anti-TCR comp. 176
2C p2/Ca/Ld 0.1 21,000 0.026 BlA1 301
2C OL9/Ld 0.065 53,000 0.003 Labeled MHC 176
4G3 pOV/Ld 0.65 22,000 0.02 Labeled MHC 176
42.12 OVA/Kb 6.5 3,135 0.02 BlA4 179
2C p2Ca/Ld 3.3 8,300 0.027 BlA1 208
HY M80/Db 23.4 6,200 0.145 BlA1 208
HY CD8 α/β + M8/D/b 2.0 5,100 0.01 BlA1 208
2/C CD8 α/β + p2Ca/Ld 0.32 1,200 0.0038 BlA1 208

Tγ δ cells
G8 T10/T22 0.13 65,000 0.0081 BlA1 274

BlA1, TCR amine coupled; BlA2, TCR cysteine coupled; BlA3, MHC-peptide amine coupled in competition experiment;
BlA4, TCR coupled by using H57 antibody and MHC coupled via amine chemistry; Comp. MHC, major histocompatibility
complex; sol., soluble; TCR, T-cell receptor.
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controversial (170). CD8 stabilization of TCR binding has
been seen by Luescher et al. in cell-based TCR labeling as-
say (171); however, no enhancement of TCR binding has
been seen using soluble CD4 (172). Although most of the
SPR measurements cited earlier were performed at 25◦C
due to instrument limitations, the actual dissociation rates
are likely to be much faster (10 to 20×) at 37◦C (173). One
major caveat is that thus far all of these measurements
have been made in solution, and it remains to be seen
how the peculiar conditions of binding in between two cell
membranes will influence the actual values in situ.

To what extent are we now able to predict a T cell re-
sponse based on the binding characteristic of its TCR to
a ligand? One of the most intriguing discoveries concern-
ing T cell reactivity has been the phenomenon of altered
peptide ligands. These are single amino acid variants of
antigenic peptides that either change the nature or de-
gree of the T cell response (partial agonists) or prevent
a response to a normally stimulating ligand (antagonists)
(174,175). Discussions concerning the mechanism of these
“altered peptide” responses have centered on whether they
are due to some conformational phenomenon involving
TCRs and/or CD3 molecules or to affinity or kinetic char-
acteristics. With the data now available, we can say that
most, but not all, T cell responses correlate well with the
binding characteristics of their T cell receptors. In particu-
lar, Sykulev et al. (176) first noted that higher affinity pep-
tide variants elicited more robust T cell responses. Subse-
quently Matsui et al. (177) found that in a series of three
agonist peptides, increasing dissociation rates correlated
with decreasing agonist activity. Lyons et al. (178) found
that this correlation extended to antagonist peptides in the
same antigen system (moth cytochrome c/I-Ek). They also
showed that while an antagonist peptide might differ only
slightly in affinity compared with the weakest agonist, its
dissociation rate differed by 10-fold or more. This data in
a class II MHC-restricted system is largely supported by
the studies of Alam et al. in a class I MHC system (179),
which also saw a drop-off in affinities and an increase in
off-rates (with one exception as noted in Table 10.2) with
antagonist versus agonist ligands. In the cell-based TCR
labeling system of Luescher, a survey of related peptide
ligands of varying potency also found a general, but not ab-
solute, correlation between receptor occupancy and stim-
ulatory ability (180). Thus, while there is a general trend
toward weaker T cell responses and faster off rates and
lower affinities, this does not seem to be an absolute rule,
and thus other factors may be important in some cases.
Alternatively, Holler et al. (181) have suggested that some
or all of the discrepancies may derive from differences in
peptide stability (in the MHC) between the relatively short
(minutes) time scale of BIAcore analysis at 25◦C compared
with the much longer (days) cellular assays at 37◦C. But
this explanation probably only applies to a fraction of the
anomalous cases in which TCR ligands fail to adhere to the
“t1/2 rule.” In particular, Krogsgaard et al. (182) performed

A

B

FIGURE 10.7 Dissociation rate and heat capacity with peptide–
major histocompatibility complex (MHC) ligands both influence
T cell activation. Data from Krogsgaard et al. show that where
deviations from the general dependence of T cell activation on
dissociation rate occur, they may be compensated for by another
factor, namely the heat capacity (�Cp) of the T cell receptor
(TCR)–pMHC interaction (169). This is a measure of changes in
mobility or conformation during the binding interaction and sug-
gests that other binding parameters can influence TCR-mediated
activation besides half-life (184). A: The relationship between the
half-maximal peptide concentration needed for T cell activation
(EC50) and the half-life (t1/2) of the TCR binding to that particular
ligand. In this series, three of the seven peptides tested (K2, K3,
and PPC) do not seem as dependent on t1/2 as the others (PCC*
represents a correction for a lack of stability when bound to the
MHC at 37◦C). B: When �Cp is factored in, all of the peptides
can be plotted on a line.

a very comprehensive survey of both known and newly
derived cytochromic peptide antigens and found that al-
most half of the peptide-MHC ligands analyzed failed to ex-
hibit a linear relationship between t1/2 and T cell stimula-
tory ability (Figure 10.7). Extensive thermodynamic anal-
yses of these ligands showed that one particular param-
eter, the change in heat capacity (−�Cp), which reflects
changes in conformation or flexibility upon binding, seems
to be synergistic with t1/2 in enhancing a ligand’s stimula-
tory capacity. In fact, as shown in Figure 10.7, when �Cp
values are combined with t1/2 the x axis, values for the
range of ligands correlate much better with T cell stimula-
tion. This suggests that �Cp may be the “missing” variable
in correlating ligand binding to stimulation.

How could a negative change in heat capacity synergize
with the stability of binding? One possibility is that large
conformational changes at the binding surface of a TCR
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that can occur when it engages pMHC ligands (as shown
by structural studies; see later discussion) can translocate
the TCR deeper into the membrane—as suggested by the
“piston (50,183) and twist cap”(169) models—and trigger
conformational changes in the CD3 signaling domains.
Chakraborty and colleagues recently suggested another
possibility for how conformational changes at the bind-
ing surface might exert their effect (184). They found that
in the context of membrane–membrane interactions, con-
formational changes in the surfaces of relatively rigid pro-
teins (e.g., as TCRs are thought to be) would act to increase
the effective half-life of TCR–pMHC interactions. Thus t1/2

and �Cp may be equivalent in the unique environment in
between two cell surfaces.

How might the relatively small differences in the bind-
ing characteristics of the ligands cause such different T
cell signaling outcomes as agonism or antagonism? As
McKeithan (185) and Rabinowitz (186) have noted, a mul-
tistep system such as T cell recognition has an inherent
ability to amplify small differences in signals that are re-
ceived on the cell surface to much larger differences at
the end of the pathway, in this case gene transcription in
the nucleus. Thus antagonism may occur at one threshold
and an agonist response at another. Alternatively, an an-
tagonist ligand may traverse the activation pathway just
far enough to use up some critical substrate, as proposed
by Lyons et al. (178). Yet another possibility that has also
been suggested is that some antagonists may act even ear-
lier, by blocking TCR clustering at the cell surface (187).
Lastly, Germain and colleagues have found evidence that
a feedback loop involving the phosphatase SHP-1 may act
as an alternative pathway to inactivate TCR signaling of
insufficient strength (188,189).

Another controversy that relates to TCR binding charac-
teristics is the “serial engagement” model of Lanzavecchia
and colleagues (190), which proposed that one way that
a small number of peptide/MHC complexes can initiate T
cell activation is by transiently binding many TCRs in a
sequential fashion. While the dissociation rates reviewed
here show that TCR binding is likely to be very transient,
they do not in fact, support the statement that more in-
teractions are better. This is because, in most cases, im-
provements in TCR-peptide/MHC stability within any one
system result in a more robust T cell response. This has
been shown most eloquently in the work of Kranz and col-
leagues (191), who selected a nanomolar affinity TCR from
a mutagenized library expressed in yeast. With a ∼100-
fold slower off-rate than the original, this TCR should have
been only poorly stimulatory based on the serial engage-
ment model. Instead, T cells bearing it are considerably
more sensitive to antigen, which casts considerable doubt
on this model. But the concept that the rapid dissociation
rates of TCRs for peptide-MHC liquids could serve to am-
plify signaling has reemerged in the context of the “pseu-
dodimer” model (126,192), as discussed later.

Topology and Cross-reactivity

As discussed earlier, TCR sequence diversity resides largely
in the region between the V and J region gene segments,
which corresponds to the CDR3 regions of antibodies
(193). This has led to models in which the CDR3 loops
of Vα and Vβ make the principal contacts with the anti-
genic peptide bound to the MHC (193). Support for this
model has come from many studies that have shown that
the CDR3 sequences of TCRs are important predictors of
specificity (as reviewed in ref. [193]), as well as elegant
mutagenesis studies that have shown that a single CDR3
point mutation could alter the specificity of a TCR (194),
and a CDR3 “transplant” could confer the specificity of the
donor TCR onto the recipient (195). In addition, a novel
approach to TCR–ligand interactions was developed by
Jorgensen et al. (196), who made single amino acid
changes in an antigenic peptide at positions that affect T
cell recognition but not MHC binding. These variant pep-
tides are then used to immunize mice that express either
α or β chain of a TCR that recognizes the original pep-
tide, and the responding T cells are analyzed. Using these
“hemi-transgenic” mice allows the resulting T cells to keep
one half of the receptor constant, while allowing consid-
erable variation in the chain that pairs with it. The results
from this study and work in another system by Sant’Angelo
et al. (197) are very similar in that every mutation at a TCR
sensitive residue triggered a change in the CDR3 sequence
of Vα, Vβ, or both, and in some cases, changed the Vα or
Vβ gene segment as well (as summarized in Figure 10.8).
One of the more striking examples of a CDR3-peptide in-
teraction occurred in the cytochrome c system, where a
Lys→Glu change in the central TCR determinant on the
peptide triggered a Glu→Lys charge reversal in the Vα

FIGURE 10.8 Sensitivity of T cell receptor (TCR)
complementarity-determining region 3 (CDR3) sequences
and Vα/Vβ usage to changes in the antigen peptide. This
figure summarizes the data of Jorgensen et al. (196,198) and
Sant’Angelo et al. (197), who immunized single-chain transgenic
mice (TCRα or TCRβ) with antigenic peptides (MCC or CVA)
altered at residues that influence T cell recognition but not
major histocompatibility complex binding. These data show
that such changes invariably affect the CDR3 sequences of Vα
or Vβ or both and that there appears to be a definite topology
in which Vα governs the N-terminal region and Vβ seems more
responsible for the C-terminal portion of the peptide.
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CDR3 loop, arguing for a direct Lys→Glu contact between
the two molecules (196).

Another interesting finding was the order of Vα→Vβ

preference going from the N-terminal to the C-terminal
residues of the peptides. This led Jorgensen to a pro-
posed “linear” topology of TCR-peptide/MHC interaction
in which the CDR3 loops of Vα and Vβ line up directly
over the peptide (196,198). Sant’Angelo et al. (197) pro-
posed an orientation of the TCR in which the CDR3 loops
are perpendicular to the peptide. This was partially based
on intriguing data they found suggesting an interaction
between the CDR1 of Vα and an N-terminal residue of the
peptide. A third orientation was proposed by Sun et al.
(188) based on the analysis of a large number of class
I MHC mutants and their effect on TCR reactivity. This
produced a roughly, diagonal footprint of TCRs over the
MHC compared to the two previous models. On the other
hand, an extensive class II MHC mutagenesis study failed
to reveal a consistent “footprint” of TCR interaction and,
furthermore, found the pattern of TCR sensitivity was re-
markably labile and highly dependent on sequences in the
TCR CDR3 region or the peptide (199).

This controversy regarding orientation has been largely
resolved by the numerous crystal structures of TCR-pMHC
complexes (145). These studies show that TCRs bind in
roughly diagonal to 90◦ configurations, ranging over 30◦.

FIGURE 10.9 T cell receptor (TCR)-peptide/major histo-
compatibility complex (MHC) crystal structure of a TCR-
peptide/MHC complex. Peptide and complementary-determining
regions are portrayed in different colors (150). (See color insert.)

In these structures, one of which is shown in Figure 10.9
(150), the CDR3 loops are centrally located over the pep-
tide, but the Vα CDR1 and the Vβ CDR1 are also in a
position to contact the N-terminal and C-terminal pep-
tide residues, respectively. Such a contact between Vα

CDR1 and an N-terminal residue has now been seen in
other structures as well (200). The confined nature of TCR
recognition constitutes a major departure from antibody–
antigen interactions and may reflect a need to accommo-
date other molecules into a particular configuration that
is optimal for signaling, such as CD4, CD8, or CD3 com-
ponents.

As αβ T cell receptor heterodimers are first selected in
the thymus for reactivity to self-peptides bound to MHC
molecules, all foreign-peptide reactive TCRs could be con-
sidered to be inherently cross-reactive. Indeed a number of
T cells have reactivity to very different peptide sequences,
as shown by Nanda and Sercarz (201). It has also been
argued by Mason (202) that the universe of peptides is so
large that each T cell must on average be cross-reactive
to ∼106 different peptides (although many of the differ-
ences in peptide sequence in this calculation would not
be accessible to the TCR, being buried in the MHC bind-
ing groove). Several large-scale screens of a random 9-mer
peptide library with different T cells did turn up a great
many stimulatory peptides, but very few have changes in
the 2-4 key TCR sensitive residues (203,204). This lead Gar-
cia and colleagues to conclude that cross-reactivity to dif-
ferent agonist peptides may not be a general feature of T
cell specificity (203). Instead, the major requirement for
cross-reactivity may be in thymic selection (205) or in the
use of endogenous peptide-MHC’s to augment T cell sen-
sitivity to agonist ligands (192,206). Analyses of a T cell
hybridoma that could recognize either a lysine or a glu-
tamic acid residue in the center of a cytochrome c pep-
tide on a panel of MHC mutants revealed that a different
MHC “footprint” was evident, depending on which peptide
was recognized (199,207). This suggests a plasticity of TCR
binding to particular pMHC complexes. More direct evi-
dence of TCR plasticity was first obtained by Garcia et al.
(208), who in comparing the x-ray crystal structures of the
same TCR bound to two different peptide-MHC ligands
found a large conformational change in the CDR3 loop
and a smaller one in the CDR1α loop. An even larger con-
formational change (15 Å) has been found in the CDR3β

residue of another TCR as it binds to a pMHC complex
(209), as shown in Figure 10.10. That each TCR may have
many different conformations of its CDR3 loops is sug-
gested by the 2D NMR studies of Reinherz and Wagner
and colleagues, who found that the CDR3 regions of a TCR
in solution were significantly more mobile than the rest of
the structure (210). That this may be a general feature of
most TCRs is supported by thermodynamic analyses
of various TCRs binding to their peptide/MHC ligands,
both class I and class II. Here the binding is often
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FIGURE 10.10 CDR3 movement in αβ T cell receptor (TCR)
binding. In most cases where there is a structure for an αβ TCR as
well as for one (or more) for that TCR in complex with a peptide-
MHC, there is a marked movement of one or the other of the Vα
or Vβ CDR3s. This example from Mallissen et al. (209) shows a
particularly large (14 Å) movement of CDR3β with binding. This
meshes well with thermodynamic data showing an “induced fit”
binding mechanism for most TCRs (173,211). (See color insert.)

accompanied by a substantial loss of entropy (Table
10.4) and, in most cases, an “induced fit” mechanism
(169,173,211). This seems to be a situation where an in-
herently flexible binding site achieves greater order upon
binding. This is a mechanism that is also employed by DNA
recognition proteins, and Boniface et al. (173) have sug-
gested that it might represent a common mechanism of
“scanning” an array of very similar molecular structures
(MHCs or DNA) rapidly for those few that “fit” properly.
We have seen previously that the association rates are of-
ten remarkably slow, with Kas ranging from 1,000 to 10,000
M−1s−1 (Table 10.3). This indicates that either a multistep
process is occurring before stable binding can be achieved
or that only a fraction of the TCRs in solution have the
correct conformation. Just how such a scanning mecha-
nism might work for TCRs is seen in the analysis of Wu
and colleagues (212), who found that a cytochrome c/MHC
II–specific TCR derived most of its stability of binding
from antigenic peptide residues, but very little of its initial
activation energy from these residues. In contrast, MHC
residues contributed by far the most of the initial binding,
but had relatively modest effects on stability. This indi-
cates that “scanning” may be a process (as shown in Figure
10.11) that first involves contact with (and orientation by)
the α-helices of the MHC, and then a “fitting” process with
and stabilization by peptide residues that involves a sub-
stantial loss of entropy. This model of TCR binding might
help to explain the striking efficiency and sensitivity of
T cell recognition with the MHC helices guiding the TCR
into the correct orientation. It might also be the structural
basis for cross reactivity in which structurally different
peptides bind to the same TCR, as the CDR3 regions of
TCR could “fold” into the peptide in many possible config-
urations. While attractive, there remain caveats about this

“two-step binding” model; one is the existence of some im-
portant human class I MHC antigens that “bulge” out of
the binding groove, creating a barrier to “scanning” as a
mechanism of binding to those antigens (213). A second is-
sue is that one would expect a reproducible “footprint” for
MHC binding of particular TCR V regions, which until re-
cently has been elusive. But recently, Garcia and colleagues
have documented such specific footprints that correlate to
particular Vβ usage, although it does seem that there are
multiple ways way in which a particular V region can con-
tact a particular MHC (203).

Role of CD4 and CD8

What is the role of CD4 and CD8 with respect to the T cell
response to agonist and antagonist peptides? In the case
of a T helper cell response, the presence of CD4 greatly
augments the amount of cytokine produced and, in some
cases, determines whether there is a response at all (as
reviewed in [214]). Much of the effect of CD4 seems to
come from the recruitment of lck to the TCR/CD3 com-
plexes. In addition, there is also a significant positive effect
even with CD4 molecules that are unable to bind lck, and
thus there appears to be an effect on TCR–ligand interac-
tion as well. Nonetheless, while a weak binding of CD4 to
class II MHC has been observed (172), there is no apparent
cooperativity with respect to TCR binding to peptide-MHC,
unlike the case of CD8 and class I–specific TCRs (discussed
later). Together with the recent low-resolution structure
of CD4-class II MHC (215), the classical model of CD4
binding to the same MHC as a TCR that it is associated
with (104) seems untenable. And yet there is abundant ev-
idence that CD4 molecules do associate with TCRs, espe-
cially on previously activated T cells (216). Thus models
in which CD4 cross-linking to MHC II indirectly supports
TCR binding to peptide-MHCs and potentiates signaling
through the delivery of lck seem more likely (discussed
later).

In addition, the results of Irvine et al. (217) and Purb-
hoo et al. (218) using a single-peptide labeling technique,
found appreciable T cell responses to even one agonist
peptide in all four T cells analyzed, resulting in a “stop”
signal for the T cell and a small but detectable rise in in-
tracellular calcium. In CD4+ T cells, these effects are at-
tenuated by antibody blockade of CD4, such that many
more (25 to 30) peptides are required to elicit a stop signal
and a calcium flux (217). How could CD4 be facilitating
the recognition of small numbers of peptides? Irvine et al.
(217) have proposed a “psuedodimer” model, which sug-
gests that a CD4 molecule associated with a TCR binding to
an agonist peptide-MHC could bind laterally to an endoge-
nous peptide-MHC complex that is also being bound by an
adjacent TCR. This takes advantage of the apparent abun-
dance of endogenous pMHCs that can be bound by a given
TCR (219) and uses two weak interactions (CD4 → MHC
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◗ TABLE 10.4 Thermodynamic and Structural Parameters for TCR Peptide-MHC
Interactions

TCR pMHC
ΔG◦ ΔH◦ ΔCp Conformational Conformational

TCR pMHC (kcal/mol) (kcal/mol) (kcal/mol) Change Change Reference

2C dEV8-H2-Kb −6.3 −22.7 −1.1 CDR3α (6 Å) Nonea 169,208
2C p2Ca-H2-Kb −6.1 −29 −1.5 ND ND 169
2C SIYR- H2-Kb −7.2 −8.4 −1.1 CDR3α (3.9 Å) None 169,208
2C dEV8-H2-Kbm3 −5.8 ND ND CDR3α (6 Å) None 305,308
JM22z MP(58-66)-HLA-A2 −7.1 −23 ND — Q155-A2 (2.4 Å) 211,307
KB5-C20 PKB1-H2-Kb ND ND ND CDR3β (15 Å) None 209
LC13 EBNA3A-HLA-B8 −6.8 ND ND CDR3α (2.5 Å); (Q155)-HLA-B8 304

CDR1α(1.9 Å): Cα

A6 Tax-HLA-A2 −8.2 ND ND CDR3β(4.4 Å) A2-α2 (1.4 Å) 149,209
BM3.3 VSV8-H2-Kb −5.4 ND ND CDR3α (5.3 Å) None 303
D10 CA-I-Ak −7.0 ND ND CDR3β None 172,210
F5z AM9-H2-Kb −6.7 −19 ND ND ND 211
2B4 MCC-I-Ek −6.9 −13 −0.6 ND ND 169,173
2B4 K2-I-Ek −6.9 −9.4 −2.1 ND ND 169
2B4 K3-I-Ek −6.1 −30.5 −4.0 ND ND 169
2B4 K5-I-Ek −7.5 −8.0 −1.2 ND ND 169
2B4 102S-I-Ek −5.6 −13.2 −0.3 ND ND 169
2B4 PCC-I-Ek −6.1 13.3 −1.8 ND ND 169
2B4 PCC-103K-I-Ek −7.0 −8.4 −1.0 ND ND 169
172.10 MBP(1-11)-I-Au −6.9 −21.2 −0.16 ND None 305
1934.4 MBP(1-11)-I-Au −6.0 −15.7 −1.2 ND ND 305
D3 SL9-HLA-A2 −7.5 −10.4 −0.4 ND ND 309

The �G values were derived from the equation �G = −RT ln(KA) where R = 0.001987 kcal/mol/K. ND, not determined.
a No major conformational change observed after ligand recognition.

II and TCR → endogenous peptide-MHC) to help create
a dimeric “trigger” for activation. CD8 also greatly aug-
ments the response of class I MHC–specific T cells (214)
and binds to class I MHC in much the same fashion as
CD4 (220). CD8+ T cells have the same sensitivity to anti-
gen as CD4+ T cells (219), but the data of Gascoigne and
colleagues suggests that they are not sensitive to particu-
lar endogenous pMHCs (206). Overall, it seems likely that
each of these coreceptor molecules has two roles: to stabi-
lize TCR–ligand interactions physically and to aid in sig-
naling by recruiting lck. Consistent with this is data show-
ing CD4 can convert an antagonist peptide into a weak
agonist (221,222), although CD4 has no apparent effect
on antagonism (223,224). This situation with CD8 is less
clear, but there are clearly some differences in how it syner-
gizes with TCR versus CD4, some of which may relate to its
much higher affinity for its MHC (∼10μM for CD8-MHC1
[148,170] versus >250μM for CD4-MHCII [172]).

Superantigens

One of the most interesting and unexpected areas to
emerge from the study of αβ T cell reactivities is the
discovery of “superantigens.” Whereas a particular anti-

genic peptide might only be recognized by one in 100,000
or fewer T cells in a naı̈ve organism, a given superantigen
might stimulate 1% to 20% of the T cells (as reviewed in
[225,226]). As will be discussed in more detail later, the
physical basis for this is that the superantigen binds to
a Vβ domain of the TCR on T cells while simultaneously
binding to an MHC class II molecule on an antigen present-
ing cell (although not in the peptide-binding groove). This
allows a single superantigen, such as SEA in Table 10.5,
to stimulate virtually every murine T cell bearing Vβ 1, 3,
10, 11, 12, or 17 (about ∼15% of all αβ T cells), in most
cases regardless of what Vα it is paired with or what CDR3
sequence is expressed. Clearly this is a very unique class of
T cell stimulatory molecule.

The first indication of a superantigen effect was the
discovery of minor lymphocyte stimulating (MIS) deter-
minants by Festenstein in the early 1970s (227). Many
years later, Kappler and Marrack and their colleagues
characterized a mouse strain-specific deletion of T cells
expressing specific TCR Vβs that were attributable to
these loci (228). It emerged that these effects were due to
endogenous retroviruses of the mouse mammary tumor
virus family (229–233). Different family members bind
different TCR Vβ domains (as shown in Table 10.5) and
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FIGURE 10.11 As shown by
Wu et al. (212), mutational anal-
ysis of T cell receptor (TCR)-
peptide/major histocompatibility
complex (MHC) binding indicates
that the TCR first contacts MHC
residues (in the transition state),
and the peptide has very little
influence. Subsequently, however,
the peptide residues contribute
greatly to the stability of the com-
plex. Thus, we have proposed
that the transition state largely
involves TCR–MHC contact fol-
lowed by stabilization of mobile
complementarity-determining re-
gion 3 residues into a stable state,
usually involving significant con-
formational change and loss of en-
tropy.

stimulate T cells expressing them. Meanwhile, Janeway
and colleagues (234) had shown earlier that staphylococ-
cus enterotoxins could polyclonally active naı̈ve T cells in
a Vβ-specific manner without a requirement for antigen
processing. Many of these enterotoxins have been charac-
terized extensively (225,226,235,236). Unlike the MMTV
proteins, which are type II membrane proteins, the en-
terotoxins are secreted. Subsequently, proteins having sim-
ilar properties have been isolated from other bacteria
specifically (Yersinia pseudotuberculosis [237,238]), strep-
tococcus (239), and from mycoplasma (240,241). There is
also evidence of superantigen-like activities in other mam-
malian viruses such as rabies (242), cytomeglovirus (243),
herpes virus (244), Epstein-Barr virus (245), and also in
the toxoplasma gondii (246). Because so many pathogenic
or parasitic organisms possess these molecules, appar-
ently by convergent evolution, there must be some
selective advantage, but in most cases there is no con-
clusive evidence as to what this might be. The one ex-
ception is the case of the MMTV superantigens, where
it has been shown that polyclonal T cell stimulation al-
lows the virus to more efficiently infect the B lympho-
cytes that are activated by the T cells (247,248). This
may be a special case, however, and most authors have

suggested that superantigens primarily serve to confuse
and occupy the immune system while the pathogen es-
capes specific targeting and elimination. Large doses of su-
perantigens have also been implicated in various “shock”
syndromes, such as food poisoning or “toxic shock” (225),
but this is probably not their everyday purpose, as it would
violate the general rule that the host and parasite should
coexist.

It has also been suggested that superantigens might be
involved in triggering autoimmune diseases (249). Here
the hypothesis is that a large number of T cells bearing
a particular Vβ are activated by a pathogenic superanti-
gen and that subsequently self-reactive T cells within those
activated cells are more easily stimulated by a particular
tissue antigen. That this may occur in some cases is sup-
ported by the work of Stauffer et al. on a human endoge-
nous retrovirus that specifically stimulates Vβ7 T cells and
is implicated in the initiation of type I diabetes (220). An-
other report implicates a superantigen in Crohn’s disease,
another autoimmune disorder (250).

Although the biochemistry of superantigen binding to
TCR and MHC is similar to that of TCR peptide/MHC in-
teractions (251), mutagenesis, and particularly x-ray struc-
tural data, has shown that the topology is both quite
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◗ TABLE 10.5 Vβ Specificity of Exogenous and Endogenous Superantigens

Bacterial Superantigen Human Vβ Specificity Reference Murine Vβ Specificity Reference

(as referenced in 235, 314)
SEA ND 1, 3, 10, 11, 12, 17 310,311
SEB 3, 12, 14, 15, 17, 20 315,316 (3), 7, 8.1, 8.3, (11), (17) 310,311,312
SEC1 12 316 7, 8.2, 8.3, 11 310
SEC2 12, 13, 14, 15, 17, 20 315,316 8.2, 10 310
SEC3 5, 12 316 (3), 7, 8.2 310
SED 5, 12 316 3, 7, (8.2), 8.3, 11, 17 310
SEE 5.1, 6.1–6.3, 8, 18 315,316 11, 15, 17 310
TSST-1 2 316 15, 16 310
ExFT 2 315 10, 11, 15 310
Strep M 2, 4, 8 239 ND

Endogenous Proviruses Vβ Specificity Mls Typea Chromosome Reference

(as referenced in 235, 236)
Mtv-1
Mtv-2
Mtv-3
Mtv-6
Mtv-7
Mtv-8
Mtv-9
Mtv-11
Mtv-13
Mtv-43

3
14
3, 17
3, 17
6, 7, 8.1, 9
11, 12
5, 11, 12
11, 12
3
6, 7, 8.9, 9

c, 4a
NA
c
c, 3a
a, 1a
f, Dvbll.1
f, Etc-1
f, Dvbll.3
c, 2a
Mls-like

7
18
11
16
1
6
12
14
4
ND

Exogenous Viruses Vβ Specificity Mls Type Chromosome Reference

MMTV-C3H
MMTV-SW
Rabies
EBV
CMV
Herpiovirus

14, 15
6, 7, 8.1, 9
ND
ND
ND

NA
Mls-like

HERV-K18

231
247
242
245
243
244

Other Pathogens Vβ Specificity Name Chromosome Reference

Mycoplasma arthritidis
Toxoplasma gondii
Yersinia enterocolitica

Yersinia pseudotuberolosis

h17, 6, 8.1, 8.3
5
ND

ND

MAM 240,241
246
237

238

Vβ in parentheses are reactive with commercial but not recombinant enterotoxins.
CMV, cytomegalovirus; EBV, Epstein-Barr virus; MMTV, mouse mammary tumor virus; NA, not applicable; ND, not

determined.
a The nomenclature in use before the discovery that the phenotype resulted from endogenous retroviruses.

different and variable (226). In particular, it has been found
that Mls-la presentation to T cells is most affected by muta-
tions on the “outside” surface of the Vβ domain, which do
not affect peptide/MHC recognition (147). In contrast, the
CDR1 and CDR2 of regions of Vβs are involved in bacterial
superantigen reactivity (252).

An example of the structural data is shown in Fig-
ure 10.12, which shows how a model TCR-SAg-MHC
complex (derived from separate structures) would dis-
place the TCR somewhat (but not entirely) away from the

MHC binding groove (253), thus making the interaction
largely insensitive to the TCR/peptide specificity. Other
TCR-SAg-MHC complexes have very different geometries
(254–256).

Why do all the many independently derived superanti-
gens interact only with the TCR β-chain? One possibility
is that the β-chain offers the only accessible “face” of the
TCR, perhaps because the CD4 molecules hinders access to
the Vα side (as suggested by the antibody blocking studies
of Janeway and colleagues [257]).
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FIGURE 10.12 Crystal structure of a T cell receptor (TCR)
β/superantigen (SAg) complex. Fields et al. (253) crystallized
TCR-SAg complexes and from the structure of the same super-
antigens with a class II major histocompatibility complex (MHC)
molecule and were able to deduce the relative spatial arrange-
ment of the three molecules. This model suggests that TCR does
not contact the MHC very strongly, which is consistent with
the relative peptide insensitivity of SAg activation. (See color
insert.)

ANTIGEN RECOGNITION BY γδ T CELLS

Antigen Recognition Requirements

Because the study of γ δ T cells is relatively recent and
does not stem from any knowledge of their biological func-
tion, experiments designed to characterize their specificity
and function had drawn heavily on our knowledge of αβ

T cells. Because αβ T cell recognition requires antigen
presentation by MHC and related molecules, it was as-
sumed that γ δ T cell recognition would also follow the
same rules. Even in cases where classical MHCs are clearly
not involved, it has been suggested that nonclassical MHC
molecules or some yet-to-be-identified surface molecules
might play a similar role. These possibilities are difficult to

test experimentally. Thus, analysis of γ δ T cells specific for
MHC molecules were carried out to determine the antigen
recognition requirement of γ δ TCRs. This approach asks
the following questions: When γ δ T cells recognize MHC
molecules, what kind of antigen processing is required? Is
any of the specificity conferred by bound peptide? Which
part of the MHC molecule is recognized? This approach
takes advantage of the detailed knowledge of the molecu-
lar structure of MHC class I (258,259) and MHC class II
molecules (260), thus making T cell epitope mapping fea-
sible and interpretable. In addition, and more important,
the biosynthetic pathways and antigen processing require-
ments for both MHC class I and MHC class II molecules
had been extensively studied. Mutant cell lines defective
in either pathway were readily available and could be
transfected with various MHC class I and MHC class II
genes. Therefore, potential antigen processing and pre-
sentation requirements for alloreactive γ δ T cells could
be studied with precision and compared with those of
αβ T cells.

The γ δ T cell LBK5 (261,262) recognizes I-Eb,k,s, but not
I-Ed. An analysis of the fine specificities of LBK5 showed
that the peptide bound to the I-E molecules does not confer
specificity and that no known antigen processing pathways
were required in the recognition of I-E by LBK5. All vari-
ations in the ability of different stimulator cells to acti-
vate LBK5 can be attributed solely to their level of sur-
face I-E expression and are independent of their species
origin (mouse, hamster, human) and cell type (B cells, T
cells, fibroblasts). Modifications of the repertoire of pep-
tides loaded onto MHC molecules also showed no effect
because native I-Ek, GPI-linked I-Ek, I-Ek expressed with
or without invariant chains, and the presence or absence of
functional MHC class I or class II antigen processing path-
ways all stimulated LBK5 similarly (263). Thus, LBK5 rec-
ognizes native I-Ek molecules with a variety of different
bound peptides or in the case of GPI-linked I-Ek, which
most likely does not complex with a peptide. In addition,
LBK5 recognizes E. coli-produced I-Ek α and β chains
folded with a single peptide (264).

The functional epitope on IE for LBK5 recognition
maps to the β67 and β70 residues (264). This explains
why LBK5 recognizes I-Eb,k,s but not I-Ed and why pep-
tide bound to IEk does not confer the specificity. Surpris-
ingly, IEk mutants with an altered carbohydrate structure
on the α84 position are not recognized by LBK5 (264). Al-
though the binding interface of the LBK5 γ δ TCR and I-E
has yet to be determined, it is reasonable to assume that it
will not deviate much from those reported for antibodies,
αβ TCRs and the G8 γ δ TCR. From the coordinates of a
published crystal structure of I-Ek (265), the distance be-
tween β67 to 70 (the LBK5 epitope) and the carbohydrate
attachment site at position α82 was estimated to be around
28 to 33Å. Hence, it is likely that the carbohydrate struc-
ture is peripheral to the core of the LBK5/I-E interaction.
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This type of interaction may be similar to that described
for human growth hormone and the extracellular domain
of its receptor (266), where a central hydrophobic region
at the contact site, which is dominated by two trypto-
phan residues, accounts for more than three quarters of
the binding free energy and where peripheral electrostatic
contacts contribute substantially to the specificity of bind-
ing but not to the net binding energy. This type of protein–
protein interaction has been postulated to ensure the speci-
ficity of an interaction without requiring a high affinity
(267).

Two independently derived γ δ T cell clones, KN6 (268)
and G8 (269), are found to recognize T10 and T22, two
closely-related, nonclassical MHC class I molecules that
have 94% amino acid identity. T22 appears to be expressed
constitutively on a variety different cell types, while the
expression of T10 is inducible on cells of the immune
system. Among strains of mice tested so far, all express
T10. However, mice of the H-2d or H-2k MHC haplotypes
(e.g., BALB/c and C3H, respectively) lack functional T22
molecules ([268] and MP Crowley, thesis) (Figure 10.13).
T10 and T22 have also been identified as natural ligands
for murine γ δ T cells and ∼0.2 to 1% of the γ δ. T cells in
normal, unimmunized mice are T10/T22 specific (269).

The primary sequences of T10 and T22 suggest that the
necessary structural features that enable classical MHC

FIGURE 10.13 T10/T22-specific γ δ T cells can be detected in
normal mice through use of a tetrameric T22 staining reagent. As
shown by Crowley et al. (274), a T22 reagent that was generated
by similar methods as tetrameric peptide/major histocompati-
bility complex reagents stained approximately 0.6% of splenic
γ δ T cells in normal animals. More than 90% of these cells are
CD4–CD8–; the rest are either CD4 or CD8 single positive (about
3% to 4% each). A similar frequency of tetramer-positive γ δ T
cells was also found in the intestinal intraepithelial lymphocyte
(IEL) population (data not shown).

class I molecules to bind peptides are absent. Indeed,
X-ray crystallography has shown that T10 and T22 adopt
a severely modified MHC-like fold that lacks a classical
peptide-binding groove and exposes part of the β sheet
“floor” of the α1/α2 platform (270,271). Consistent with
the structural data, no endogenous peptides can be eluted
from chimeric T10/Ld molecules that are expressed by
transfected cells ([272] and H. Schild, Y-h. Chien, and
H. Rammensee, unpublished results). This indicates that
these molecules can reach the cell surface devoid of
peptide. Importantly, the E. coli–produced, in vitro–folded
T10/β2m and T22/β2m molecules can stimulate the G8
γ δ T cell (273), which provides unequivocal evidence that
these peptide-free molecules retain their immunological
function.

Direct binding between soluble G8 γ δ TCRs and
T10/β2m and T22/β2m complexes has been measured
(274). Surface plasmon resonance showed that the dis-
sociation rates for the interaction between G8 and T10b

and T22b were similar (kd = 8.1 ± 2.3 × 10−3 s−1) and
slower than those that had been observed for most inter-
actions between αβ TCRs and peptide/MHC complexes.
The association rates (ka = 6.53 ± 1.73 × 104 M−1s−1) are
among the fastest that had been reported for αβ TCRs and
their ligands. Therefore, compared to αβ TCRs, the affin-
ity between G8 γ δ TCRs and their ligand is rather high
(KD = 0.13 ± 0.05 μM). A Scatchard analysis of equilib-
rium binding generated a similar affinity of 0.11 ± 0.07
μM for this interaction (274).

As summarized in Table 10.6, the recognition of I-E,
T10/T22 (263,275), herpes simplex virus glycoprotein gI
(276), MICA and MICB (277), and the recently described
recognition of the F1-ATPase and the apoliprotein A-I com-
plex specific γ δ T cells (156) indicates that the molecu-
lar nature of γ δ T cell antigen recognition is fundamen-
tally different than that of αβ T cells. In all cases, the
antigens are recognized directly. This suggests that many
(and perhaps all) γ δ T cells can function without a re-
quirement for antigen processing. While MHC and MHC-
related molecules are recognized by γ δ T cells, γ δ T cell
antigens need not be MHC or MHC-related molecules.
Thus, pathogens and damaged tissues can be recognized
directly, and cellular immune responses can be initiated
by γ δ T cells without a requirement for antigen degrada-
tion and specialized antigen presenting cells, such as B
cells, macrophages, and dendritic cells. This would allow
for greater flexibility than is present in classical αβ T cell
responses. T10, I-E, as well as MICA and MICB expression
can be induced under certain physiological/pathological
conditions (278). ATP synthase F1 is normally localized in
the membranes of mitochondria, but it has also been found
on the surfaces of tumors, hepatocytes, and endothelial
cells (279–281). Thus, γ δ T cell activation may be reg-
ulated through the level of protein expression. In addi-
tion, the recognition of I-E by LBK5 is acutely sensitive
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◗ TABLE 10.6 Partial List of γδ T Cell Reactivities

Name
(referred to as) Source Reported Reactivities Comments Reference

Murine

DGT3 Lymph node cells from DBA2
mouse primed with
poly(Glu50Tyr50)

Qa-1/(Glu50Tyr50) 317

KN6 Double-negative thymocytes from
C57Bl/6

T10/T22b,k not d 318

TgI4.4 Lymph node of HSV-infected C3H
mouse and restimulated with L
cells transfected with HSV-gI

HSV-gI Can be stimulated by gI protein
alone

319,320

G8 BALB/c nu/nu immunized with
B10.BR APCs

T10/T22b,k not d Direct binding and co-crystal
structure have been shown

153,274,323

LBK5 C57Bl/10 nu/nu immunized with
B10.BR splenocytes

I-Ek ,s,r not d Can be stimulated by I-E proteins
alone; reactivity is not
peptide-specific

322,323

LKD1 B10.BR immunized with B10.D2
splenocytes

I-Ad 322

69BAS-122 C57Bl/10, adult splenocyte HSP-60 peptide, cardiolipin,
b2-glycoprotein 1

Transferring TCR transfers
reactivity

324,325

BNT-19.8.12 C57Bl/10, newborn thymocyte Mycobacterium PPD,
cardiolipin, b2-glycoprotein 1

Transferring TCR transfers
reactivity

325,326

7–17 and other dendritic
epidermal T cells

γ δ T cells from murine epidermis Keratinocytes Transferring TCR transfers
reactivity

33

Human

Panels of T cell clones
expressing Vγ 9Vδ2

PBMC stimulated with irradiated
PBMCs and PHA

Tumor cells (e.g., Molt-4), M.
tuberculosis extracts (MT),
metabolites in the mevalonate
pathway

20% of Vg9Vd2 clones do not
react to MT; only slightly more
than 50% of MT- or
Molt-4-specific clones
recognize the other specificities

327,328

Panels of T cell clones
expressing Vγ 9Vδ2
including G42 and G115

γ δ T cells from PBM cultured
with irradiated PBLs and
lymphoblastoid cells

phosphoAg, tumor cells (e.g.,
Daudi), AS/ApoA-I (G115 TCR)

Close correlation between Daudi
and mycobacterial reactivity;
direct binding between
AS/ApoA-I; heterogenous
reactivity to ApoA-I

156,329,330

DG.SF13 (Vγ 9Vδ2) γ δ T cells isolated from RA
synovial fluid stimulated with
sonicate of M. tuberculosis

Daudi cells, M. tuberculosis,
MEP

Transferring TCR transfers
reactivity

331

Panels of T cell clones
expressing Vγ 9Vδ2
including CP1.15 and
DG.SF68

PBMC γ δ T cells stimulated with
M. tuberculosis extract

phosphoAg, alkylamines,
aminobisphosphonates

Reactivities require cell-cell
contact

332,333

Clones 1, 2, 3, 4, 5 (Vδ1) Lymphocytes extracted from
human intestinal epithelial
tumors cultured with irradiated
CIR-MICA and CIR-MICB cells

MICA, MICB Transferring TCR transfers
reactivity; Vδ1-Jδ1 with diverse
CDR3 are used; not all Vδ1-Jδ1
cells are MIC-specific

334,335

JR.2 and XV.1 (Vδ1) PBL stimulated with autologous
CD1+ DC and M. tuberculosis
extract

CD1c expressing cells Transferring TCR transfers
reactivity; many Vd1 positive gd
T cells are not CD1c-reactive

335

Vγ 1.3Vδ2 expressing
BW5147

gd TCR chains PCR’d from
muscle-infiltrating T cells of a
polymyositis patient and
transfected into TCR-deficient
BW5147

Muscle cell extract and E. coli
extract

336,337

4-29 and 5-3 (Vδ2
negative)

PBMC from CMV-infected
transplant recipients stimulated
with irradiated PBMC and PHA

CMV-infected fibroblasts, Hela,
HT-29, Caco-2

338

The names of the T cells, the way they are generated and their reported reactivities.
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to changes in the glycosylation of the I-E molecule. This
suggests a novel way by which antigen recognition by γ δ

T cells can be regulated. Changes in the posttranslational
modifications of surface glycoproteins often indicate that
tissues have become infected, have undergone neoplastic
transformations, or have experienced other types of cellu-
lar stress. For example, it has been shown that the infec-
tion of mice with Listeria monocytogenes impairs the ad-
dition of sialic acid to host cell glycoproteins that include
MHC molecules (282). Additionally, whereas the surface
glycoprotein mucin is heavily glycosylated in normal cells,
it is under-glycosylated in breast, ovarian, and pancreatic
carcinomas, such that the peptide backbone is unmasked
(283). Thus, both the quantity and the quality of the ligand
could contribute significantly to the specificity of γ δ TCR
recognition.

γδ TCR Ligands

Despite intense efforts, the identification of γ δ TCR li-
gands has been difficult and confusing. Few “agents” are
known to activate γ δ T cells (Table 10.6). Even fewer
are known to be both necessary and sufficient to trigger
T cell responses through the γ δ TCR and are therefore
γ δ TCR antigens. These include the murine MHC class
Ib molecules T10 and T22 that are the ligands for 0.2
to 1% of γ δ T cells (274), the human MHC class I–like
molecules MICA and MICB (277), and an ATP synthase
F1/apolipoprotein A-I (AS/ApoA-I) complex (156).

Significantly, the same human γ δ T cell clones that rec-
ognize AS/ApoA-I complexes are activated by a set of non-
peptidic pyrophosphomonoesters that are collectively re-
ferred to as phosphoantigens (phosphoAgs) (reviewed in
[155]). It has been observed for well over a decade that
human peripheral blood Vγ 9Vδ2 cells can be stimulated
by phosphoAgs such as isopentenyl pyrophosphate (IPP)
and dimethylallyl pyrophosphate (DMAPP). These cells
show in vitro responses to tumors, phosphoAgs produced
by eukaryotes and prokaryotes, natural and synthetic al-
kylamines, and aminobisphosphonates. However, re-
peated attempts to show interactions between phospho-
Ags and Vγ 9Vδ2 TCRs have failed. The identification of
AS/ApoA-I complexes as antigens of some of these T cells
further challenges this notion.

As indicated in Table 10.6 (130), other than phosphoAgs,
the reactivities of Vγ 9Vδ2-expressing T cells to other chal-
lenges such as tumors and AS/ApoA-I are far from homo-
geneous. Further, these cells mount a much more robust
response to phosphoAgs than to CD3 crosslinking. Thus,
it is possible that IPP and other isoprenoid intermediates
enhance antigen-specific responses of Vγ 9Vδ2 cells with-
out being TCR antigens themselves. IPP and DMAPP are
metabolites of the mevalonate pathway that regulates the
biosynthesis of cholesterol, as well as of isoprenoids that
mediate the membrane association of certain GTPases.

The addition of isoprenoid intermediates has been shown
to augment antigen-specific αβ T cell responses and to al-
ter their cytokine profiles (284).

Antigen Recognition Determinants of γδ
TCRs: V Genes Versus CDR3 Regions in γδ
TCR Ligand Recognition

In part because γ δ T cells from different anatomical
sites show preferential V gene expression, γ δ T cells
are commonly divided into subsets based on V gene us-
age (285,286). Numerous studies have also reported that
γ δ T cell functions segregate with Vγ , or Vγ Vδ usage
(285–288). These observations have led to suggestions
that the bias in V gene usage enables γ δ T cells to re-
spond to antigens that are specific to their resident tissues
(10,286,289). If this were the case, then γ δ TCRs would
function like innate immune receptors even though VDJ
recombination of the TCR δ chain leads to orders of mag-
nitude higher potential junctional (CDR3 region) diver-
sity than is found in Ig and αβ TCRs (as discussed pre-
viously).

To resolve this issue, it is essential to understand
the basis of γ δ TCR antigen recognition. Based on the
analysis of T22 specific γ δ T cells isolated from normal
mice, the majority of T22-specific γ δ TCRs use Vγ 1 and
Vγ 4 in the spleen and a sizeable number use Vγ 7 in the IEL
compartment (290). Thus, at least for T22 specificity, Vγ

usage reflects tissue origin and not antigen specificity. Con-
sistent with this, it has been demonstrated that the prefer-
ential usage of Vγ 7 by γ δ T cells that can migrate into the
IEL compartment primarily results from IL15-driven con-
trol of Vγ 7 accessibility during thymic VJ rearrangement
(291).

While different Vγ s and Vδs were associated with T22-
specific TCR sequences, there is one defining feature that
is common among them (290). This is a prominent CDR3δ

motif shown in Figure 10.14 that consists of a Vδ or Dδ1-
encoded Trp (W), a Dδ2-encoded sequence of Ser, Glu, Gly,
Tyr, and Glu (SEGYE) and a P-nucleotide-encoded Leu (L).
Gene transfer experiments established that TCRs with the
W-(S)EGYEL motif bound T22, while those lacking the
motif did not ([290] and Table 10.6).

Proof that the W-(S)EGYEL motif is the antigen con-
tact site came from the crystal structure of the G8 γ δ TCR
bound to T22 (153). As discussed in the previous section,
T22 has an MHC class I–like fold, but one side of what
would normally be a peptide-binding groove is severely
truncated and exposes the β-sheet “floor” (270). G8 binds
T22 at a tilted angle that contrasts with the essentially par-
allel alignments of the long axes of the αβ TCR and the pep-
tide/MHC when in complex (Figure 10.15). The majority
of the contact residues are contributed by theβ-sheet floor
and the α1 helix of T22 and the fully-extended CDR3d loop
with Trp anchoring at the N-terminal end and residues Gly,
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FIGURE 10.14 The T22 structure and the interaction with the G8 γ δ TCR. A: The structure of a
T22 molecule, a nonclassical class I MHC that is missing half of an alpha helix and does not bind
peptides (270). B, C: The intersection with the G8 TCR, where the long TCR δ CDR3 accounts for
almost all of the contact residues (153). (See color insert.)

A

B

FIGURE 10.15 Conserved TCRδCDR3 sequences correlate with T10/T22 specificity in γ δ T cells.
Sequence data from Shin et al. (290) showing that both established cell lines (G8 and KNG) and γ δ
T cells from clonal cultures that are specific for the T10/T22 share highly conserved TCRδCDR3
sequences. These are largely derived from the Dδ2 gene segment and from the structural data
(Adams et al., color plate 4, 153). These conserved sequences constitute the main interaction
between these γ δ T cell receptors and their ligand. (See color insert.)
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Tyr, Glu, and Leu together with a Thr residue encoded in
the J region anchoring the loop at its C-terminal end. This
is similar to Ig, where antigen specificity in nonsomatically
mutated antibodies resides predominantly in the CDR3 of
the heavy chain (292). This mode of antigen recognition
also fits well with analyses of CDR3 length distributions
of all immune receptor chains that first suggested that γ δ

TCRs bind antigens more similar to Igs than to αβ TCRs
(129).

There are two G8/T22 complexes in the asymmetric unit
(153). While the contact residues are similar at the inter-
face of the CDR3/T22 β sheet, the two complexes differ
by a relative rotation between the G8 TCRs. This shift al-
ters the contacts formed between the CDR1, CDR2, HV4,
and CDR3 loops and T22 in each TCR, suggesting that
the CDR3 loop acts as a pivot point for G8 binding, with
some flexibility in the interaction between the other CDR
loops and T22. The hinge-like flexibility around this pivot
point stands in stark contrast to interactions seen in an-
tibody/antigen and αβ TCR/pMHC complexes. In those
cases, the relatively straight-on docking mode results in
multipoint (i.e., multi-CDR) attachment of the receptor to
the ligand, essentially rigidifying the intermolecular orien-
tations between the two binding partners. In most cases,
the αβ TCR CDR1 and CDR2 loops provide a perimeter
of contacts with the MHC helices surrounding the CDR3
loops, and so far, no variation has been seen in the dock-
ing angle of TCR to MHC in cases where multiple com-
plexes exist in the asymmetric unit. Thus, the CDR3 mo-
tif of G8 and other γ δ TCRs may be thought of as a
somewhat autonomous binding entity that is presented
by a variety of germline-encoded variable domain scaf-
folds without strong preference for particular CDR1 and
2 sequences. It would be interesting to see whether these
features are present in other examples of γ δ TCR/ligand
binding.

CDR3 regions were found to be important for γ δ T cell
recognition of MICA/MICB. In this case, the reactivity cor-
relates only with a junction between Vδ1 and Jδ1. Aside
from the W-(S)EGYEL motif, the T22-specific CDR3γ δ se-
quences were diverse and were encoded by various Vδs,
N- and P-nucleotides and Dδ1 of different lengths and read-
ing frames. Importantly, it was shown that sequence vari-
ations in the CDR3 regions around this motif modulated
the affinity and the kinetics of T22 binding (290). In fact,
the T22-specific repertoire in normal mice covers a range
of affinities, as is evident by the large range of T22 tetramer
staining intensities (274,290). This allows for the selection
of T cells with the “most optimal” antigen binding capabil-
ities during an immune response, which is a hallmark of
the adaptive immune response.

Nonetheless, such a repertoire that is created mainly by
V, D, and J region–derived germline-encoded nucleotides,
despite requiring VDJ recombination, would be “innate” in
character, because the antigen specificities would be pre-

determined and the repertoire would be much less variable
among individuals of the same species.

Analysis of the formation of T10/T22-reactive repertoire
indicates that biases linked to the recombination machin-
ery influence the generation of a γ δ T cell repertoire to-
ward certain specificities. A repertoire that is generated by
recombination but conferred by a limited set of germline
or germline-like residues at the CDR3 region will be cre-
ated at a much higher frequency than one whose specificity
is conferred primarily by N-nucleotide additions, as is the
case with that of αβ TCRs. Indeed, the one in 100 frequency
of T22-specific γ δ T cells in normal mice is much higher
than the estimated one in 105 to 106 frequency of naı̈ve
peptide/MHC-specific αβ T cells (293,294,295). This could
provide a solution to the apparent paucity of γ δT cells and
could allow for a significant response without an initial
need for clonal expansion as is required for most αβ T cell
responses. It was shown that rearrangements at the TCR δ

locus are biased toward full-length Dδ2 sequences rather
than extensive D region nucleotide deletion, as is the case
for the TCRβ locus (290). Thus, different reading frames
of Dδ2 may contribute to the recognition of other ligands
by γ δ TCRs in a manner similar to that of T22-specific γ δ

TCRs and would lead to a repertoire that is biased toward
a relatively small number of ligands, more on the order of
hundreds to thousands versus millions as estimated for αβ

T cells, but with highly variable antigen binding affinities.
A repertoire of this type would allow more flexible and effi-
cient responses to changes in ligand expression. These are
testable hypotheses, especially once more γ δTCR ligands
have been identified.

GENERAL FEATURES OF TCR AND Ig
DIVERSITY

A Dominant Role for Diverse CDR3 Regions
in Antigen Specificity

One interesting observation that emerges from a detailed
analysis of the gene rearrangements that create both T cell
receptor and Igs is how the diversity of the CDR3 loop re-
gion in one or both of the chains in a given TCR is so much
greater than that available to the other CDRs. A schematic
of this skewing of diversity is shown in Figure 10.16 for
human Igs and for αβ and γ δ TCR heterodimers. In the
case of αβ TCRs, this concentration of diversity occurs in
both Vα and Vβ CDR3 loops, and numerous TCR-pMHC
structures (145) have confirmed that these loops sit largely
over the center of the antigenic peptide (see previous sec-
tion). While this concentration of diversity in αβ TCRs in
the regions of principal contact with the many possible
antigenic peptides seems reasonable, it is much harder to
explain for Ig or γ δ TCRs. Clearly, there must be some
chemical or structural “logic” behind this phenomenon.
A clue as to what this might be comes from the elegant
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FIGURE 10.16 Diversity “map” of immunoglobulins and T cell receptors; calculated potential
for sequence diversity in human antigen receptor molecules (Adams et al., 153). The N region
addition is assumed to contribute zero to six nucleotides to the junction of each gene segment,
except for immunoglobulin K chains, in which this form of diversity is seldom used.

work of Shin et al. (290) in the demonstration that for at
least one γ δ T cell specificity, the antigen recognition deter-
minants are encoded by germline V or D region residues,
with remaining sequence diversity modulating the affin-
ity (Figure 10.15). While this may be a feature of some
or many γ δ TCRs, it could not explain the much broader
repertoire of Igs. Instead, one possible explanation comes
from the studies of Wells and colleagues (266), who sys-
tematically mutated all of the amino acids (to alanine) at
the interface of human growth hormone and its receptor
as determined by x-ray crystallography. Interestingly, only
a quarter of the 30 or so mutations on either side had any
effect on the binding affinity, even in cases where the x-ray
structural analysis showed that the amino acid side chains
of most of the residues were “buried” in the other. This
study illustrates an important caveat to the interpretation
of protein crystal structures, which is that although they
are invaluable for identifying which amino acids could be
important in a given interaction, they rarely show which
ones are the most important. This is presumably because
the “fit” at that many positions is not “exact” enough to add
significant binding energy to the interaction. In this con-
text, we have proposed a new model (296,297) in which
the principle antigen specificity of an Ig or TCR is derived
from its most diverse CDR3 loops. In the case of antibodies,
we imagine that most of the specific contacts (and hence
the free energy) with antigen are made by the VH CDR3

and that the other CDR’s provide “opportunistic” contacts
that make generally only minor contributions to the en-
ergy of binding and specificity. Once antigen has been en-
countered and clonal selection activates a particular cell,
somatic mutation would then “improve” the binding of the
CDR1s and 2s to convert the typically low-affinity antibod-
ies to the higher affinity models as observed by Berek and
Milstein (121) and also by Patten et al. (122,298). As a test
of this model, Xu et al. (292) analyzed mice, which have
a severely limited Ig V region repertoire, consisting of one
VH and effectively two VLs (Vλ1 and Vλ2). These mice are
able to respond to a wide variety of protein and haptenic
antigens, even with this very limited complement of V re-
gions. In several cases, hybridomas specific for very dif-
ferent antigens (e.g., ovalbumin versus DNP) differ only
in the VH CDR3. A limited V region repertoire also seemed
no barrier to deriving high-affinity antibodies with somatic
mutation, as repeated immunizations produced IgG mon-
oclonals with very high affinities (109 to 10−10M). The ma-
jor immune deficit in these mice was in their inability to
produce antibodies to carbohydrates, which may require a
special type of binding site or specific V region. Thus, while
these experiments only involved one VH, the results are
highly suggestive about the inherent malleability ofVHVL

in general, at least with respect to protein and haptenic epi-
topes. With respect to αβ TCRs we expect that most of the
energy of the interaction with a typical ligand will reside in
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the CDR3-peptide contacts, and here again the CDR1 and
2 regions will make less energetically important contacts.
For γ δ TCRs, it is not yet clear whether the T10/T22 speci-
ficity (290) is an isolated case or the general rule. From the
hypothesis discussed here, if there are γ δ TCRs that use
the very large inherent diversity in the Vδ CDR3 directly
for antigen recognition, it may be that the lack of somatic
mutation forces it to provide more diversity in the initial
repertoire (versus Igs).

CONCLUSION

Since T cell receptor genes were first identified in the
early 1980s, information about their genetics, biochem-
istry, structure, and function has accumulated to become a
field unto itself. Despite this very real progress, many issues
still remain unsolved, such as: What do γ δ T cells normally
“see” and what function do they serve? What do superanti-
gens actually do during the course of a normal response
and how is this of benefit to the pathogen/parasite? What
is the structural/chemical basis of TCR specificity? What
rearrangements or conformational charges occur in the
TCR/CD3 molecular ensemble upon ligand engagement?
These and other questions will require many more years
of effort.
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INTRODUCTION

Protection of the host from the universe of potential
pathogens requires a rapid, dynamic, and flexible im-
mune system capable of responding to organisms that
are evolving to escape immune detection. The most rapid
responders are cells of the innate immune system that

recognize patterns commonly present on pathogens but
absent on host cells. Cells of the adaptive immune system
(T and B lymphocytes) are generally slower to respond
but are equally essential for host protection, as lympho-
cytes are uniquely able to recognize subtle differences be-
tween self and non-self. This chapter focuses on how T
cells sense their environment and mount the appropriate
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response when challenges are detected. Several essential
tenets of T cell biology are discussed, including how T cells
recognize antigen, the biochemical consequences of this
recognition event, what signals beyond antigen recogni-
tion are required for T cells to be stimulated to respond,
how the T cell response is terminated once the pathogenic
challenge has been met, how an appropriate T cell response
might go awry, and how knowledge regarding these crit-
ical processes has led to therapeutic modalities to treat
immune-mediated disorders.

THE ANTIGEN-BINDING COMPONENT OF
THE T CELL ANTIGEN RECEPTOR COMPLEX

Similar to immunoglobulin (Ig) (see Chapters 4 and 6),
the antigen-binding component of the receptor expressed
on T cells (T cell antigen receptor, or TCR) is composed
of the products of rearranging gene segments (1). In most
T cells, these proteins are present as an αβ disulphide-
linked heterodimer; however, a minority of T cells express
instead a related dimer that is the product of rearranged γ

and δ genes (see Chapter 10). The combinatorial rearrange-
ment of multiple gene segments, the error-prone process
of joining these different DNA segments, and the various
combinations of α with β or γ with δ lead to tremendous
diversity of the TCRs, enabling these receptors to respond
to the universe of antigens that pathogens present.

Much more is understood about the biology of αβ T
cells compared to their γ δ T cell counterparts; however,
it is clear that there are major differences in where these
cell types reside in the body and in the antigens that stim-
ulate their activation. As described more fully in Chap-
ter 10, γ δ T cells respond most often to lipid antigens
presented by CD1 (a major histocompatibility complex
[MHC]–like molecule), while classical αβ T cells respond
to peptide antigens presented within MHC. γ δ T cells are
found largely in epithelial and mucosal barriers and to a
lesser extent in secondary lymphoid organs, where αβ T
cells reside. The remainder of this chapter focuses on αβ

T cells. For a fuller description of the biology of γ δ T cells,
see Chapters 12 and 13 and reference (2).

T cell precursors arise in the bone marrow and then
home to and mature in the thymus (3). Early in T cell on-
togeny (at the double-negative three [DN3] stage in the
thymus; see Chapter 12), the gene segments of the β chain
of the TCR rearrange. Because this is a stochastic event
and will often lead to a nonfunctional protein, the cell
must pass a checkpoint (β selection) to move forward
through development. β selection requires that the newly
rearranged gene product indicate that it is correctly assem-
bled by stimulating a biochemical change in the cell. It is
not known precisely what this biochemical signal is; how-
ever, many of the key signaling proteins discussed later in
this chapter have been demonstrated to be required for β

selection to occur. It appears that at this stage in T cell de-
velopment, the β chain is only signaling its appropriate for-
mation and conformation and is not tested for antigen re-
activity, as the ligand-binding region of the receptor is not
essential for β selection to proceed (4). Successful β selec-
tion leads to silencing of the other TCR β allele (allelic ex-
clusion), protection of the cell from apoptosis, cell division,
and differentiation into CD4/CD8 double-positive thymo-
cytes. Failed signaling results in rearrangement of the
other allele, testing of that β chain, and either developmen-
tal progression, if productively rearranged, or cell death.

THE CD3 CHAINS ARE CRITICAL FOR
SURFACE EXPRESSION OF THE TCR

Cells that move beyond the DN3 stage in the thymus
rearrange their TCR α chains as they become double-
positive thymocytes preparing for positive and negative se-
lection. For development beyond this checkpoint, appro-
priate antigen recognition is required; therefore, the αβ

heterodimers must be transported to the cell surface. This
surface expression cannot occur without coexpression of
the CD3 chains (5), a collection of protein dimers (γ ε, δε,
and ζ ζ ) that associate with α and β. Neither the CD3 nor
αβ dimers can be expressed on the cell surface in isolation,
because the partner proteins are needed to mask charged
residues or sequences that target the isolated proteins for
degradation (6). It is this same αβ-CD3 complex (hence-
forth referred to as the TCR complex) that is essential for
antigen recognition and signal transduction by mature T
cells in the periphery (Figure 11.1A).

Once the components of the TCR complex were discov-
ered, a great deal of work was undertaken to determine
the roles of the α and β chains versus the CD3 molecules.
Given that α and β arise from Ig-like rearranging gene
segments, it seemed plausible that these components of
the TCR complex were responsible for antigen recogni-
tion. This role was proven formally by the transfection of
cDNAs encoding α and β chains from one T cell clone into
another, resulting in transfer of reactivity to both peptide
antigen and MHC sequences (7). Not only did this exper-
iment demonstrate the role of the αβ heterodimer, but it
also cemented the notion that there is a single receptor for
antigen plus MHC, ending a long controversy in the field
of T cell biology.

Understanding the role of the CD3 molecules was more
difficult. It seemed likely that these proteins were respon-
sible for signal transduction—that is, informing the in-
side of the cell that an antigen recognition event (medi-
ated by the α and β chains) had taken place. This notion
was suggested by the observation that antibodies directed
against CD3 proteins elicited the same T cell activation
events as did stimulation of T cells with peptide antigen
plus MHC. Additionally, it was known that the αβ proteins
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A B FIGURE 11.1 Structure of the T cell antigen
receptor/CD3 complex and the immunorecep-
tor tyrosine-based activation motifs. A: The T
cell antigen receptor (TCR) is a complex of pro-
teins that includes a disulfide-linked dimer (αβ)
that binds peptide antigen and MHC. There is
an obligatory, noncovalent association of αβ
with a series of protein dimers (γ ε, δε, and
ζ ζ ) collectively known as CD3. The associa-
tion between αβ and CD3 is mediated in part
by charged residues within the transmembrane
domains of each receptor component. Adapted
from Janeway CA, et al. Immunobiology. 6th ed.
New York: Garland Science, 2005. B: Within the
cytoplasmic domains of the CD3 molecules are
stretches of amino acids known as ITAMs (im-
munoreceptor tyrosine-based activated motifs)
that are critical for signal transduction. In rest-
ing cells, the tyrosines within the ITAMs are
nonphosphorylated; however, following TCR en-
gagement, these residues become phosphory-
lated and then are able to bind to other proteins.

possess very short cytoplasmic tails, making it difficult
to imagine how signals could be initiated by ligation of
these molecules, whereas the CD3 proteins each possess
a large number of cytoplasmic amino acids. However, it
was difficult to prove the role for CD3, given that these
molecules could not be expressed in isolation, without α

and β. Investigators turned to cell line model systems (in
particular the Jurkat T cell leukemic and BW5147 mouse
T cell lymphoma lines) as an initial approach to unravel
the biochemical events that occurred when the TCR com-
plex was engaged. These cell lines were particularly useful,
because they can be grown in large numbers and are ge-
netically stable (eliminating donor to donor variation), yet
can be genetically manipulated for both loss and gain of
function experiments. Although the precise antigen speci-
ficity of the TCRs expressed on these cell lines was not
known, it was possible to stimulate T cell responses using
agonistic monoclonal antibodies, directed against the TCR
complex. Importantly, the lessons learned about the molec-
ular and biochemical signals critical for receptor ligation
to be translated into downstream biologic functions from
these cell line studies (with rare but notable exceptions)
have been confirmed using primary cells from murine or
human sources (8).

Critical tools for the earliest studies that deciphered
the role of the CD3 chains were variants of the Jurkat
and BW5147 cell lines that lacked surface expression of
the TCR complex. Once it became clear that the imped-
iment for cell surface expression of the CD3 molecules
in the absence of αβ was due to sequences that targeted
the incomplete complexes for degradation, it was possi-
ble to engineer CD3 mutants that could be transported to
the membrane without other TCR components. Several
groups created artificial receptors that were constructed
by fusing irrelevant extracellular domains and transmem-

brane domains (e.g., from the CD8 protein) to the cyto-
plasmic domain of one of the CD3 molecules, enabling sta-
ble expression without other elements of the TCR. When
such chimeric receptors were expressed on T cells lack-
ing the TCR, it was shown that binding the extracellular
domains of these molecules was sufficient to activate the
same biochemical second messengers that are stimulated
when the intact TCR binds antigen (9,10). These model sys-
tems led to a subsequent series of structure/function stud-
ies, demonstrating conclusively that the signal transduc-
tion capacity of the TCR rests within specialized domains
within the cytoplasmic domains of the CD3 molecules,
the immunoreceptor tyrosine-based activation motifs, or
ITAMs (Figure 11.1B).

ITAMS AND PROXIMAL SIGNALS
MEDIATED BY THE TCR

ITAMs were first discovered as signature sequences that
appeared in cell surface molecules on immune cells (11).
ITAM-containing proteins that regulate immune responses
include the CD3 chains and similar proteins associated
with the B cell antigen receptor (the Ig-α [CD79α] and Ig-β
[CD79β] molecules), different classes of Fc receptors, and
adapter proteins (e.g., DAP10 or DAP12) associated with
MHC recognition molecules on natural killer (NK) cells.
ITAMs are defined by the presence of a tyrosine residue fol-
lowed by two amino acids, then a leucine or isoleucine, fol-
lowed again by a spacer of 6 to 8 unspecified amino acids,
then another tyrosine, a 2 amino acid spacer, followed by
a leucine or isoleucine (YXXL/IX6−8YXXL/I) (12). Each of
the CD3 γ , δ, and ε molecules contain a single ITAM,
while each ζ chain possesses three ITAMs in tandem.
Mutagenesis of the CD3 molecules prior to transfection
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into the TCR-deficient cell lines revealed that the most
critical features of the ITAMs are the two tyrosines and
the spacing between them (13).

As the CD3 complex is composed of two ζ chains (each
with three ITAMS), two ε chains, one γ chain, and one δ

chain (each with a single ITAM), there are 10 ITAMs asso-
ciated with each TCR complex. The reason for this large
collection of signaling modules associated with the recep-
tor is unclear. It has been proposed that the various ITAMs
couple differentially to unique biochemical pathways or
that the multiple ITAMs are necessary for signal ampli-
fication. To date, however, there is no definitive evidence
to support these or other models for the role of the large
number of signaling modules associated with the TCR. Al-
though ITAMs are found in all hematopoietic cell types,
this strategy for coupling receptors to signaling pathways
is not widespread in other nonhematopoietic lineages. Al-
though ITAMs are found in ERM (ezrin, radixin, moesin)
proteins, which are expressed not only in immune cells
but also in most other tissues, the role of the motif in the
function of this family of proteins has not yet been es-
tablished (14). Additionally, ITAMs have been reported to
be expressed in neuronal tamalin, a cytoplasmic protein
that is recruited to the membrane in activated cells (15).
ITAMs also appear in proteins of pathogenic viruses that
infect cells of the immune system, allowing these viruses
to coopt the signaling machinery of their target cells (16).

Concurrent with the studies that identified the differ-
ent roles of the various components of the TCR complex
were other experiments designed to uncover the biochem-
ical signals elicited by TCR engagement that are critical
for T cell activation. Biochemical, genetic, and pharmaco-
logic approaches established that the most proximal event
associated with TCR ligation is the activation of protein
tyrosine kinases (PTKs), including the following: fyn and
lck, two members of the src PTK family (17); ZAP-70 (ζ
chain-associated protein of 70 kDa), a syk (spleen tyro-
sine kinase) family PTK (18); and at least two members
of the tec family, ITK (interleukin [IL]-2-induced tyrosine
kinase) and RLK (receptor-like kinase) (19). As the im-
portance of PTKs for T cell activation became clear, at-
tention refocused on the CD3 ITAMs and their essential
tyrosines. Studies revealed that upon TCR engagement,
the CD3 ITAM tyrosines rapidly become phosphorylated.
It was shown further that once phosphorylated, these ty-
rosines become docking sites for proteins that possess src
homology 2 (SH2) domains (canonical sequences found in
a wide spectrum of proteins that allow for phosphotyrosine
binding) and that the critical binder to the phospho-ITAMs
is ZAP-70, a PTK critical for T cell activation. These studies
and others led to a model (20) suggesting that upon bind-
ing of antigen/MHC to the TCR, a conformational change
occurs making the CD3 ITAMs susceptible to phosphory-
lation by lck and/or fyn, allowing for recruitment of acti-
vated ZAP-70 to the complex (Figure 11.2). Exactly how
ligand binding induces such a conformational change and

the precise character of this change have not yet been es-
tablished, but it is clear that an essential event in initiating
a T cell response is for the TCR complex to be converted
from an enzymatically inactive structure to one that is as-
sociated with active PTK function.

Ample evidence now exists for the essential role played
by src, syk, and tec family PTKs in signal transduction me-
diated via the TCR complex and in subsequent T cell de-
velopment and/or activation. This evidence has come from
experiments making use of cell lines (in particular, variants
of the Jurkat line) that have been selected for TCR signal-
ing abnormalities (21,22), mice in which genes for these
PTKs have been targeted for deletion or mutation (23,24),
and naturally arising mutations in humans that lead to
severe immune disorders (25). Loss of fyn has a more mi-
nor phenotype than loss of lck in both cell line models
and in deficient mice, as lck loss results in a severe block
in thymocyte development in vivo, whereas peripheral T
cells appear in nearly normal numbers in fyn-deficient an-
imals, suggesting that T cell development can occur in the
absence of this PTK. Inducible lck deletion in peripheral T
cells leads to T cells that fail to be activated upon TCR en-
gagement, similar to what is seen in an lck-deficient Jurkat
variant (26). In contrast, fyn-deficient T cells can trans-
duce signals via their TCR, and early reports suggested that
only minor functional defects were present (23). More re-
cently, though, rigorous studies of fyn-deficient mice have
revealed abnormalities in effector T cell functions, includ-
ing skewing of T helper (Th) subsets and cytokine produc-
tion (27,28). Double deficiency of both lck and fyn leads
to a complete block of T cell development in mice, with
the absence of any cells beyond the DN3 stage in the thy-
mus (29,30), indicating that Fyn can compensate, albeit
suboptimally, for the absence of Lck.

ZAP-70 deficiency also results in a severe TCR signaling
block in cell lines (nearly all second messenger cascades
normally stimulated by the TCR are absent [22]), and ZAP-
70–deficient mice demonstrate a block in T cell develop-
ment at the CD4/CD8 double-positive stage in the thymus
(31). Interestingly, the defect in ZAP-70–deficient mice is
not as pronounced as that in the fyn/lck double-deficient
animals, suggesting that another PTK can compensate, at
least partially, in the absence of ZAP-70 prior to the DP
stage. Follow-up studies suggest that syk, the other mem-
ber of this PTK family, is present in developing thymocytes
and that mice lacking both syk and ZAP-70 phenocopy the
lck/fyn double-deficient animals (32).

The importance of these PTKs for development and
function of human T cells has been documented with the
description of patients with mutations in lck or ZAP-70.
One individual with virtually no T cell function has been
identified as having a mutation in lck (33). A number of
individuals deficient in ZAP-70 have also been described.
These patients have no peripheral CD8+ T cells. Although
CD4+ T cells are present, they fail to respond to TCR
engagement (34). It is intriguing that the same genetic
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FIGURE 11.2 TCR complex stimulation induces tyrosine phosphorylation of the CD3 ITAMs
and recruitment of effector molecules. In unstimulated T cells, the ITAMs within the CD3 chains
are not phosphorylated, and ZAP-70 is present in the cytosol. The CD4 coreceptor (bound to lck)
is present at the membrane, but not in close proximity to the CD3 ITAMs. Upon engagement of the
TCR with peptide/MHC, CD4/lck is brought into the vicinity of the bound TCR due to the interac-
tion of CD4 with nonpolymorphic residues of MHC. This results in the tyrosine phosphorylation
of the CD3 ITAMs by lck and recruitment of ZAP-70 to the engaged receptor via the ZAP-70 SH2
domains. The enzymatically inactive receptor on the resting T cell is thus converted to an active
PTK (protein tyrosine kinase).

alteration (ZAP-70 deficiency) in mice and humans does
not result in the exact same T cell phenotype, underscor-
ing the idea that, although often excellent model systems,
studies of mice can only suggest but not conclusively prove
mechanisms by which human T cells function. The impor-
tance of ZAP-70 expression in human disease has recently
been demonstrated further with studies profiling gene ex-
pression in malignant cells from patients with chronic
lymphocytic leukemia (CLL). The expression of ZAP-70
is a marker of a more aggressive form of the disease
(35,36). Experiments are currently underway to determine
the molecular basis for why ZAP-70 expression in these B
cell leukemias leads to more severe disease.

As both src and syk family PTKs function in the most
proximal step of the TCR signaling pathway (i.e., phospho-
rylation of and recruitment of ZAP-70 to the CD3 ITAMs),
it is not surprising that deficiency of these proteins has a
marked effect on TCR complex function. In contrast, the
tec family PTKs (ITK and RLK) function later in the TCR
complex signaling cascade (discussed later) and therefore
have a more subtle effect on T cell development. As such, in

the absence of ITK or RLK, secondary lymphoid organs are
populated with nearly normal numbers of T cells, and as-
says of T cell activation, while showing mild impairment,
are much closer to normal than what is seen in the ab-
sence of lck or ZAP-70 (37,38). However, when ITK- or
RLK-deficient (and even more so when ITK/RLK double-
deficient) mice are challenged with pathogens in vivo, the
T cell response is markedly abnormal, most obviously in
responses that require differentiation of CD4+ T cells into
Th1 versus Th2 subsets (19). It is virtually certain that as
mice deficient in tec kinases are examined with greater
scrutiny, additional defects in T cell function will be re-
vealed.

THE REGULATION OF TCR-STIMULATED
PTK ACTIVITY

The simplest model for how the TCR makes use of src, syk,
and tec family PTKs for T cell activation is that upon TCR
engagement, lck or fyn are activated and phosphorylate
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the CD3 ITAMs. Both lck and fyn are positioned strategi-
cally to enable them to act upon the CD3 molecules. Fyn
co-immunoprecipitates with CD3, suggesting a close as-
sociation even in resting cells (39), and lck is associated
with the cytoplasmic domains of both CD4 and CD8 (40).
CD4 binds to conserved residues of MHC class II, and CD8
binds similarly to MHC class I (see Chapter 20). Thus, as
the TCR comes into contact with an antigen/MHC com-
plex, both fyn and lck are available to catalyze ITAM phos-
phorylation. This phosphorylation allows for the recruit-
ment of ZAP-70, which in turn phosphorylates multiple
substrates, eventually recruiting a number of key signaling
molecules, including ITK and RLK, into a larger activation
complex.

While there is a great deal of experimental evidence to
support this model of sequential activation of PTKs, addi-
tional data suggest that while this general scheme is cor-
rect, there is also considerable cross-talk between the PTKs
that makes their regulation more complex. Hence, it ap-
pears that the PTKs are substrates of each other and that
kinases originally thought to act only downstream of par-
ticular activation events may also influence their upstream
activators. There is a great deal of current work examining
the tyrosines of the src, syk, and tec PTKs that are phos-
phorylated, as mounting evidence points to phosphoryla-
tion of specific residues having significant effects (positive
or negative) on PTK function and the ultimate T cell re-
sponse (41,42). Ongoing studies, again using cell lines with
mutations in the PTKs and mice in which specific residues
have been altered within the genome, will certainly shed
light into the intricate regulation of each of these critical
signaling molecules.

As the importance of tyrosine phosphorylation for TCR-
induced T cell activation was becoming appreciated, ad-
ditional work was focusing on other T cell proteins. One
of the most abundant surface antigens present on all im-
mune cells is CD45, a transmembrane molecule that was
shown to have potent protein tyrosine phosphatase activity

(43). With this discovery, the notion developed that CD45
most likely functioned as a negative regulator of TCR sig-
naling, as it was reasoned that CD45 would reverse the
TCR-stimulated tyrosine phosphorylation events. CD45-
deficient cell lines were established, with the expectation
that these cells would exhibit uninhibited TCR function.
The CD45-deficent cells were examined, and the result
of these experiments was exactly the opposite of the pre-
dictions: T cells without CD45 failed to signal via their TCR
(44,45). These studies indicated that CD45 was, in fact, a
required positive regulator of T cell activation. An expla-
nation for this surprising result came from studies demon-
strating that a key substrate for CD45 is a tyrosine residue
in the carboxyl-terminal region of src family kinases (46), a
tyrosine that, when phosphorylated, diminishes the ability
for the PTK to function. Thus, the model arose for CD45
being permissive for TCR-stimulated lck or fyn activation
by dephosphorylating a tyrosine that would otherwise im-
pede src family PTK function (Figure 11.3).

Although there is a single gene for CD45, there are mul-
tiple isoforms expressed on the surface of immune cells,
due to alternative splicing of exons that comprise the extra-
cellular domain of this transmembrane phosphatase (47).
The importance of these alternative forms of CD45 is sug-
gested by the fact that their expression is highly regulated
and that different forms of CD45 predominate in cells with
different functions (e.g., resting versus activated or mem-
ory T cells). The appreciation of the regulated expression
of the different isoforms led to an intensive search for lig-
ands that are specific for the different CD45 splice vari-
ants, the results of which remain elusive. It was suggested
that the extracellular domains of CD45 contain signals im-
portant for dimerization of the phosphatase, an event that
is speculated to alter the ability of CD45 to dephospho-
rylate substrates (either through changing enzymatic ac-
tivity or substrate availability) (48). Support for this no-
tion comes from a study of mice with a mutation of CD45
knocked into the locus that is predicted to interrupt CD45

FIGURE 11.3 Dynamic regulation of src family PTKs by a kinase and a phosphatase. Src family
PTKs possess a carboxyl-terminal tyrosine that, when phosphorylated, mediates an intramolecular
interaction that diminishes enzymatic activity. Phosphorylation of this tyrosine is highly regulated,
being mediated by the kinase csk (carboxy-terminal Src kinase) and its dephosphorylation by the
phosphatase CD45. When dephosphorylated, src PTKs adopt a more open conformation that is
permissive for their activation. This feature of src PTK control makes CD45 an essential positive
regulator of T cell activation and csk an effective inhibitor.
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dimerization (49). Mice expressing this CD45 mutant ex-
hibit autoimmunity, suggesting unimpeded activation of
immune cells. This idea has been extended to human
immune-mediated diseases with the recent description of
polymorphisms of the CD45 gene being correlated with
multiple sclerosis, autoimmune hepatitis, and other au-
toimmune disorders (50). Exactly how these alterations in
the gene translate into abnormal CD45 function remains
to be determined.

Given the importance of the carboxyl-terminal tyrosine
of src family PTKs as a controller of kinase activity, it is
not surprising that phosphorylation (in addition to de-
phosphorylation) of this residue is a regulated event. Csk
(carboxyl-terminal src kinase) opposes the action of CD45
by catalyzing the phosphorylation of this inhibitory tyro-
sine (51) (Figure 11.3). Thus, one means to control the
likelihood that engagement of the TCR will result in T cell
activation is how csk versus CD45 action is balanced. Ex-
actly how this balance is accomplished appears to rest in
large part on where in the cell CD45 and csk reside and
which enzyme is found in proximity to the src PTKs. This

subcellular localization of the src PTK regulators is a com-
plex process that involves a chaperone protein for csk (dis-
cussed later) and regulated movement of CD45 before and
during TCR engagement.

SIGNALS DOWNSTREAM OF THE PTKs

The discovery of the essential role played by PTKs for T cell
activation was followed by a search for substrates of these
PTKs in an effort to understand how activation of these
kinases leads ultimately to T cell effector function. Among
these substrates are key components of several signal
transduction pathways known to be essential for activa-
tion of multiple cellular lineages. One of the critical second
messenger cascades is initiated when the TCR-stimulated
PTKs phosphorylate and activate phospholipase C γ 1
(PLCγ 1), an enzyme that hydrolyzes the membrane phos-
pholipid phosphatidylinositol-1,4-bisphosphate (PIP2)
into a soluble sugar, inositol-1,4,5-trisphosphate (IP3),
and the lipid diacylglycerol (DAG) (52) (Figure 11.4). IP3

FIGURE 11.4 Binding of the TCR initiates the phosphatidyl inositol second messenger cascade.
One of the most important signaling pathways initiated by engagement of the TCR begins by ac-
tivation of phospholipase c γ 1 (PLCγ 1). This enzyme catalyzes the hydrolysis of the membrane
phospholipid phosphatidylinositol-1,4-bisphosphate (PIP2) into two products, the soluble sugar
inositol-1,4,5-triphosphate (IP3) and the lipid diacylglycerol (DAG). IP3 interacts with its receptor
on the endoplasmic reticulum causing a release of intracellular calcium. Increased cellular calcium
activates a calcium-regulated calcium channel (CRAC) and calcium-dependent enzymes such as
calcineurin, a phosphatase that dephosphorylates nuclear factor of activated T cells (NFAT), allow-
ing this transcription factor to enter the nucleus. DAG activates members of the protein kinase C
(PKC) family and the Ras signaling pathway via the Ras exchange factor, RasGRP1. PKCs activate
the NFκB transcription factor, and a Ras-stimulated kinase cascade including Raf and members
of the mitogen-activated protein kinase (MAPK) family activates activator protein-1 (AP-1).
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binds to its receptor on the endoplasmic reticulum (ER),
causing a release of calcium from this organelle.

The increase in cytosolic free calcium in TCR-
stimulated cells occurs in two phases. The initial burst in
calcium release from the ER (mediated by the interaction
between IP3 and its receptor) is followed by a more sus-
tained increase in calcium that is mediated by activation of
a calcium-regulated membrane channel designated CRAC
(calcium release-activated calcium channel) (53). While it
was clear that such a channel existed and that its func-
tion was essential for T cell activation to occur and be
sustained, the identity of this channel until recently was a
mystery. Studies of a patient with severe combined immun-
odeficiency coupled with a novel genetic screen demon-
strated that at least one CRAC component critical for T
cell activation is the product of the orai1 gene, a trans-
membrane protein found in multiple cell lineages (54).
This discovery is one of many examples of how investi-
gators, studying human immune disorders, have added to
our fundamental knowledge of the mechanisms by which
immune cells translate antigen receptor occupancy to an
effector immune response. Experiments are now under-
way to determine the molecular nature of the entire chan-
nel and its mode of regulation.

TCR-mediated increases in cellular calcium activate
several calcium-dependent enzymes, including the ser-
ine phosphatase calcineurin (55). When activated, cal-
cineurin dephosphorylates nuclear factor of activated T
cells (NFAT), allowing NFAT to leave the cytosol and enter
the nucleus, where it cooperates with other transcription
factors to stimulate expression of key T cell activation-
associated genes (56). NFAT activation is terminated by
kinases in the nucleus that phosphorylate the transcrip-
tion factor, leading to its nuclear export back to the cytosol
(57,58). In the cytosol, it can again be dephosphorylated
by calcineurin and transported back to the nucleus, if the
appropriate activation conditions are still in place. The key
role that calcineurin and the NFAT pathway play in T cell
activation is underscored by the efficacy of cyclosporine,
a pharmacologic inhibitor of this pathway, as a clinically
important immunosuppressive agent (59).

The other hydrolysis product of PIP2, DAG, is also criti-
cal for T cell activation (Figure 11.4). DAG functions by
binding to specialized motifs on several other proteins,
including members of the protein kinase C (PKC) family
and RasGRP1, a guanine nucleotide exchange factor (GEF)
for the small molecular weight GTP-binding protein Ras
(60). DAG binding activates the PKCs and promotes the
ability of RasGRP1 to allow Ras to release GDP and bind
GTP (61). PKCs phosphorylate several key substrates (dis-
cussed later), while activated Ras stimulates yet another
series of kinases. These kinases include Raf and different
members of the mitogen-activated protein kinase (MAPK)
family (62). Collectively these signals are integrated, lead-
ing to the activation of other transcription factors criti-

cal for initiating the genetic program for T cell activation.
Among these key transcription factors are the AP-1 (acti-
vator protein-1) complex (that cooperates with NFAT) and
members of the NFκB family (63).

Although much has been learned about TCR signal
transduction, many of the details regarding the molecu-
lar events critical for its activation remain unknown. For
example, although it has been shown that the src family
PTK fyn associates directly with CD3 components and that
the src PTK lck is brought into the activation complex via
the association of lck with the important coreceptors CD4
and CD8, exactly how ligand binding to the TCR α and
β chains is translated into increased enzymatic activity of
the src PTKs is unclear. Additionally, it is not known if
activation of the src PTKs is sufficient for CD3 ITAM phos-
phorylation or if other TCR-mediated events are required.
For example, it has been argued that ligand binding to the
TCR induces a conformational change in the entire TCR
complex, making the CD3 ITAMs susceptible to phospho-
rylation by lck and/or fyn; however, a detailed explanation
of this conformational change has not yet been provided
and remains an important area for future discovery.

HEMATOPOIETIC-SPECIFIC ADAPTER
PROTEINS ARE CRITICAL FOR T CELL
ACTIVATION

Insights into how TCR-stimulated PTK activation initi-
ates the PLC signaling cascade arose from the discovery
of two adapter proteins: linker of activated T cells (LAT)
(64) and SH2 domain-containing leukocyte-specific phos-
phoprotein of 76 kDa (SLP-76) (65) (Figure 11.5). Adapter
proteins are molecules that possess no intrinsic catalytic
activity but act as scaffolds to create multimolecular com-
plexes, bridging receptors with their downstream effector
molecules. LAT is a transmembrane protein that resides
largely in lipid rafts, membrane microdomains enriched
in cholesterol, due to palmitoylation of two cytoplasmic
cysteines within the juxtamembrane region of LAT (66).
Upon TCR ligation, LAT becomes tyrosine phosphorylated
on multiple residues, providing docking sites for other pro-
teins that possess SH2 domains. Among the proteins that
bind to phosphorylated LAT are effector molecules (e.g.,
PLCγ 1) and phosphatidylinositol 3-kinase (PI3K), a lipid
kinase that activates a cascade of important second mes-
sengers. While TCR engagement appears to simulate the
PI3K pathway, ligation of coreceptors on T cells, in par-
ticular CD28, is much more effective at initiating this sig-
naling cascade and is discussed in more detail later in this
chapter. Phosphorylated LAT also associates with the SH2
domain of growth factor receptor binding protein 2 (Grb2),
an adapter molecule that binds constitutively to son of
sevenless (SOS), a GEF that allows Ras to bind to GTP.
Although Grb2/Sos appears less important than RasGRP1
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FIGURE 11.5 Adapter molecules are proteins that contain modular domains that function by
mediating interactions with other molecules in the cell. Shown here are several adapters (not
drawn to scale) mentioned in the text, containing some but not all of the possible protein interac-
tion domains. Src homology 2 (SH2) domains mediate interactions with other proteins phospho-
rylated on tyrosine residues, SH3 domains associate with other proteins that are rich in proline
residues, proline-rich regions (Pro) bind to other proteins with SH3 domains, and residues that are
themselves substrates of protein tyrosine kinases (P-Y) allow for interactions with other proteins
that possess SH2 domains. Some adapters are cytosolic, while others possess transmembrane
domains (TM), allowing their insertion into the plasma membrane. These adapters may also pos-
sess juxtamembrane cysteines (C) that are posttranslationally modified for targeting to lipid rafts
within the membrane (see text for details). LAT, linker for activated T cells; PAG/Cbp, phospho-
protein associated with glycosphingolipid-enriched domains/csk-binding protein; SLP-76, SH2
domain-containing leukocyte-specific phosphoprotein of 76 kDa; SAP, SLAM-associated protein;
GADS, Grb2-related adapter downstream of Shc.

for Ras activation in T cells, genetic studies indicate that
this pathway is important for optimal T cell function (67).
When phosphorylated, LAT inducibly associates with an-
other member of the Grb2 family, Grb2-related adapter
downstream of Shc (Gads) (68). The LAT/Gads interac-
tion is critical, because Gads binds constitutively to SLP-76
(69).

Like LAT, SLP-76 is a hematopoietic-specific adapter
molecule. SLP-76 possesses three functional domains: an
amino-terminal region that becomes phosphorylated upon
TCR engagement and inducibly binds to other proteins
with SH2 domains, a central proline-rich region allowing
it to bind to proteins with src homology 3 (SH3) domains
constitutively, and a carboxyl-terminal SH2 domain allow-
ing SLP-76 to bind to other proteins that are themselves
phosphorylated on tyrosines (70). In resting cells, SLP-76
associates with Gads in the cytosol. Upon TCR engage-
ment and LAT phosphorylation, the SLP-76/Gads complex
is recruited to LAT (and lipid rafts). Because both SLP-
76 and LAT bind independently to PLCγ 1, the associa-
tion between SLP-76 and LAT (mediated by Gads) stabi-
lizes the recruitment of this critical enzyme, enhancing its
ability to interact with PIP2 within the membrane (71).
PLCγ 1 function is enhanced further, because SLP-76 as-
sociates also with ITK, a tec family PTK that phospho-

rylates PLCγ 1. In addition to recruiting PLCγ 1 and ITK
to LAT and lipid rafts, SLP-76 binds to Vav, a GEF crit-
ical for TCR-induced changes in the cytoskeleton, Nck,
an adapter that cooperates in this same pathway, and
adhesion- and degranulation-promoting adapter protein
(ADAP), an adapter that coordinates TCR signaling to in-
tegrins (72,73) (Figure 11.6).

In addition to stimulation of the PLCγ 1-dependent
pathway, TCR complex engagement results in numerous
other downstream signals that are essential for full T cell
activation. As alluded to earlier, TCR ligation results in an
alteration of the cytoskeleton characterized by polymer-
ization of actin and T cell shape change (74). This process
requires Vav, a protein with adapter domains and a re-
gion that enhances the exchange of GDP for GTP on mem-
bers of the Rac and Rho family of small molecular weight
GTPases (75). Tyrosine phosphorylation of Vav leads to
both enhancement of its GEF function as well as its bind-
ing to a number of other proteins in the T cell activation
pathway. Vav is critical as a regulator of the T cell cytoskele-
ton and as a modulator of T cell migration and adhesion af-
ter activation. This requires the GEF activity of Vav acting
on Rac proteins and another GTP-binding protein, Cdc42,
to increase actin polymerization at the leading edge as T
cells migrate. Vav also is necessary for the redistribution of
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FIGURE 11.6 TCR binding results in the formation of a multimolecular signaling complex criti-
cal for initiating several signaling pathways. Following TCR engagement, inducible tyrosine phos-
phorylation of the two adapters linker of activated T cells (LAT) and SH2 domain-containing
leukocyte-specific phosphoprotein of 76 kDa (SLP-76) results in a multimolecular complex that
couples protein tyrosine kinase (PTK) activation to downstream signaling events. Activation of
lck, fyn, and ζ -associated protein of 70 kDa (ZAP-70) leads to phosphorylation of LAT. SLP-76,
which binds constitutively to Gads, is recruited to phospho-LAT, because the Gads SH2 domain
has affinity for several of the LAT phosphorylation sites. Phospholipase Cγ 1 (PLCγ 1) binds to
both SLP-76 and LAT, bringing this enzyme into the complex. PLCγ 1 is activated when it is phos-
phorylated by a series of PTKs, including ITK, a tec family PTK that is also recruited by SLP-76.
Activated PLCγ 1 then initiates the calcium and DAG signaling pathways described for Figure 11.4.
In addition to binding the effectors of this signaling pathway, SLP-76 also recruits adhesion- and
degranulation-promoting adapter protein (ADAP) to the complex, enhancing integrin activation.
The LAT/SLP-76 complex also promotes alterations in the cytoskeleton by recruiting Vav and Nck
to the site of TCR engagement.

molecules on the surface of T cells, most notably integrins,
during T cell activation (76). Analyses of mice deficient in
Vav reveal that this protein has additional effects, including
modulation of TCR-stimulated increases in calcium mo-
bilization and activation of ERK (77). Expression of Vav
mutants on the background of Vav-null T cells will provide
insights into how the various domains of this molecule
function, allowing it to have its multiplicity of effects on T
cell activation.

Another important regulator of actin polymerization
in activated T cells is the Wiskott-Aldrich syndrome pro-
tein (WASP), a protein that is either absent or mutated
in an immunodeficiency syndrome that is characterized
by defective B and T cell immunity and platelet function
(78). WASP is brought into the TCR-stimulated activation
complex by its association with Nck, but it is activated
through its association with Vav (79,80). These two path-
ways are linked, as both Vav and Nck bind to phosphory-
lated SLP-76. Biochemical and genetic studies have shown
that WASP functions as a regulator of the cytoskeleton by

activating the Arp2/3 complex that is critical for initiating
actin polymerization, directed T cell migration, and T cell
adhesion (81) (Figure 11.7). However, this mechanism is
not the only one by which TCR engagement promotes alter-
ation in the cytoskeleton, as T cells with mutations in these
signaling components still manifest actin polymerization,
albeit with less efficiency.

T CELL ACTIVATION OF
SERINE/THREONINE KINASES

One of the earliest observations made in the study of sig-
naling events that occur following TCR engagement was
that treatment of T cells with phorbol esters (DAG-like
molecules) plus calcium ionophores could recapitulate the
activation events seen with receptor binding (82). This
work led quickly to the notion that PKC (as the target
of phorbol esters) was an important component of the
TCR signaling cascade. As studies began to uncover the
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FIGURE 11.7 The LAT/SLP-76
complex stimulates cytoskeletal
changes by recruiting the WASP
signaling complex. Recruitment
of SH2 domain-containing
leukocyte-specific phospho-
protein of 76 kDa (SLP-76)
to linker of activated T cells
(LAT) via Grb2-related adapter
downstream of Shc (GADS)
(described in detail for Figure
11.6) initiates changes in the
cytoskeleton by localizing active
Vav, Cdc42, Wiskott-Aldrich
syndrome protein (WASP), and
the Arp2/3 complex, resulting in
actin polymerization. This is one
of several ways in which the TCR
engagement causes alterations
in the cytoskeleton, a key step
for T cell migration and effector
function.

importance of PTKs in T cell activation, experiments ex-
amining particular PKC family members and the poten-
tial role of other serine/threonine kinases lagged. Recently,
however, there have been numerous reports of the impor-
tance of these second messengers for effective T cell re-
sponses.

Understanding the role of PKC in T cell activation is
complicated by the fact that there are multiple members
of the PKC family (83). The PKC isoform that has re-
ceived the most attention as a regulator of T cell func-
tion is PKCθ , an enzyme that exhibits an intriguing sub-
cellular localization pattern. In resting T cells, PKCθ is
found in the cytosol; however, upon engagement of the
TCR complex, it quickly translocates to the site of the en-

gaged receptor (84). Following this observation, investiga-
tors generated mice targeted for PKCθ deletion and dis-
covered a requirement for this enzyme in TCR-induced
activation of the NFκB pathway (85) (Figure 11.8). The
signaling pathway downstream of PKCθ is becoming clear,
as mounting evidence has shown that PKCθ phospho-
rylates CARMA1 (caspase-recruitment domain [CARD]
membrane–associated guanylate kinase [MAGUK] pro-
tein 1), an adapter protein that when phosphorylated nu-
cleates a molecular complex including two other signal-
ing proteins, MALT1 (mucosa-associated-lymphoid-tissue
lymphoma-translocation gene 1) and Bcl10 (B cell lym-
phoma 10) (86). The resultant complex recruits yet another
serine kinase, IKK (inhibitor of NFκB [IκB] kinase) that,

FIGURE 11.8 Engagement of the TCR results in
PKC-mediated activation of the NFκB pathway.
Following TCR stimulation, protein kinase C θ
(PKCθ ) becomes activated, in part via the gener-
ation of diacylglycerol (DAG) (see Figure 11.4).
PKCθ then phosphorylates caspase-recruitment
domain (CARD) membrane–associated guanylate
kinase (MAGUK) protein 1 (CARMA1), which
forms a complex with two other proteins, B cell
lymphoma 10 (Bcl10) and mucosa-associated-
lymphoid-tissue lymphoma-translocation gene 1
(MALT1). Together, these proteins activate in-
hibitor of NFκB (IκB) kinase (IKK), which phos-
phorylates IκB, a negative regulator of NFκB.
Upon its phosphorylation, IκB is degraded, allow-
ing NFκB to escape the cytosol and enter the nu-
cleus. Adapted from Matthews SA, Cantrell DA.
Current Opinion in Immunology. 2006;18:314–
320.
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when activated, leads to the degradation of IκB, a nega-
tive regulator of the NFκB transcription factor (87). Loss
of IκB allows NFκB to escape the cytosol and enter the
nucleus, where it can transactivate genes critical for T cell
activation, including the gene for IL2, a cytokine essential
for T cell proliferation.

Recent studies have embarked on the difficult task of
unraveling the roles of the other members of the PKC fam-
ily in the regulation of T cell activation. Investigators have
made use of mice with targeted deletion of genes for par-
ticular isoforms and pharmacologic inhibitors or activa-
tors that are relatively selective for different PKC enzymes.
The collective results of these studies indicate that PKC en-
zymes other than PKCθ are also essential for T cell func-
tion, in particular to mediate T cell adhesion and migra-
tion, both critical steps to position T cells appropriately to
respond to antigenic challenges (60). To add to the com-
plexity of how PKC functions in T cells, it appears that
members of the PKC family may serve as negative regula-
tors of immune cell function, a finding that has important
implications when one considers PKC as a potential ther-
apeutic target (88).

One difficult but useful approach to decipher the role of
PKC in T cell activation has been to search for substrates
of the kinases. Antibodies have now been developed that
are able to detect signature sequences of phosphorylated
residues that are targets for PKC enzymes. These reagents
have been used to identify protein kinase D (PKD) as a
protein that is inducibly phosphorylated by PKC follow-
ing TCR engagement (89). Multiple PKC isoforms have
been shown to be capable of phosphorylating PKD. The
consequences of PKC phosphorylation of PKD have been
described best in nonlymphoid cells; however, there is con-
siderable evidence that PKD plays a role regulating the ac-
tivity of small molecular weight GTPases in T cells (90,91),
which are critical for inside-out signaling from the TCR
to integrins (see later discussion). Additional work has
shown that subcellular localization of PKD is also a key
determinant in its function and that PKD phosphorylation
likely plays a role in its trafficking within the cell. Other
serine/threonine kinases and their substrates have been
identified recently as important for T cell function, includ-
ing AMPK (5′AMP-activated protein kinase), a regulator
of glucose metabolism and cellular bioenergetics (92). It
is anticipated that with the advent of improved reagents,
additional serine kinases will be identified that are critical
for T cell development and function.

INSIDE-OUT SIGNALS FROM THE TCR
TO INTEGRINS

In addition to activation of genes important for T cell effec-
tor function, TCR engagement primes the cell to respond to
other activating stimuli. One mechanism for this priming

is a TCR-inducible increase in avidity of integrins for their
ligands. Integrins are cell surface receptors that mediate
interactions between other cells or the extracellular matrix
(93). Increased adhesion of T cells to antigen presenting
cells (APCs) via integrins increases the stability of the as-
sociation between the TCR and antigen/MHC (also present
on the APCs), thus potentiating the ability of the TCR
to transduce its activating signals. The process of TCR-
induced changes in integrin avidity is known as “inside-
out” signaling, as intracellular signals initiated by the TCR
feed back onto the integrins to change their surface proper-
ties (Figure 11.9). The biochemical basis of inside-out sig-
naling requires many of the same components as signals
leading to transcriptional activation of cytokine genes, in-
cluding the src PTKs, ZAP-70, LAT, SLP-76, and Vav. How-
ever, it appears that an additional set of adapter proteins
is essential to translate TCR engagement into increased
integrin avidity. These proteins include ADAP, src kinase–
associated phosphoprotein of 55 kDa (SKAP55), and Rap1-
GTP interacting adapter molecule (RIAM) (94,95). Recent
data suggest that for maximal integrin function, it is nec-
essary to form a complex of SLP-76/ADAP/SKAP55/RIAM
to bring the Rap1 GTPase to the cell surface. Active Rap1,
when expressed as a transgene in T cells, increases T cell
adhesion by stimulating clustering of LFA-1 (leukocyte
function-associated antigen 1), making it a better binder
to its ligand, ICAM-1 (intercellular adhesion molecule-1)
(96). A potential link between Rap1 and integrin function
has been provided by the observation that for active Rap1
to function as an enhancer of integrin avidity, it must bind
one additional protein, RAPL (regulator of adhesion and
cell polarization enriched in lymphoid tissues), which has
been shown to bind directly to LFA-1 (97). Collectively,
these studies, making use of biochemical and imaging ap-
proaches in cell lines and genetically altered mice, have re-
vealed an intricate pathway that at least partially explains
how inside-out signaling couples the TCR complex to in-
tegrins.

The pathway described results in clustering of integrins
on the T cell surface, thus increasing their avidity for li-
gands. It is known additionally that engagement of the
TCR complex results in a change in the integrins them-
selves, so that their binding affinity for ligand is increased.
The structural basis for the change in affinity has been
described in a series of elegant experiments that have cap-
tured and visualized integrins in their resting state, in a
transitional state, and in their most active conformation
(98). It is not clear exactly what biochemical event is the
most critical for inducing these conformational changes,
but possibilities include posttranslational modifications of
the integrin cytoplasmic domains (e.g., by PKC). The en-
tire spectrum of the signals downstream of the TCR that
are necessary for integrin clustering and avidity changes
remain unknown, but considerable work has implicated
Vav and other cytoskeletal regulators (76).
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FIGURE 11.9 TCR engagement leads to increased avidity of integrins. The signaling complex
described in Figure 11.4 recruits another series of adapter proteins including adhesion- and
degranulation-promoting adapter protein (ADAP), src kinase-associated phosphoprotein of 55
kDa (SKAP-55), and Rap1-GTP interacting adapter molecule (RIAM). Together, these molecules
allow the activated form of the GTPase Rap1 to be recruited to the membrane in the vicinity of
integrins. Active Rap1 (likely via effector molecules such as regulator of adhesion and cell polar-
ization enriched in lymphoid tissues [RAPL]) stimulates clustering of integrins, hence increasing
their avidity for ligand. Genetic experiments have also implicated Vav in this process. In addition
to increasing integrin clustering, TCR stimulation also activates a signaling pathway that causes
alterations in integrin conformation resulting in increased affinity for ligand.

T CELL COSTIMULATION

One of the most striking features of T cell activation is that
engagement of the TCR complex alone, while stimulating
multiple second messenger cascades, is not sufficient to
activate a mature peripheral T cell. In fact, such stimu-
lation often results not only in failed activation but also
in a long-lived state of T cell unresponsiveness known as
anergy (see Chapter 30 and ref [99]). Effective T cell ac-
tivation therefore requires two signals: signal 1 initiated
by engagement of the TCR complex, and signal 2 initi-
ated by binding of one of several costimulatory receptors
that transduce independent signals or enhance the signal-
ing cascades initiated by engagement of the TCR complex
(Figure 11.10). Although there are no conclusive data to
explain the need for two signals to drive full T cell ac-
tivation, one attractive model is that such a system al-
lows for an extremely sensitive antigen receptor that is
“held in check” by the requirement for a second signal to
ensure that activation occurs only at the right time and
place. This model predicts that the second signal should re-
quire an interaction between the T cell and the appropriate
APC, a prediction that has been born out by experimental
data.

Although there are a number of costimulatory recep-
tors on T cells that are able to provide the essential second
signal in various experimental models, CD28 appears to
be the most physiologically relevant. CD28, a cell surface
homodimer, is present on virtually all CD4+ T cells and

the majority of CD8+ T cells (100). It is bound by mem-
bers of the B7 family of ligands (predominantly B7-1 [also
known as CD80] and B7-2 [now designated CD86]) that are
present, as would be predicted, on APCs. In fact, members
of the B7 family are only expressed at low levels on resting
APCs (e.g., quiescent macrophages or immature dendritic
cells [DCs]), but as innate immune cells begin to signal the
presence of pathogens, one important response is the in-
duction of both MHC class II and the CD28 ligands, making
APCs better able to deliver both signals 1 and 2 (see Chapter
15 and ref [101]). The importance of CD28 has been estab-
lished in vivo through analysis of mice made deficient in
the gene. Although these animals are still able to mount
immune responses, they occur much less efficiently than
in wild type mice (102).

Since the identification of CD28 as a major inducer of
signal 2, many studies have been performed to determine
the critical biochemical event initiated by CD28 that pre-
vents T cells from becoming anergic and instead initiates
activation (100) (Figure 11.11). As is the case for other co-
stimulatory receptors on T cells, one consequence of CD28
ligation is more efficient signal transduction by the TCR
complex, resulting in enhanced as well as prolonged acti-
vation of downstream pathways (100). Exactly how CD28
engagement results in enhanced TCR signaling remains
obscure, but mechanisms that have been hypothesized in-
clude stabilization of the TCR/APC interaction, decreased
turnover of the receptor, or synergistic recruitment of ef-
fector molecules.
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FIGURE 11.10 Two signals are required for productive T cell
activation. Engagement of the TCR by peptide/MHC results in
activation of multiple second messenger pathways. These signals
by themselves, however, are not sufficient to stimulate T cell pro-
liferation or differentiation into effector cells. In fact, delivery of
signal 1 alone results in T cells becoming unresponsive to antigen
encounter, in some model systems, exhibiting long term “anergy.”
When signal 1 is delivered concurrently with a costimulatory sig-
nal (signal 2), instead of being rendered anergic, T cells are stim-
ulated to expand and develop effector function. There are many
molecules that can deliver signal 2 to activate a T cell, the pro-
totype being CD28 when bound by members of the B7 family of
ligands present on APCs.

Although microarray analysis to date has not revealed
qualitative changes in gene transcription during T cell co-
stimulation (103,104), there is compelling evidence that
in addition to augmenting TCR signals, CD28 engagement
results in unique second messenger signaling events. The
first demonstration of such a unique CD28 signal came
from mutagenesis studies demonstrating that within the
promoter for the IL2 gene is a specific sequence, desig-
nated the CD28 RE (response element), that when altered
abrogates CD28-mediated transcriptional up-regulation of
the IL2 promoter while leaving TCR-mediated activation
largely intact (105). The CD28RE acts in conjunction with
the adjacent AP-1 site to form a unique composite element,
RE/AP, whose activation absolutely requires two signals for
stimulation, in contrast to other transcriptional elements
from the IL2 promoter, such as NFAT, which can be acti-
vated by TCR stimulation alone (106). In addition, CD28
clearly relies on signals that are different from those in-
duced by the TCR, since CD28 signaling leading to the up-
regulation of RE/AP and IL2 is cyclosporine insensitive, in

FIGURE 11.11 Costimulation of T cells by CD28 activates nu-
merous signaling events. Stimulation of CD28 by its ligands
on APCs results in enhanced signaling via the TCR as well as
stimulation of additional second messengers. One such signal-
ing pathway is activation of the phosphatidyl inositol-3 kinase
(PI3K) pathway that leads to increased enzymatic activity of
AKT, a serine kinase that promotes cellular survival and glucose
metabolism. CD28 engagement potentiates cytokine production
both by inducing mRNA stability and by stimulating transcrip-
tion through unique promoter elements (e.g., the CD28 response
element [CD28RE]). Additionally, CD28 stimulation results in ac-
tivation of c-Jun kinase and several protein arginine methyltrans-
ferases. Adapted from Alegre ML, et al. Nature Reviews Immunol-
ogy. 2001;1:220–228.

contrast to TCR-stimulated signals (106,107). However, it
remains unclear exactly what biochemical signals are nec-
essary to uniquely activate this region of the Il2 promoter.

In addition to increasing the transcription of the Il2
gene, CD28 has been shown to enhance IL2 production by
stabilizing mRNA for this cytokine (108). This outcome of
CD28 signaling is not unique to the Il2 gene, as compelling
data exist for the ability of CD28 to significantly enhance
mRNA half-life of multiple other cytokine genes. The tran-
scripts that respond to CD28 in this manner are alike, in
that they have stretches with many adenosine and uracil
bases (so-called AU-enriched sequences) 3′ to the transla-
tional stop codons. Again, the precise biochemical mech-
anism for the CD28-stimulated mRNA stability remains
unclear; however, there is evidence to suggest that one
important signal is activation of c-Jun kinase, a pathway
stimulated strongly by CD28 engagement (ref [109]; dis-
cussed later).

Many laboratories have searched for the unique sig-
nal(s) initiated by CD28 engagement separate from those
seen following stimulation of the TCR complex. One path-
way critical for effective T cell responses that appears to
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be relatively selectively stimulated by CD28 is activation of
phosphatidyl inositol-3 kinase (PI3K), a lipid kinase that
phosphorylates the membrane lipid PI(4,5)P2 (110). CD28
appears to communicate with this signaling pathway via
phosphorylation of a key residue within the CD28 cyto-
plasmic tail (the tyrosine within a YMNM motif), leading
to recruitment of the p85 subunit of the PI3K complex.
The result is an altered lipid composition of the membrane
in the vicinity of engaged CD28 with subsequent recruit-
ment of other molecules containing pleckstrin homology
(PH) domains, such as the tec family kinases and a ser-
ine/threonine kinase, AKT (111). The concurrent recruit-
ment of PDK1, PDK2, and AKT to the plasma membrane
results in dual phosphorylation of AKT by PDK1 and PDK2
at two key regulatory sites, resulting in AKT activation,
which in turn stimulates a cascade of signaling events lead-
ing to enhanced cell survival. Mounting evidence supports
the notion that activation of this pathway is important for
effective T cell costimulation and inhibition of an apopto-
sis program.

The finding that CD28 potentiates cell survival has led
to the investigation of other signals stimulated by CD28
binding, but not by engagement of the TCR, that lead ulti-
mately to protection from apoptosis. Experiments in other
cellular systems have shown that the balance between var-
ious members of the MAPK family of enzymes, in particu-
lar the relative activation of the ERK (extracellular signal-
regulated kinase) versus Jun kinase pathways, is a critical
determinant of cell survival. These findings led to a series of
studies in T cells demonstrating that engagement of CD28
is a potent activator of c-Jun kinase, whereas ERK activa-
tion appears to be driven mainly by TCR ligation (109). It
remains unclear, however, whether this is the pivotal differ-
ence in the cell signaling program that dictates survival of
stimulated cells. Regardless of whether ERK versus Jun ki-
nase activation is the critical step, many experiments have
now shown that CD28 engagement does up-regulate im-
portant anti-apoptotic genes, including Bcl2 family mem-
ber proteins (112–114).

Several intriguing reports suggest other possible mech-
anisms for CD28 to deliver its unique signals. Like phos-
phorylation of serine, threonine, or tyrosine residues,
protein methylation appears to be an important posttrans-
lational modification that modulates function, although
in most cases the mechanism for altered function is not
known. With the advent of improved detection approaches
and the cloning of genes encoding protein arginine methyl-
transferases, it has become apparent that arginine methy-
lation of proteins is important in many biologic systems,
most often to regulate activity of transcription factors.
Recent work has shown that TCR engagement has only
a minor effect on protein arginine methyltransferase ac-
tivity in T cells; however, costimulation via the TCR with
CD28 (and even CD28 engagement alone) results in po-
tent activation of the methyltransferases (115). Substrates

of these enzymes are being isolated. To date, molecules
identified include several that are critical for T cell activa-
tion including Vav and an NFAT-associated protein known
as NFAT-interacting protein 45 (NIP45) (116). Another re-
cently described model for CD28 function is costimulation-
dependent changes in cellular energy metabolism. This in-
triguing model has attracted a great deal of attention, as it
suggests that glucose uptake and utilization is a cause not
a consequence of enhanced T cell activation (117).

CD28 signals are major costimuli for T cells, and CD28
has many functions. It is likely that only through a com-
bination of its many described effects on signaling path-
ways can the full impact of CD28 engagement be realized.
Many investigators continue to work on CD28, anticipat-
ing that understanding the molecular basis for how CD28
contributes to T cell activation will provide new opportu-
nities to modulate immune cell function for therapeutic
purposes.

THE CD28-RELATED RECEPTOR ICOS
COSTIMULATES ACTIVATED T CELLS

CD28 is expressed at high levels on resting T cells and plays
a critical role in the initial activation of cells once they en-
counter antigen/MHC on an activated APC. More recent
studies have identified another member of the CD28 family,
inducible costimulator or ICOS (118). In contrast to CD28,
ICOS expression is low on naı̈ve cells but up-regulated
on cells stimulated via their TCR (119). Although CD28
stimulation is not absolutely required for ICOS induction,
engagement of CD28 promotes ICOS expression, further
suggesting that these two related proteins function sequen-
tially during T cell activation. ICOS does not bind to either
B7-1 or B7-2, but instead it interacts with a novel member
of the B7 family known as ICOS ligand (120). ICOS ligand
is expressed more broadly than B7-1 or B7-2, as it is found
on nonhematopoietic cells following stimulation with in-
flammatory cytokines. This expression provides one likely
explanation for how activated, ICOS-bearing T cells can be
stimulated in tissues that may be deficient in professional
APCs but that have been induced to express ICOS ligand.

ICOS is a disulfide-linked homodimeric glycoprotein
that, like CD28, contains a binding site for the p85 subunit
of PI3K in its cytoplasmic domain. When engaged, ICOS
stimulates greater PI3K activity than does CD28, but some
of the other CD28 effectors (e.g., Ras and Jun kinase) are
not activated upon the binding of ICOS to its ligand. As
expected based on these differences, there are overlapping
but also distinct consequences of stimulating T cells via
ICOS versus CD28. Both enhance T cell–mediated cytokine
production; however, ICOS does not up-regulate IL2. ICOS
appears to be more important in regulating the ability of
T cells to provide help to B cells, both for Ig class switch-
ing and for formation of mature germinal centers (121).
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Because of its expression and role on activated T cells,
many investigators have considered ICOS blockade as
an attractive target to interfere with ongoing, unwanted
immune responses. Interruption of the interaction be-
tween ICOS and its ligand has been shown to amelio-
rate immune-mediated disorders such as collagen-induced
arthritis or experimental allergic encephalomyelitis, two
well-studied models of autoimmunity in mice (122).

ADDITIONAL RECEPTORS THAT
MODULATE T CELL RESPONSES

In addition to CD28 and ICOS, other cell surface recep-
tors have been identified that, when engaged, either aug-
ment the efficiency of TCR signaling or provide additional
signals that potentiate T cell activation. These receptors
include integrins that when bound to ligands on APCs sta-
bilize the contact between APCs and T cells, thus allowing
for more effective interactions between the TCR complex
and MHC/peptide. In addition to inside-out signaling that
links TCR engagement to integrin function, integrins are
also known to transduce signals when they are engaged
by ligand, a process known as outside-in signaling. Many
studies have shown that at least some integrin-mediated
signaling occurs independently of the TCR but, interest-
ingly, makes use of many of the same biochemical inter-
mediates including src and syk PTKs and the adapter pro-
tein SLP-76 (but not LAT) (123). Among the major down-
stream effects of integrin stimulation are T cell spreading
and adhesion, two events that require activation of Vav
and alterations in the cytoskeleton. Integrin interactions
with their ligands are also important for creation of the
immunological synapse (see later discussion), a structure
that is thought to correctly position the TCR and its ef-
fector machinery. Other cell surface receptors have also
been shown to provide costimulatory signals for T cell ac-
tivation. Most of these receptors have been identified in
experiments where cross-linking that particular receptor
together with the TCR significantly enhances the known
signaling events, cytokine production, and T cell effec-
tor function. One important group of such receptors be-
longs to the tumor necrosis factor (TNF) family and in-
cludes CD137 (4-1BB), CD27, CD30, HVEM (herpes virus
entry mediator), GITR (glucocorticoid-induced TNF re-
ceptor), and CD134 (OX40) (124). Some of these proteins
are present on resting cells, while others in this group are
found only on cells that have already been activated and
function primarily downstream of initial T cell activation
to sustain immune responses. These receptors transduce
their signals in a way similar to other TNF receptors that
are better known as inducers of apoptosis (see the discus-
sion of CD95 [Fas] later in this chapter).

Another family of costimulatory receptors for T cells
was identified that makes use of a novel signaling pathway.

This second messenger cascade appears to be particularly
important, as mutations in one critical component lead to
a rare but devastating immune disorder known as X-linked
lymphoproliferative syndrome (XLP) (125). SLAM (signal-
ing lymphocytic activating molecule) was the first identi-
fied member of a family of T cell costimulatory receptors
that function by homotypic interactions, leading to signal-
ing cascades that are also initiated by activation of src fam-
ily PTKs (126). In studies designed to unravel how SLAM
signals, experiments were performed to identify molecules
that interact with the receptor. These experiments con-
verged with studies by other groups attempting to identify
the causal gene for XLP, leading to the identification of a
novel adapter molecule known as SLAM-associated pro-
tein or SAP. SAP is a small cytosolic adapter that consists
only of an SH2 domain and a short cytoplasmic tail. It ap-
pears to function by serving as a bridge between SLAM
(and other SLAM family receptors) and fyn (127,128). Re-
cent studies have suggested that the SAP/Fyn interaction
is critical for optimal activation of PKCθ and NFκB during
T cell activation (129) (Figure 11.12). Loss of SAP severely

FIGURE 11.12 The adapter protein SAP links the TCR to a
fyn PTK signaling pathway important for directing T cell effec-
tor differentiation. SAP (SLAM [signaling lymphocytic activat-
ing molecule]–associated protein) is a small cytosolic molecule
that associates with tyrosine (in some cases nonphosphorylated
and in other cases phosphorylated) residues in the cytoplas-
mic domains of SLAM family receptors, T cell costimulatory
molecules that are stimulated by homotypic interactions. SAP
bridges SLAM family receptors to the fyn PTK via a unique in-
teraction with the fyn SH3 domain. The SLAM/SAP/Fyn module
has been shown to function in the PKC/NFκB pathway to direct
cytokine production in activated T cells.
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impacts multiple immune cell lineages (including T cells,
NK cells, and NKT cells), suggesting that loss of this sin-
gle adapter impairs normal function of multiple receptors
(130). The consequence of SAP deficiency in the T cell com-
partment is severe perturbation of cytokine responses, in
particular after Epstein-Barr virus infection, leading to an
uncontrolled inflammatory response, ultimately causing
death in many affected children (125). Studies in several
laboratories are underway, using mice deficient in SAP as
well as mice in which mutations have been introduced into
the SAP gene, to investigate the molecular basis for SAP
function in the various lineages in which this adapter pro-
tein is expressed.

In addition to SLAM (CD150), which is expressed on T
cells, B cells, DCs, macrophages, platelets, and hematopoi-
etic stem cells, other SLAM family members include 2B4
(CD244), NTBA (Ly108), Ly9 (CD229), CD84, and CRACC
(CD319, CS1) (131). Studies performed thus far indicate
that deletion of any particular SLAM family member im-
pairs immune cell function but only to a moderate extent,
indicating that the various family members may be able to
at least partially compensate for each other. As more data
accumulate, the unique importance of each of the individ-
ual members of this family of costimulatory receptors will
become apparent.

THE IMMUNOLOGICAL SYNAPSE,
CONCENTRATING SIGNALING
MOLECULES, AND LIPID RAFTS

As the components most critical for TCR signaling became
known, efforts were made to uncover where in the cell
these molecules reside, both under resting and stimulat-
ing conditions. These studies have made use of biochem-
ical approaches to fractionate the cell and then separate
proteins using typical electrophoresis techniques, as well
as imaging modalities to visualize molecules in either fixed
samples or in real time in living cells. Early work in this
area led to the interesting observation that molecules im-
portant for T cell activation appear to cluster as the TCR
is engaged. One seminal series of experiments described
several structures that appeared in a temporally defined
fashion during T cell activation (132).

In model systems where T cells are engaged by an APC
or are stimulated by antigen/MHC on a planar bilayer that
also includes the integrin ligand ICAM-1, the first event
that can be seen is the recruitment of LFA-1 (the integrin
receptor for ICAM-1) to the point of contact between the T
cell and stimulating surface. This engagement is followed
closely by the migration of LFA-1 away from the central
contact site to a more peripheral location and the replace-
ment of LFA-1 at the center by the TCR complex (133).
The larger structure has been designated the supramolec-
ular activation cluster (SMAC), with a central region

(cSMAC), enriched quickly for the TCR, and peripheral
region (pSMAC), where LFA-1 resides. As these structures
were first being described, additional imaging approaches
making use of cytoplasmic staining techniques and expres-
sion of molecules tagged directly with fluorochromes fol-
lowed by three-dimensional reconstruction indicated that
as the cSMAC is formed, molecules known to be critical for
transducing TCR-dependent signals (e.g., PKCθ ) appeared
at the site of the engaged TCR. These findings led to the
notion of an “immunological synapse,” reminiscent of the
contact site between neurons or neurons and muscle cells,
where a concentrated stimulus interacts with aggregated
receptors to initiate a cellular response (Figure 11.13).

These early findings led to the hypothesis that forma-
tion of the immunological synapse was a necessary step
in T cell activation, as signaling efficiency would be en-
hanced by localizing the receptor and its effector molecules
to the point of contact of the TCR with antigen (134). Sub-
sequent experiments have demonstrated that this simple
model of creating the synapse to initiate TCR signaling is
unlikely to be correct, as careful kinetic analyses have doc-
umented effective TCR signaling prior to synapse forma-
tion (135). Further, as reagents have been developed to de-
tect molecules that are active in the TCR signaling pathway
(e.g., phospho-site–specific antibodies that can distinguish
active ZAP-70 molecules from ZAP-70 molecules that have
not been stimulated to increase PTK function), a surpris-
ing observation has emerged that there is a relative paucity
of active signaling molecules within the synapse. These ob-
servations have led to the suggestion that the role of the
immunological synapse is not to initiate TCR signaling but
instead to terminate activation events, perhaps by provid-
ing a site for collecting and degrading signaling molecules
(136). Another model speculates that the immunological
synapse is not critical for signaling but is necessary to di-
rect activated T cells to secrete either cytotoxic materials,
in the case of CD8+ T cells, or cytokines, in the case of
CD4+ T cells, that will influence other cells of the immune
system. It is likely that the immunological synapse plays
multiple roles (almost certainly including some that have
not yet been proposed) in the biology of T cell activation.
A complete understanding of the importance of this struc-
ture will require additional experiments that make use of
improved reagents for real time imaging of living cells.

The description of the immunological synapse insti-
gated another controversy related to how receptors and
their effector molecules position themselves within the
plasma membrane. In contrast to the longstanding fluid
mosaic model that described membranes as a sea of ho-
mogenous lipids in which proteins floated randomly, re-
cent studies have demonstrated clearly that cell mem-
branes are quite heterogeneous and that they contain large
and small islands of proteins (137). The protein islands
are not uniform; their constituents differ. Additionally, the
lipid regions of the membrane are also heterogeneous, as
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FIGURE 11.13 The immunological synapse appears at the site of the engaged TCR. The first
intermolecular interaction to occur upon encounter between an APC and T cell is the binding of
intercellular adhesion molecule-1 (ICAM-1) to its receptor leukocyte function-associated antigen-
1 (LFA-1). If there is also recognition between the TCR and MHC/peptide present on the APC,
LFA-1 moves from the center of the recognition domain to its periphery, while the TCR, bound
to peptide/MHC, aggregates within the center of the complex. Other molecules—for example, the
tyrosine phosphatase CD45—are excluded from the developing synapse. Although intracellular
signaling molecules also appear at the synapse, the kinetics of their appearance and activation
suggests that the synapse does not form to initiate T cell activation. Models for the biologic role
of the synapse are presented in the text. pSMAC, peripheral supramolecular activation cluster;
cSMAC, central supramolecular activation cluster. Adapted from Koretzky GA. T-cell activation
and inactivation. In: Rich R, et al., eds. Clinical Immunology. London: Mosby, 2001.

there are discreet domains that differ greatly in lipid com-
position, with some regions rich in cholesterol and others
where this lipid is less abundant. The cholesterol-rich re-
gions are designated lipid (or membrane) rafts, as these do-
mains float to the top of a sucrose gradient when disrupted
and subjected to ultracentrifugation. These lipid rafts are
also enriched in a subset of proteins that are posttransla-
tionally modified to contain lipid species (e.g., palmitoyl
groups) that insert preferentially into the cholesterol-rich
domains.

The role of lipid rafts in receptor signaling and how
these structures relate, if at all, to the immunological
synapse is an area of intense investigation. There is com-
pelling evidence demonstrating that in resting cells, the
TCR is found either outside of lipid rafts or in rafts that
are of very small size, whereas upon antigen encounter,
the TCR is easily found within these domains (138). The
potential importance of this localization was shown when
disruption of lipid raft integrity by pharmacologic choles-
terol depletion abrogated the ability of the TCR to signal
(139). Other evidence for the importance of lipid rafts in
TCR function is that some molecules essential for TCR-
mediated signal transduction (e.g., LAT) are targeted to
lipid rafts due to posttranslational palmitoylation. Muta-
tion of the raft-targeting sequences abrogates the ability of

these proteins to support TCR-mediated signal transduc-
tion (140). In addition to certain proteins being restricted
to lipid rafts, others seem to function normally only if they
are excluded from these membrane domains. In these cir-
cumstances, forced expression of these molecules within
rafts interferes with TCR signaling events.

It is recognized that the experiments described earlier,
where molecules are artificially relocalized, while consis-
tent with a role for lipid rafts in TCR function, do not prove
causality. Similarly, the effect of pharmacologic disruption
of lipid rafts is suggestive of their importance; however, the
agents that are used may have other effects on the cell. A
number of laboratories are now combining imaging and
signaling assays at the single cell level to probe the impor-
tance of these membrane domains for T cell activation.

T CELL PROLIFERATION REQUIRES
SIGNALING VIA THE HIGH AFFINITY
RECEPTOR FOR IL2

In addition to the acquisition of effector function by T
cells, combating pathogenic challenges also requires the
number of antigen-specific T cells to expand so that a crit-
ical mass of responding cells is achieved. This proliferative
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response requires the signaling pathways described earlier,
both to stimulate production of IL2, an essential growth
factor for T cell proliferation (via the TCR/CD28 signaling
pathways detailed earlier) and to make the stimulated T
cells responsive to this cytokine. Prior to stimulation, naı̈ve
T cells express a moderate affinity receptor for IL2 consist-
ing of two components, the β and γ chains. One of the out-
comes of TCR engagement is the inducible expression of
a third IL2 receptor component, the α chain (CD25), that
together with the β and γ chains results in a receptor with
substantially higher affinity. Binding of IL2 secreted by ac-
tivated T cells to the trimeric high-affinity receptor initiates
a series of biochemical signals that drive the proliferative
response to expand the number of antigen-reactive cells.
The details of the signaling pathways stimulated by IL2
and other cytokines are detailed in Chapter 24.

PREVENTING T CELL ACTIVATION: THE
BIOCHEMICAL BASIS FOR ANERGY

The material presented in this chapter thus far has focused
on how T cells become activated when an antigenic chal-
lenge has been detected. As noted earlier, an effective T
cell response only occurs when the TCR is engaged and
costimulatory receptors are bound. This dual signaling al-
lows for highly responsive TCRs but ensures that T cells
only respond in the appropriate setting—that is, when the
TCR stimulus is associated with an activated APC. Stimu-
lation of the TCR alone, presumably indicating that the
TCR has been engaged aberrantly, leads not to cellular
activation but instead to a state of unresponsiveness or
anergy. Even more striking is the observation that anergy
may be maintained long after the TCR stimulus in the ab-
sence of a costimulatory receptor signal has occurred (see
Chapter 30). This property of T cell biology has attracted a
great deal of attention by investigators, as understanding
the biochemical basis of anergy will likely provide insights
into how it may be possible to disable T cell responses in
an antigen-specific fashion. Such knowledge would be ex-
tremely useful in the design of novel therapeutics directed
toward selectively turning off T cell responses to particular
antigens—for example, antigens presented by an allograft
in a transplant patient or self-antigens that are inappro-
priately stimulating a T cell response in an individual with
autoimmunity. Studies examining the biochemistry of an-
ergy have been informative but have also suggested that
the biology of anergy versus activation is extremely com-
plex. There are likely multiple mechanisms by which this
decision is made.

Some of the earliest studies investigating the molecular
basis of anergy were spawned by the finding that effective
T cell stimulation correlates with activation of both the
calcium pathway, leading to NFAT translocation to the nu-
cleus, and the Ras pathway, leading to the MAPK cascade

and stimulation of the AP-1 family of transcription fac-
tors. When experiments were performed that selectively
activated the calcium pathway without concomitant Ras
stimulation (initially with the use of calcium ionophores
as a pharmacologic means to stimulate only calcium in-
creases), T cell anergy ensued (141). These studies sug-
gested a model that T cell activation required a balance
between Ras and calcium signals and that conditions that
created an imbalance in these events would fail to acti-
vate T cells, leading to long-term unresponsiveness (142).
A number of experimental systems have provided support
for this model, including those that have used pharmaco-
logical approaches or genetically altered mice to manipu-
late one or the other of these two key signaling pathways.

A series of recent experiments using different ap-
proaches has converged on the idea that costimulation
may be critical for determining whether a T cell will adopt
an activated or anergic phenotype, at least in part by reg-
ulating the balance between calcium and Ras signaling.
One consequence of costimulation of T cells via the TCR
plus CD28 is enhanced DAG production, which is greater
than that seen when cells are stimulated via the TCR alone
(143). This increased DAG production presumably results
in enhanced Ras activation via more potent stimulation of
RasGRP1. Concordant with this finding was the observa-
tion that transcription of a member of the diacylglycerol
kinase (DGK) family (DGKα) is markedly up-regulated in
anergic cells. DGKs act by phosphorylating DAG, leading
to the production of phosphatidic acid, thus terminating
the ability of DAG to stimulate RasGRP1 (and hence Ras)
or members of the PKC family (144). Thus, it was suggested
that anergic cells display decreased signaling relative to
calcium responses because of rapid loss of DAG. Subse-
quent studies revealed that in contrast to anergic cells, T
cells that have been productively activated reveal marked
decreases in DGK isoform gene expression, suggesting a
means to maintain high levels of Ras signaling (143). Con-
cordantly, overexpression of DGK in T cells leads to failed
activation and enhanced anergy (145), while loss of expres-
sion due to targeted deletion of DGK isoform genes leads
to failed anergy induction in both in vitro assays and in
vivo (140).

Further studies have indicated that although modula-
tion of DAG signaling is an effective means to alter anergy
induction, there are other biochemical events (that may
or may not converge on the Ras pathway) that can affect
whether stimulation of the TCR without a costimulus will
result in effector cell function or anergy. The T cell hyperac-
tivity and failed anergy observed in DGK-deficient animals
is phenocopied quite closely in mice in which the gene
for the PTEN (phosphatase and tensin homolog deleted
on chromosome 10) phosphatase is targeted for deletion
(146). PTEN is a lipid phosphatase that dephosphory-
lates phosphatidylinositol 3,4,5-trisphosphate (PIP3), the
product of PI3K activity, the enzyme system that appears
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critical for effective CD28-mediated costimulation. Several
recent studies have shown that loss of PTEN in the T cell
compartment results in enhanced TCR function (147). It
has been reported further that loss of PTEN allows T cells
to be effectively stimulated via signal 1 alone, presumably
because the requirement for CD28 engagement is obviated,
since the product of low levels of PI3K activity is main-
tained in the absence of the phosphatase (146).

Additional studies have focused on yet other mecha-
nisms of anergy induction. A large series of experiments
has implicated control of the half-life of particular signal-
ing molecules as a major determinant of outcome follow-
ing receptor engagement. Many of these studies have fo-
cused on the biology of E3 ubiquitin ligases in the control
of T cell effector versus anergic fate. Ubiquitin ligases form
part of the complex that targets proteins for degradation.
Genetic studies have implicated several ubiquitin ligases
as key controllers of T cell fate following receptor engage-
ment; these include c-Cbl, Cbl-b, GRAIL, Itch, and Nedd4
(148). Each of these proteins appears to negatively regulate
T cell activation, in most cases by targeting key activators
(including the TCR itself, as well as important components
of the TCR-stimulated signaling cascades) for degradation.
Loss of these proteins results in unchecked TCR function
that, in animal models, leads to failed central or peripheral
tolerance and lymphoproliferation, frequently leading to
overt autoimmunity. Further work to clarify precisely the
substrates of the individual E3 ubiquitin ligases will pro-
vide additional insights into the mechanisms by which T
cell anergy is induced to control undesired outcomes of T
cell effector function.

There are many mechanisms that have evolved to hold
T cell responses in check. While failure to adequately co-
stimulate T cells results in the inability of the adaptive im-
mune system to clear invading pathogens, defects in an-
ergy induction lead to devastating, inappropriate immune
responses. It is only by carefully titrating activating and
inhibitory signals that the host can mount a vigorous im-
mune response to combat pathogens yet protect itself from
the potential danger of T cells that are allowed to respond
in an uncontrolled fashion.

NEGATIVE REGULATION OF
T CELL RESPONSES

The TCR complex has evolved to possess exquisite sensitiv-
ity to antigen/MHC, enabling the host to respond to subtle
differences between self and foreign proteins. When stim-
ulated to become effectors, T cells are extremely potent at
perpetuating inflammatory responses and directly destroy-
ing host cells that have been infected by a pathogen. This is
necessary to combat invading organisms; however, when-
ever T cells are stimulated, there is a risk that bystander
host tissue (not affected by the pathogen) may be injured

as well. Further, to maintain the sensitivity of the TCR, it is
also necessary to have mechanisms in place to thwart a T
cell response that has been initiated inappropriately. The
immune system has developed a number of critical, over-
lapping approaches to hold T cell responses in check and
to eliminate stimulated T cells once a pathogenic challenge
has been met.

IMMUNORECEPTOR TYROSINE-BASED
INHIBITORY MOTIF–CONTAINING
PROTEINS AND OTHER INHIBITORS OF
T CELL ACTIVATION

One potent means to terminate T cell responses is to ac-
tivate biochemical pathways that interdict the stimula-
tory events associated with a productive T cell response.
This mechanism involves engagement of cell surface re-
ceptors that signal T cell inhibition. Among these re-
ceptors are those that contain immunoreceptor tyrosine-
based inhibitory motifs (ITIMs) instead of ITAMs (Figure
11.14). ITIMs are recognized by their signature sequence
(S/I/V/LXYXXI/V/L) (149). Like ITAMs, the tyrosines of
ITIMs are inducibly phosphorylated (most often by src
PTKs), but instead of recruiting activating molecules (e.g.,
ZAP-70), the inhibitory receptors recruit enzymes that
counter the pathways required for T cell activation. Ex-
amples of such inhibitors are the tyrosine phosphatases
SH2 domain-containing phosphatase 1 (SHP-1) and SHP-
2 (150) and the lipid phosphatase SH2 domain-containing
inositol phosphatase (SHIP) (151). Physiologically impor-
tant ITIM-expressing receptors include killer inhibitory re-
ceptors (KIRs) that are best known for inhibiting the cyto-
toxicity of NK cells (see Chapter 16). KIRs are also present
on activated cytotoxic T cells and appear to have this same
inhibitory function.

SHP-1 and SHP-2 are cytosolic protein tyrosine phos-
phatases that possess a catalytic domain carboxyl-terminal
to two tandem SH2 domains. Upon tyrosine phosphory-
lation of the ITIMs of the inhibitory receptors, the SH2
domains of SHP-1 or SHP-2 are recruited to the ITIMs
and convert the receptor complex into an active tyro-
sine phosphatase. It is presumed that because the ITIM-
bearing receptors are present in close proximity to the
TCR-stimulated activation complex, SHP-1 and SHP-2 can
then oppose the action of src and syk PTKs by dephospho-
rylating the kinases themselves (thus rendering them less
active) or key proximal substrates of the PTKs. In this re-
gard, a number of experiments have shown that SHP-1 and
SHP-2 are able to dephosphorylate Vav, PLCγ 1, and SLP-
76. SHIP does not act on substrates of the TCR-stimulated
PTKs but instead dephosphorylates key lipid second mes-
sengers that are critical for cellular activation.

One area of intense current investigation involves stud-
ies designed to unravel the circumstances that favor
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A B

FIGURE 11.14 CTLA4 inhibits T cell activation. A: Stimulation of T cells via the TCR (by pep-
tide/MHC) and CD28 (by B7-1 and B7-2) results in numerous biochemical signaling events, leading
ultimately to clonal expansion and effector cell function. B: CTLA4, present on activated T cells,
competes for binding to B7-1 and B7-2 precluding CD28-mediated activating signals. Engage-
ment of CTLA4 also induces inhibitory signals, including changes in the spectrum of MAPKs that
are activated and recruitment of phosphatases that counteract the effects of the TCR-stimulated
PTKs. Failed costimulation in the setting of continued TCR signals may lead to apoptosis or
anergy.

inhibitory versus stimulatory responses when the TCR
complex encounters antigen/MHC. One intriguing notion
is that the quality of the antigen itself plays a large part in
this determination, and a number of studies have revealed
the existence of so-called altered peptide ligands (APLs).
APLs are antigens that bind the TCR, but instead of acti-
vating a response (even in the presence of costimulation),
APLs induce no response or even induce anergy (152).
Some experiments indicate that whether a peptide induces
full T cell activation or blocks T cell responses depends
upon the affinity of interaction with the TCR complex. How
this translates into altered signaling remains controversial.
Some studies have provided evidence that APLs stimulate
some but not all of the TCR signals required for activa-
tion (e.g., partial phosphorylation of the ζ chain and other
CD3 ITAMs with failed recruitment of ZAP-70 [153]). Other
proposed models for APL function are that the APLs may
activate ITIM-bearing receptors out of proportion to what
is seen when fully agonistic peptides encounter the TCR
complex or that APLs stimulate a different spectrum of
MAPKs than do agonistic peptides. Additional studies are
required to evaluate these models further.

ADAPTER PROTEINS ARE ALSO NEGATIVE
REGULATORS OF T CELL ACTIVATION

Adapter proteins, such as LAT and SLP-76, play critical
roles in integrating signaling pathways that are essential
for T cell activation. Adapter proteins have also been iden-

tified that function to regulate the inhibition of these sig-
naling cascades. Examples of such molecules include the
transmembrane adapter proteins LAX (linker for activa-
tion of X cells) and SIT (SHP-2–interacting transmem-
brane adapter protein) (154,155). Data from mice made
deficient in these proteins suggest that these proteins do
not play as central a role as LAT or SLP-76, but they do
appear to modulate the ability of the TCR to become acti-
vated and potentially keep autoimmunity in check.

Another transmembrane adapter protein, PAG (phos-
phoprotein associated with glycosphingolipid-enriched
domains) or Cbp (csk-binding protein), has attracted con-
siderable attention by investigators studying signaling
events important for T cell activation (156,157). PAG/Cbp
was identified as a binder of csk. The adapter is present
in lipid rafts due to posttranslational modifications and
is basally phosphorylated on a key tyrosine residue that
is an excellent docking site for the SH2 domain of csk.
Thus, PAG/Cbp is thought to position csk in lipid rafts to
maintain src family PTKs in their inactive state (by phos-
phorylating their regulatory carboxyl-terminal tyrosines).
Upon TCR stimulation, PAG/Cbp becomes dephosphory-
lated (by an as yet unknown tyrosine phosphatase), thus
losing its ability to bind csk. Csk leaves the lipid rafts,
allowing lck and fyn to exert their positive effect on the
TCR signaling machinery. While there are considerable
data from cell lines and transgenic mice to support this
model of PAG/Cbp action (158), mice engineered to be defi-
cient in the adapter protein show no overt T cell phenotype
(159). This result suggests that either there are additional
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proteins that can compensate for PAG/Cbp function or that
the notion for how these proteins function needs to be re-
considered.

INTERFERING WITH COSTIMULATION, THE
ROLE OF CTLA4 IN INHIBITING T CELL
RESPONSES

A critical tenet in T cell biology is that stimulation of the
TCR without costimulation leads to failed T cell activa-
tion and in many cases to T cell anergy. Thus, interfering
with the ability of CD28 to transduce its signals is a logical
means to inhibit T cell responses. As might be predicted,
interfering with CD28 signaling has been shown to be an
extremely potent (and physiologically crucial) means to
regulate T cell function.

One of the most effective ways to prevent CD28 signal-
ing is the coexpression of CTLA4 (CD152), a cell surface
receptor expressed once an initial T cell response has be-
gun (160). Although CTLA4 is only one of a number of
negative regulators of T cell activation, its physiologic im-
portance sets it apart from the others. Mice in which the
gene for CTLA4 has been eliminated suffer from a uni-
formly fatal lymphoproliferative syndrome characterized
by massive enlargement of secondary lymphoid organs
(161,162). Although these mice are born with an appar-
ently normal repertoire of T cells (both in numbers and
antigen reactivity), implying that CTLA4 is not critical for
thymic development, within several weeks of birth, the an-
imals demonstrate markedly enhanced T cell mass and
severe autoimmunity. These observations led to tremen-
dous interest in the mechanisms by which CTLA4 mod-
ulates T cell responses. Evidence has emerged indicating
that CTLA4 engagement may lead to inactivation of T cell
responses and, in some cases, death of effector T cells, both
important ways in which this surface molecule terminates
T cell function.

CTLA4 is in the CD28 family, but it has much greater
affinity for B7 family members than does CD28 itself. Thus,
expression of high levels of CTLA4 on an activated T cell
provides a “sink” for CD28 ligands, thereby prohibiting the
activating costimulatory receptor from stimulating a T cell
effector response (163). Lack of CD28 costimulation pre-
vents further T cell activation and terminates additional
expansion of antigen-specific clones. This observation has
been turned into a new and extremely effective therapeutic
tool. A soluble fusion protein consisting of CTLA4 cova-
lently linked to the Fc region of antibody (CTLA4-Ig) was
administered first to mice and then to human patients suf-
fering from transplant rejection or autoimmune diseases
(164,165). CTLA4-Ig binds the B7 ligands with high affin-
ity, thus depriving antigen-specific T cells from receiving
a CD28 signal, abrogating the unwanted in vivo immune
response.

CTLA4 does not function merely in a passive fashion
by competing with CD28 for ligand binding. Instead, it
appears that CTLA4 also transduces signals of its own to
actively dampen T cell responses. This activity has been
shown in two ways. First, studies show that CTLA4 expres-
sion is effective at blocking activation of T cells that lack
CD28 (166). Second, other experiments show that a mu-
tant of CTLA4 lacking the cytoplasmic tail but still able to
bind with high affinity to B7 ligands only partially amelio-
rates the autoimmune phenotype of CTLA4-deficient mice
(167). Although it is clear that the ability of CTLA4 to in-
terfere with T cell activation directly requires the CTLA4
cytoplasmic domain, the precise molecular mechanism of
this action is unclear. Several models, each of which is sup-
ported by experimental evidence, have been put forth.

In one scenario, CTLA4 has been shown to modulate
signaling pathways downstream of the TCR that are criti-
cal for activation. In a number of these studies, engage-
ment of CTLA4 affects various members of the MAPK
family, most prominently ERK and c-Jun kinase (168).
The relative effect on the various kinases is not consis-
tent from study to study, underscoring the complexity of
the system and the potential differences one may uncover
when different model systems are studied. It is unclear
also whether the effects of CTLA4 on MAPK activation are
direct or whether these findings represent the ability of
CTLA4 engagement to interfere with TCR-mediated events
upstream of MAPK stimulation. One mechanism for how
CTLA4 may manipulate membrane proximal events stim-
ulated by the engaged TCR came from studies demonstrat-
ing that the complement of proteins that associate with the
cytoplasmic domain of CTLA4 changes upon engagement
of this receptor by B7 ligands. One such experiment sug-
gested a regulated interaction between CTLA4, the protein
tyrosine phosphatase SHP-2, and the ζ chain of the TCR
(169); however, the molecular basis for these associations
and whether they control CTLA4 function remain contro-
versial. In fact, although there are several phosphorylated
tyrosines within the CTLA4 cytoplasmic domain, a number
of investigators have provided compelling evidence that
phosphorylation of these residues is not critical for the in-
hibitory effects of CTLA4 on T cell activation (170,171).

Several groups have suggested another mechanism by
which the CTLA4 cytoplasmic region may control its abil-
ity to regulate T cell activation. In this scenario, in produc-
tively activated cells, the cytoplasmic tail of CTLA4 asso-
ciates with the clathrin adapter, AP50, leading to CTLA4
endocytoses and degradation (172). Stimulation of CTLA4
abrogates its association with AP50, retaining CTLA4 on
the cell surface (173). Still other groups have provided
complementary evidence suggesting that the function of
CTLA4 is regulated most precisely by where in the cell
CTLA4 is localized, being sequestered away from the TCR
contact site as cells are stimulated and being directed to-
ward the activation complex to terminate T cell responses.
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Thus, while it is clear from genetic, biochemical, and
molecular studies that CTLA4 is a major negative regu-
lator of T cell activation, details regarding how it exerts its
essential functions remain obscure.

OTHER INHIBITORY RECEPTORS THAT
BIND TO B7 LIGANDS

PD-1 (programmed death-1) belongs to the same family as
CD28 and CTLA4, but PD-1 exists as a monomer on the
cell surface, as it lacks the cysteine required for dimeriza-
tion (174,175). It contains two phosphorylatable tyrosines
within its cytoplasmic domain, at least one of which forms
a partial ITIM and therefore has negative regulatory func-
tions. PD-1 binds to two members of the B7 family of lig-
ands, PD-L1 and PD-L2. Evidence for a negative role of
PD-1 in T cell function comes from mice made deficient in
the gene for this molecule; these mice exhibit lymphopro-
liferation early in life and overt autoimmunity as they age
(176). More recent studies have shown that the interaction
between PD-L1 and PD-1 results in failed clearance of viral
pathogens, providing one mechanism for the development
of chronic viral infection, such as is seen after exposure to
human immunodeficiency virus (HIV) (177). This finding
has resulted in a great deal of excitement about the poten-
tial of blocking PD-1 in the setting of chronic infection as
a means to generate a maximal effector T cell response. It
is not yet clear how PD-1 interferes with T cell function,
as preliminary studies have failed to reveal any defects in
TCR-mediated signaling when PD-1 is engaged. It does ap-
pear that PD-1 interferes with expression of T cell survival
genes, and the costimulatory receptor has been shown to
associate with SHP-2 (but not SHP-1 or SHIP), suggesting
a possible mechanism of action.

Additional members of the CD28 family have been iden-
tified as binders to other newly identified members of the
B7 family of ligands (178). Biochemical and genetic stud-
ies suggest that these ligand/receptor pairs will also play
important costimulatory roles for T cell activation, indicat-
ing that we do not yet appreciate the full complexity of this
process. It is likely that each of these receptors will play its
most essential role under particular circumstances (e.g.,
in naı̈ve versus memory cells or in T cells that are fated
to particular in vivo functions), but it is also likely that
these molecules will have overlapping functions and com-
pensate, at least partially, for each other during immune
responses.

ELIMINATING THE EXPANDED
T CELL POPULATION

Interfering with the activation of resting or antigen-
stimulated T cells is not sufficient for homeostasis of the
T cell compartment. The normal T cell response to a patho-

logic challenge is massive clonal expansion of antigen-
specific cells, so that the number of effector cells is suf-
ficient to eliminate the pathogen. As described earlier, it is
essential that once the antigenic challenge has been met,
the responding T cells stop dividing and discontinue their
effector functions to prevent damage to tissue unaffected
by the pathogen. Additionally, it is necessary to resolve
the increased mass of T cells to prevent progressive en-
largement of the secondary lymphoid organs and elimi-
nate any T cells that may have been inadvertently stimu-
lated (as bystanders) as the immune response developed.
Thus, the vast majority of T cells that participated in the
effector response must be removed, leaving only a small
number of previously activated antigen-specific T cells that
will be retained to provide a memory response, should
that particular pathogen be encountered again in the fu-
ture.

At the completion of an immune response, T cells
are eliminated via apoptosis, otherwise known as pro-
grammed cell death. There are several mechanisms by
which this death occurs (179). Some T cells die because
factors necessary for their growth (e.g., IL2) are no longer
being produced. This results in the failed production of
anti-apoptotic proteins, such as members of the Bcl2 fam-
ily. In addition to this passive means of apoptosis, T cell
death following an effector immune response occurs ac-
tively in a process designated AICD (activation-induced
cell death) that results from the orchestration of signal-
ing events initiated by engagement of specific cell surface
receptors (Figure 11.15).

An extremely important pathway for in vivo AICD was
revealed by a confluence of observations made by differ-
ent teams of investigators, some studying basic receptor
biology in vitro, others investigating spontaneously aris-
ing mutations in mice, and yet another group interested
in understanding the molecular basis of a rare but se-
vere lymphoproliferative disorder. The receptor biologists
were interested in the question of how T cell numbers
are controlled, and they reasoned that if T cell loss is
regulated, it was likely that this process is mediated by
cell surface receptors. These investigators generated mon-
oclonal antibodies directed against cell surface proteins
present on activated T cells in the hope that some of
these antibodies would serve as agonists that, when in-
cubated with activated T cells, would lead to cell death.
Such antibodies were identified that were potent induc-
ers of apoptosis in activated but not resting T cells (180).
As this work progressed and Fas (now known as CD95),
the receptor that was recognized by the death-inducing
antibodies, was being characterized, other investigators
were examining mice that carried spontaneously occur-
ring mutations that led to massive lymphoproliferation
and autoimmune events. Careful examination of the mice
revealed that two strains of animals existed with identi-
cal phenotypes but clearly different genotypes. Follow up
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FIGURE 11.15 Stimulation of CD95 by its
ligand results in AICD. One consequence of
T cell activation is the up-regulation of the sur-
face receptor CD95 (Fas) and its ligand. En-
gagement of CD95 leads to the recruitment of
the adapter protein Fas-associated death do-
main (FADD) that nucleates the formation of a
molecular complex, activating pro-caspase 8,
leading to a cascade of cysteine-directed pro-
teases that ultimately leads to DNA cleavage
by Caspase-activatable DNAse (CAD). The re-
sultant apoptosis eliminates the majority of
activated T cells once an antigenic challenge
has been cleared. CD95-mediated apoptosis is
a highly regulated process and can be inhib-
ited by endogenous inhibitors, such as c-FLIP
(cellular FLICE [FADD-like interleukin-1β
converting enzyme] inhibitory protein) that
functions by preventing the activation of the
proenzyme form of Caspase 8. Adapted from
Koretzky GA. T-cell activation and inactiva-
tion. In: Rich R, et al., eds. Clinical Immunol-
ogy. London: Mosby, 2001.

studies demonstrated that one of the strains (designated
lpr) carried a mutation in a molecule that likely served as
a receptor expressed on T cells, while the second strain
(designated gld) was mutated in the ligand for that recep-
tor (181). As these studies were being performed, clinical
immunologists were identifying patients with immune sys-
tem dysfunction that resembled that of the lpr and gld mice.
Although these patients appeared normal at birth and had
no difficulty with early childhood illnesses, as they aged
they demonstrated significant lymphadenopathy, and their
peripheral T cells lacked both CD4 and CD8. The constel-
lation of these findings plus the propensity of these pa-
tients to develop autoimmune syndromes led to the de-
scription of autoimmune lymphoproliferative syndrome
(ALPS) (182). Eventually, it became clear that all three in-
vestigations were examining the same phenomenon and
that CD95 was the causal gene for the lpr strain (183), CD95
ligand was the causal gene for the gld strain (184), and that
mutations in CD95, CD95 ligand, or the signaling pathway
stimulated by this receptor ligand pair were responsible
for ALPS (182).

Follow-up molecular experiments, further examination
of the mice, and additional studies of the patient samples
have led to considerable insight into the biochemistry of
AICD. CD95 is present at low levels on the surface of resting
T cells. One of the consequences of TCR stimulation is up-
regulation of this key death receptor. Another consequence
of the signaling pathways stimulated by engagement of the
TCR is inducible expression of CD95 ligand. Thus, in ad-
dition to stimulating all of the steps necessary for cellular
activation, TCR ligation also results in up-regulation of the

machinery critical for AICD (185). In fact, it appears that
one other control point that prevents inappropriate T cell
activation is that effective costimulation is required to in-
terdict the AICD pathway.

CD95 exists as a trimer on the cell surface. When bound
to CD95 ligand (also a trimer, either present on other ac-
tivated T cells, other cell types, or secreted), a signaling
pathway is initiated that involves the recruitment of an
adapter protein named FADD (Fas-associated death do-
main protein), which in turn brings the proenzymatic form
of Caspase 8 into the complex (186). This results in activa-
tion of Caspase 8, which initiates a sequence of enzymatic
events leading to activation of a series of additional cas-
pases that eventually stimulates a DNAse, designated CAD
for Caspase-activatable DNAse. Active CAD enters the nu-
cleus and cleaves cellular DNA into the nucleosome pattern
characteristic of apoptosis. A critical step in the apoptotic
process is loss of mitochondrial membrane integrity, lead-
ing to the leakage of cytochrome C from this organelle into
the cytosol. In the cytosol, cytochrome C binds to Apaf-1
(apoptosis protease activating factor-1), forming a complex
that participates in Caspase activation leading eventually
to DNA cleavage within the nucleus (187).

AICD is a carefully regulated process. In addition to con-
trol of expression of both CD95 and CD95 ligand, there are
cytoplasmic inhibitors of the apoptosis pathway. One such
example is FLIP (FLICE [FADD-like IL-1β converting en-
zyme] inhibitory protein), a protein that inhibits forma-
tion of the FADD-mediated death-inducing complex (188).
FLIP expression is modulated in T cells and has been found
to be up-regulated in T cells that have received effective



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-11 Paul-3627G GRBT293-Paul-v1.cls March 14, 2008 21:4

370 Chapter 11

costimulation in addition to engagement of the TCR. Other
cytoplasmic regulators of AICD include members of the
Bcl2 family (e.g., Bcl-XL and Bcl2), which preserve mito-
chondrial membrane integrity, as well as in vivo modu-
lators of the Caspases (I-CADs or inhibitors of Caspase-
activatable DNase), which are critical for prevention of
cell death (189,190). To make matters even more complex,
there are also members of the Bcl2 family (most notably
Bax and Bak) that potentiate apoptosis by destabilizing the
mitochondrial membrane (191).

Although CD95 and its ligand have attracted a great deal
of attention as regulators of AICD, other TNF receptor fam-
ily members are also important in the control homeosta-
sis of the T cell compartment. These receptors work by
similar mechanisms; however, the identities of the signal
transducers are different. Thus, TNF receptors cooperate
with other adapter proteins including TRADD (TNF recep-
tor 1–associated death domain protein) and members of
the TRAF (TNF receptor–associated factor) family, leading
to activation of signaling pathways that overlap with those
stimulated by CD95. In addition to TNF receptors that acti-
vate the apoptosis pathway, other so-called decoy receptors
are present on the cell surface that appear to serve as a sink
for death receptor ligands. Engagement of these receptors
fails to initiate apoptosis and is thought to deprive the ac-
tivating death-inducing receptors from interacting with li-
gands. Abnormalities in the signaling pathways initiated
by engagement of CD95 and the other TNF family recep-
tors have been described, not only in immune disorders,
but also in other diseases associated with abnormalities
in cell death, most notably in malignancy. Thus, under-
standing the basic mechanisms by which these receptors
function normally has become an important goal of many
laboratories with far-ranging interests.

SIGNALING MOLECULES ARE IMPORTANT
TARGETS FOR IMMUNOMODULATORY
THERAPY

There are a number of clinical circumstances during which
it is important to dampen T cell responses. Among these
are autoimmune disorders, which are spontaneously aris-
ing diseases characterized by inappropriate immune re-
sponses against self tissues, and latrogenic conditions,
where it is necessary to abrogate an otherwise normal im-
mune response—for example, protecting a transplant from
rejection. Because T cells play a central role in mediating
both autoimmunity and transplant rejection, molecules
critical for T cell activation are important targets for ther-
apeutic intervention. Initially, such drugs were identified
empirically, by screening compounds in assays designed
to detect inhibitors of T cell activation using a very dis-
tal event (e.g., cellular proliferation or cytokine produc-
tion) as a readout. This strategy was required, because the

molecular identity of the key signaling molecules was not
yet known. Even so, extremely effective drugs were devel-
oped. Among these is cyclosporine, a natural (fungal) prod-
uct that is one of the most important immunosuppressive
agents in clinical use today (192). Cyclosporine acts by in-
hibition of the calcineurin pathway, thus preventing NFAT
dephosphorylation and translocation to the nucleus. This
drug was used for decades before its molecular mode of ac-
tion was discovered. In fact, much of what we know about
calcineurin and NFAT came from studies undertaken to
explain why cyclosporine is such an effective immunosup-
pressant. Rapamycin is another clinically important im-
munosuppressive agent that was identified originally in a
search for bacteria-derived products that could potentially
serve as anti-fungal agents (193). Further testing of this
drug revealed potent immunosuppressive effects (as well
as antiproliferative effects that are now being exploited
to combat various cancers [194]). Like cyclosporine, in
addition to being a clinically useful immunosuppressant,
studies of rapamycin have provided a great deal of basic
knowledge about how immune cells transduce signals—
in this case, the biochemical basis for IL2 receptor func-
tion.

As knowledge about particular signaling molecules was
gained, drug discovery became directed toward validated
biologic targets in the hope that more effective and specific
therapies could be developed. OKT3, a monoclonal anti-
body directed against the CD3 proteins, is now a mainstay
in the clinical armamentarium for therapy against trans-
plant rejection (195). Similarly, monoclonal antibodies di-
rected against the receptor for IL2 have found an impor-
tant place in the clinic (196). As mentioned earlier, one
very recent example of a novel therapeutic agent that has
been introduced into the clinic based on our understand-
ing of the biology of T cell activation is soluble CTLA4-Ig,
an agent that was developed as an inhibitor of CD28 func-
tion (197). Although early in its clinical use, CTLA4-Ig has
shown outstanding promise as an inhibitor of unwanted T
cell activation. Numerous other agents are now being de-
veloped and tested based on what we have learned over the
past few years. Intriguing candidates are drugs directed
toward modifying functions of other receptors, such as
ICOS, activity of enzymes, such as ZAP-70 and PKCθ , and
key transcription factors, such as members of the NFκB
family. The next decade is also likely to see yet another
class of immunomodulatory agents, in this case drugs that
will augment rather than inhibit T cell responses. One of
the limitations of T cell immune responses in the setting
of chronic viral infections is early termination of T cell
responses, an event known as T cell exhaustion. Recent
work has implicated key receptors (e.g., PD-1) and signal-
ing molecules (e.g., SHP-1) in T cell exhaustion. Agents are
now being developed that are designed to interfere with
this inhibition of T cell responses in the hope that better
therapies can be developed for chronic viral illnesses.
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CONCLUSION

The past two decades have seen an explosion in our knowl-
edge regarding the molecular and biochemical basis of T
cell activation. Prior to the early 1980s, the identity of the
TCR, the receptor that initiates the T cell response to anti-
gen, was unknown. In fact, it was then unclear whether
T cells responded to peptide antigen via one receptor and
MHC proteins via a second cell surface protein or whether
a single receptor was capable of binding to both antigen
and MHC. Since the discovery of the TCR and its oblig-
atory relationship with the CD3 molecules, an intricate
cascade of signaling networks has been described. These
pathways are now known to be critical for T cell activa-
tion as well as termination of T cell responses. We have
learned how these signal transduction cascades intersect
with others initiated by other receptors on T cells and what
the biochemical consequences are of signaling via some
receptors in isolation versus signaling via multiple recep-
tors simultaneously. Studies of how T cells respond to ac-
tivating and inhibitory stimuli have made great use of new
knowledge gained by investigators in other fields but have
also informed scientists studying other biologic systems
about ways in which their work should proceed. Most im-
portantly, however, investigations into how T cells are pro-
grammed to respond have provided crucial insights into
the basic mechanisms of multiple human disorders and
have given us important clues to help develop novel ther-
apeutic modalities that promise to significantly diminish
the morbidity and mortality of immune system diseases.

Initial insights into the molecular events associated
with T cell activation utilized malignant cell lines that
represent either developing thymocytes or mature T cells.
While there are limitations to this approach (malignant
cell lines are transformed and thus may not faithfully re-
capitulate the situation of a normal primary cell), results of
studies using these reagents have been remarkably predic-
tive of what is seen in more physiological settings. Espe-
cially during the early days of study, before the important
molecules themselves were known, the availability of a sta-
ble source of cells that could be manipulated genetically
provided outstanding experimental tools. Now, as may of
the critical modulators of immune cell signaling have been
identified, more physiologically relevant experiments are
performed routinely using mice in which genes for these
key regulators are modified within the genome.

The next generation of studies will continue to make use
of such genetically altered mice. An important new direc-
tion for these investigations is generating mice in which
mutations in signaling molecules can be selectively ex-
pressed in a temporal and lineage-specific manner. This
control is particularly important, since mutations in sig-
naling molecules often have dramatic effects on T cell de-
velopment. It is often impossible to ascertain if abnormal-
ities detected in peripheral T cell function are a result of

altered development or because that particular molecule is
also essential for transducing signals in mature T cells. The
advent of mice in which wild type genes can be switched
to genes with targeted mutations after T cell development
is complete will soon allow studies to proceed that will se-
lectively probe the importance of signaling pathways for
thymocyte development versus mature T cell activation.

Advances in imaging will also markedly impact our abil-
ity to take studies of T cell activation to the next level of
rigor and sophistication. A key advantage of modern image
analysis approaches is that such studies make it possible
to study individual cells, in contrast to most of our current
methodologies that analyze thousands to millions of cells
concurrently for any single data point. Clearly, much in-
formation is lost under these circumstances. To this end,
techniques are also being developed to analyze posttrans-
lational modifications of cytoplasmic molecules on a single
cell basis. Reagents are now becoming available that can
detect activation of particular signal transduction path-
ways using antibodies that can distinguish resting versus
activated enzymes and substrates by flow cytometry.

Although most of the receptors and signaling molecules
described in this chapter are designated as either positive
or negative regulators, recent data have demonstrated that
many of these proteins appear to function as activators
under some circumstances and as inhibitors under others.
For example, mice deficient in FADD, a key component of
the pathway leading to AICD, demonstrate developing thy-
mocytes and mature T cells that are resistant to activation,
suggesting that FADD may be an essential positive regula-
tor of T cell function. Similarly, PD-1, described initially
as an inhibitor of T cell activation, appears essential for
function in some model systems. Even the best-established
negative regulators, such as CTLA4, have been shown to
have positive regulatory function under some experimen-
tal conditions. Thus, similar to all other biologic systems,
the more we learn about the biology of T cell activation,
the more we realize we have yet to learn and that future ex-
periments will continue to require an unbiased assessment
of data as they emerge.

The importance of combining in vitro studies, exper-
iments using model organisms, and learning from hu-
man patients cannot be underestimated. While valuable
insights into the basic functioning of the human immune
system have been elucidated in the laboratory utilizing cell
lines and animal models, it has been shown time and again
that these findings are not always recapitulated identically
in humans. Additionally, many of the features of how T
cells are stimulated to respond or to terminate their effec-
tor functions have been learned directly from careful anal-
ysis of patients afflicted with immune-mediated disorders.
As new therapies based on our understanding of basic im-
mune mechanisms are being brought into the clinic, it will
be increasingly important for clinical and basic immunol-
ogists to work closely together so that these novel agents
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can be used for optimal advantage. Without doubt, the use
of these new drugs will yield some surprising results that
will require an adjustment to our thinking of how T cell
function is regulated in vivo. These new insights will then
be translated into the next generation of agents that will
hopefully have even greater efficacy.
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INTRODUCTION

T cell development is a composite of overlapping processes
in the domains of developmental biology, immunology,
and cell biology. It starts with purely hematopoietic de-
velopmental mechanisms leading to T lymphoid lineage
commitment; then gradually, the basis for subsequent de-
velopmental choices becomes dominated by the immunol-

ogy of T cell receptor (TCR) repertoire selection. The un-
derlying mechanisms by which these later choices are
made can be understood only in terms of a richly com-
plex cell biology of checkpoint enforcement, defining the
two TCR-dependent fate-determination processes of β se-
lection and positive/negative selection. Repertoire selec-
tion is crucial for establishing a functionally competent,
mostly self-tolerant population of peripheral T cells, and
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it has attracted a great deal of interest in isolation from
other aspects of T cell development. In this chapter, we
show how this cellular process occurs, on the basis of
mechanisms that emerge from a unique and fascinating
developmental program. A recurrent theme is how the
signals from various TCR complexes come to intertwine
with underlying developmental mechanisms to control cell
fate at a succession of distinct checkpoints and lineage
choices.

To begin, this chapter introduces the broad map of T cell
developmental events. The subsequent sections focus in on
the mechanisms involved in a few of its most interesting
watersheds.

OVERVIEW OF T CELL DEVELOPMENT

In mammals, most circulating T cells develop in the thy-
mus. Bone marrow precursors in small numbers enter the
thymus from the blood and undertake a course of prolifer-
ation, differentiation, and selection, which converts them
into T cells. In an adult mouse, this takes 3 to 4 weeks
(faster in fetal animals). The mature cells then emigrate
from the thymus and take up their surveillance roles in
the body. Precursors seed the thymus and differentiate into
T cells continuously from midgestation throughout adult
life. An additional site of development may be the intesti-
nal epithelium, in which certain T cells that mostly remain
associated with the gut epithelium may also be generated.
In either case, T cells distinguish themselves from most
hematopoietic cell types by migrating away from the bone
marrow to carry out their differentiation. It is in the thy-
mus that most TCR gene rearrangement occurs and the
cells first acquire their clonal recognition properties. The
thymus not only promotes maturation but also rigorously
screens each cohort of developing cells to eliminate those
with either useless or dangerous TCRs in a process called
repertoire selection.

Key Molecules: Cell Stage Markers
and TCR Genes

At any one time after birth, the thymus contains cells in all
stages of development, from the earliest precursors to cells
that are virtually mature. Understanding of the process of
T cell differentiation has been possible because cells in dif-
ferent stages can be distinguished, and cells of each type
can be isolated preparatively without being killed. At least
seven developmental stages can be distinguished on the ba-
sis of their expression of useful surface molecules. These
are introduced in Figure 12.1. Key markers for subdivid-
ing the majority of thymocytes are TCRαβ, TCRγ δ, and
the coreceptors CD4 and CD8 (Figure 12.1A). These help to
identify cells in the later half of intrathymic differentiation.

The majority of thymocytes, approximately 80%, express
both CD4 and CD8 and low levels of surface TCRαβ com-
plexes, a constellation of markers that is not seen in general
on peripheral T cells (Figure 12.1A). This distinctive popu-
lation, called double positive (DP), is a key developmental
intermediate that undergoes TCR repertoire selection, the
complex process that eliminates cells with either useless
or autoreactive TCR specificities. The unique properties of
DP cells make TCR repertoire selection possible. Minori-
ties of the cells are CD4+CD8– TCRαβhigh or CD4–CD8+

TCRαβhigh, and these single positive (SP) thymocytes are
the most mature cells.

Cells in the earlier 2 weeks of differentiation in the thy-
mus lack any TCR expression as well as any expression of
CD4 or CD8. Nevertheless, different stages can be distin-
guished in this double negative (DN) or triple negative pop-
ulation. In mice, they can be subdivided, on the basis of ex-
pression of the interleukin (IL)–2 receptor α-chain CD25,
the adhesion molecule CD44, and the stem cell growth fac-
tor receptor c-Kit (CD117), into progressive developmental
stages termed DN1, DN2, DN3, and DN4 (or TN1, TN2, and
so forth) (Figure 12.1B). Two other useful markers for these
stages are up-regulated with CD25: the small phospholipid-
linked heat-stable antigen (HSA, CD24), which remains on
until the late stages of thymocyte maturation, and Thy-1,
which once activated is expressed on all T cells. In the hu-
man system, different markers are useful for distinguish-
ing corresponding stages, and they are described later. An
outline of the progression of mouse precursor cells through
these stages is shown in Figure 12.2 as a framework for this
narrative.

TCR gene rearrangement plays a pivotal role in thy-
mocyte fate. Ultimately, thymocytes can survive to ma-
turity only if they successfully carry out combinations
of gene rearrangements that will give them in-frame α

and β chains or γ and δ chains, to be assembled into
TCRαβ/CD3 or TCRγ δ/CD3 complexes. The rules of the re-
arrangement process are, therefore, worth reviewing (see
Chapters 6, 10). There are four TCR gene loci, each con-
sisting of the constant region exons and multiple variable
(V), joining (J), and sometimes diversity (D) segments of
the TCRα, β, γ, and δ chain genes (see Chapter 10). The
TCRβ and TCRδ loci have D segments as well as V and J
segments to be rearranged, whereas the TCRα and TCRγ

loci do not. Also note that the TCRδ locus is embedded
in the middle of the TCRα locus in such a way that any
V-Jα rearrangement automatically deletes the TCRδ lo-
cus entirely, regardless of whether it had undergone re-
arrangement before. These features are important for the
regulation of rearrangement and, as described later, for
understanding the choice between becoming a TCRαβ-
or a TCRγ δ-lineage thymocyte. The rearrangement pro-
cess is ordered, with D-Jβ rearrangements occurring be-
fore V-D-Jβ and V-Dδ rearrangements occurring before
V-D-Jδ.
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FIGURE 12.1 Subsets of T cell precursors: normal development
versus development without TCR gene rearrangement. The ma-
jor subsets of cells discussed in this chapter are shown in a typi-
cal flow cytometric analysis. Top panels (A and B) show normal
thymocytes, and bottom panels (C and D) show thymocytes from
RAG-deficient mice, which cannot rearrange any TCR genes. Cells
are stained with fluorescent antibodies against CD4 and CD8 (A
and C), and the DN cells (boxed in A) are further analyzed with
fluorescent antibodies against CD44 and CD25 (B and D). The axes
show increasing levels of these surface molecules on a 4-decade
logarithmic scale (104-fold range) of staining intensity. The main
populations discussed in Figure 12.2 are indicated (DN, DP, CD4
SP, CD8 SP) (A), and the DN cells are subdivided into DN1, DN2,
DN3, and DN4 (B). The recombinase-deficient thymocytes are de-
velopmentally arrested in the DN stages (C; cf. A), and these DN
cells accumulate in the DN3 state and are blocked from progress-
ing forward to the DN4 state (D; cf. B). RAG-deficient thymocytes
also accumulate to only about 1/100 as many cells per thymus as
wild-type (∼4 × 106 versus ∼3 × 108). (See color insert.)

Narrative of T Cell Development

Figure 12.2 traces the progress of cells through the best-
known stages of mouse T cell development.

The cells that enter the thymus are capable of giving
rise to all subsets of T cells plus natural killer (NK) cells
and dendritic cells. As discussed later, they may be able to
give rise to macrophages and B cells, too. These cells are
initially c-Kit+, Thy-1low, CD44high, CD25–, and CD24low.
At this stage, the TCR genes are not yet rearranged. These
precursor cells form the key component of the subset called
DN1 or TN1.

Once in the thymus, these cells undergo a major tran-
sition, losing much of their ability to give rise to anything
but T cells, turning on the expression of multiple T cell
genes, and starting to proliferate. They begin to express
Thy-1, CD25, and CD24, and CD44 and c-Kit continue to
be expressed on the cell surface, although at declining lev-
els. The stage marked by this new phenotype is classified
as DN2 (TN2) (Figures 12.1B, 12.2). This is the stage when
TCR gene rearrangement begins. TCRγ , TCRδ, and the D-J
segments of TCRβ all appear to become accessible to re-
arrangement during this initial period, but TCRα is not.
Proliferative expansion in the DN1 and DN2 stages is con-
siderable, approximately 6 to 10 rounds of division.

During the next stage, DN3, CD44 and c-Kit are fully
down-regulated, most cell proliferation stops, and rear-
rangement of the TCRβ, γ , and δ genes occurs with max-
imum efficiency. The DN3 stage (Thy-1+ c-Kit– CD44–

CD25+ CD24+ cells) is a landmark because, in both adult
and fetal thymocytes, it is the first stage at which the cells
appear to have lost the ability to develop into anything but

T cells. It is also the first stage when the protein products of
rearranged TCR genes are detected in the cytoplasm. Be-
yond this stage, the proliferation and survival of the cells
depend essentially on interactions mediated by TCR pro-
teins. If they rearrange their TCR genes correctly, they can
proceed, often with a burst of proliferation. If they fail,
they die.

The exact path that the cells follow from this point de-
pends on whether the cells succeed in making D-Jβ and
V-D-Jβ rearrangements to form a productive TCRβ open-
reading frame before they have completed productive rear-
rangements of both the γ and δ loci. In the first case, they
develop into αβ T cells; in the second case, they develop
into γ δ T cells. The γ δ cells mature with modest additional
proliferation and with few known changes to their sur-
face phenotype other than down-regulation of CD25 and
CD24. Cells that rearrange β, on the other hand, undergo
a complex succession of events known as β selection.
These cells proliferate in a rapid burst; down-regulate the
DN2/DN3 marker CD25; turn on expression of CD4 and
CD8; stop TCRβ, TCRγ , and TCRδ rearrangements; be-
gin rearranging TCRα; and undergo profound functional
transformations. Through this cascade of events, the cells
are converted from DN3 to DP cells, through proliferating
intermediates called DN4 and immature single positive
(ISP) cells, usually CD8+CD4–CD3– (Figure 12.2). DP
cells are physiologically peculiar, and their peculiarities
make them uniquely poised for TCR-dependent repertoire
selection. They are, therefore, key intermediates in the pro-
duction of a self-tolerant T cell population. As a rule, the
DP cell fate is part of the αβ program and not part of the γ δ

program. Thus, although the choice of αβ versus γ δ fate
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FIGURE 12.2 Outline of events in T cell development. Summary of the events occurring in
normal mouse T cell development, including developmental branch points, changes in growth
and survival requirements, CD4 and CD8 expression, other key changes in gene expression, and
TCR gene rearrangement status. The approximate time taken in each set of transitions is also
indicated. Developmental branch points taken rarely are indicated by broken-line arrows. The two
major checkpoints discussed in the chapter, β selection and positive selection, are indicated. The
alternative to positive selection, death, includes both negative selection and death by “neglect,” as
discussed in the text. Additional branch points, to NKT, CD8αα, and Treg cells, also exist but are
not depicted. Stages of development in which a majority of cells are proliferating are indicated by
gray filled circles. Cells expressing rearranged TCRγ and TCRδ genes (TCRγ δ) and cells expressing
rearranged TCRβ genes either alone or together with rearranged TCRα genes are indicated above
the main diagram. Below the main diagram, bars show the extents of expression of major cell-
surface markers and growth factor receptors. Periods of recombinase expression, specific gene
rearrangement, and key developmental events are also indicated by horizontal bars. Broken bars
show reduced levels of expression. Common abbreviations of cell stages are given in the text.
ETP = early T cell precursor, c-Kit-high CD44+ CD25− DN1 cells. ISP = immature single positive,
a transitional stage between DN and DP.

is based at least partly on the stochastic success or fail-
ure of rearrangements, it results in a real choice between
developmental programs.

Cells that fail to complete any productive TCRβ or
TCRγ and δ gene rearrangements die within a few days.

In mutant mice that cannot make rearrangements at all,
development cannot proceed beyond the DN3 stage (Fig-
ure 12.1C,D), and death of cells blocked at that point re-
sults in a thymus that is only about 1% of the normal cel-
lularity. Besides the choice of TCRαβ versus TCRγ δ, the
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DN3 stage, therefore, represents a rigorous developmental
checkpoint. The “β selection checkpoint” is the first of two
checkpoints at which survival is dependent on the TCR.

For cells taking the TCRβ+ CD4+CD8+ path, rescue
from death at the β selection checkpoint is only a tem-
porary, conditional reprieve. In these DP cells, TCRβ

rearrangement must be followed by a successful TCRα

gene rearrangement within about 3 days after the prolifer-
ative burst subsides, or else the cells die of “neglect.” The
selection for cells that have made an acceptable TCRαβ

complex defines the second TCR-dependent checkpoint in
T cell development: “positive selection.” The criteria for
rearrangement success here are more stringent than for β

selection. Any TCRβ gene rearrangement that generates a
translatable protein coding sequence is adequate for β se-
lection, but the TCRα rearrangement is evaluated both on
the basis of a translatable protein coding sequence and
on the basis of the recognition specificity that emerges
from the new combination of TCRα chain with the previ-
ously fixed TCRβ chain. The cells must be able to interact
with major histocompatibility complex (MHC) molecules
in the microenvironment, but not too well, or else the
cells die. The criterion is set so that individual CD4+CD8+

TCRβ+ cells have less than a 5% chance of satisfying it. As
a result, about 30% of this population dies each day in the
young mouse thymus (more than 90% die without matur-
ing in the whole 3- to 4-day lifetime of each cell cohort)
and must be replaced as a fresh cohort of CD4+CD8+ cells
enters the selection pool.

DP cells are actually put through two tests. The first de-
termines whether the newly expressed TCRαβ can make
sufficiently strong interactions with MHC molecules to be
useful, and the second assesses whether the interactions of
this TCR with self-antigens in the thymus are weak enough
to reduce the danger of autoimmunity. These thresholds
are tested in two separable processes: positive selection
and negative selection. Cells exceeding the minimum affin-
ity threshold are positively selected, initiating a new cas-
cade of phenotypic changes and enhancing the viability
and functional responsiveness of the cells. Cells that ex-
ceed the maximum affinity threshold can be stripped of
their receptors or negatively selected by induced apopto-
sis. Key changes that help trace progress through positive
selection are the transient up-regulation of the activation
marker CD69, the stepwise increase in TCRαβ surface ex-
pression from low to intermediate to high, a parallel up-
regulation of CD5 and MHC class I molecules, and ulti-
mately the down-regulation of the immature cell marker
CD24. Cells remain susceptible to negative selection for
several days after the initiation of positive selection, how-
ever. They may even encounter the most potent negative
selection stimuli in the period after positive selection. Only
cells escaping both death by neglect and death by negative
selection can complete their maturation and emigrate to
the peripheral lymphoid system.

Positive selection also appears to drive a choice of matu-
ration fates. The molecular mechanisms activated in pos-
itive selection determine whether a cell will be a CD4+

helper cell, a CD8+ killer cell, or a specialist in other func-
tions such as an NKT cell. As described further later, de-
tailed aspects of the TCR–ligand receptor interactions dur-
ing this process guide or select cells to develop into one
type of effector or the other. Cells with TCRs that rec-
ognize MHC class II molecules tend to develop as CD4+

cells, whereas those with TCRs that recognize MHC class
I molecules develop as CD8+ cells. The basis of this pro-
found differentiation choice begins with subtle quantita-
tive and kinetic aspects of TCR/coreceptor interaction with
MHC, which trigger distinctive regulatory gene expression
cascades. The exact maturation pathway followed also de-
pends on the type of cell that interacts with the developing
thymocyte for TCR/MHC interaction. Most dramatically,
there is even an alternative maturation pathway that res-
cues some high-affinity interacting cells from negative se-
lection, by converting them into tolerance-enforcing “reg-
ulatory T cells” (Treg).

Regulated Proliferation in
T Cell Development

TCR-dependent selection is draconian. To supply enough
TCR+ “input” cells to leave a diverse TCR repertoire among
the survivors of selection, the T cell development program
needs to include proliferation as an integral part. As a re-
sult, in steady state, the thymus always contains far fewer
cells in the earliest stages than in the later stages. All the
DN stages together, representing approximately 2 weeks
of developmental change, contribute only approximately
2% to 4% of the cells in a typical young adult thymus. The
earliest precursors in the DN population have been esti-
mated to be less than 1 one-hundredth of that frequency.
In other words, a thymus that turns over approximately
5 × 107 cells per day, through negative selection and death
by neglect, may be resupplied continuously with an input
averaging only 50 to 100 cells per day.

During T cell development, phases of intense prolifera-
tion alternate with phases of little or no cycling. The differ-
ences in cell cycle activity are dramatic. As shown in Figure
12.2, DN1 and DN2 cells are cycling, DN3 cells halt, and
then, after β selection, cells appear to go through six to
eight rounds of division in about 3 days (1,2). After posi-
tive selection, in contrast, maturing cells appear to reside
in the medulla for almost a week with little if any signifi-
cant proliferation (2a). Each phase of proliferation tends
to be driven by a different mechanism (3). The growth con-
trollers used at various stages include many genes that are
essential for progression through the T cell developmental
pathway (4).

In the first DN1 precursors, the initiation of cell division
may be controlled by c-Kit signaling (5). In the DN1-DN2
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states, proliferation is mostly driven by signals from the
interaction of IL-7, a cytokine secreted by the thymic
stroma, with IL-7 receptor complexes, composed of IL-
7Rα (CD127) and γ c chains (CD132) (Figure 12.2) (6–8).
The cells also depend on interactions with stromal ligands
that signal to them through the Notch receptor throughout
these early stages. During β selection, population expan-
sion is driven by signaling through the pre-TCR (TCRβ

complex), which is discussed later in detail. The later
events of positive selection and maturation do not involve
significant proliferation; however, they completely depend
on TCRαβ for survival signaling. These sequential require-
ments for survival have overlapping critical periods, so that
the mutant phenotypes are slightly leaky but still have pow-
erful quantitative effects (9). After export from the thymus,
mature T cell proliferation depends on TCRαβ triggering
and signals through the IL-2, IL-4, IL-7, or IL-15 receptors.
The shift from one kind of proliferative stimulus to an-
other is caused, at least in part, by intrinsic developmental
changes in the cells. It is an important factor contributing
to the one-way polarity of developmental change.

The proliferative bursts are vital for setting up the large
excess of precursors that makes it possible to use stringent
selection at the checkpoints in T cell development. The
huge losses that occur in these selection processes seem
shocking, except that the developmental program also pro-
vides for more than 105-fold clonal expansion from each
precursor. Harsh selection against useless or autoreactive
cells is a price the adaptive immune system pays for its
somatic generation of diversity in recognition structures.
This suggests that the mechanisms used by lymphoid pre-
cursors to drive developmental proliferation are evolution-
arily old and likely to have coevolved with the mechanisms
generating clonal diversity.

Anatomical Path of T Cell Development

The thymus is made up of lobes, each of which is di-
vided into distinct zones with different stromal cells mak-
ing up their microenvironments (10). The largest domain
is the cortex, which is packed mostly with DP thymocytes.
The cortex surrounds an inner domain called the medulla,
where the more advanced, SP thymocytes are found. The
outermost rim of the cortex (i.e., the subcapsular region)
and the region defining the cortical/medullary junction are
also specialized in some ways. The organization of the thy-
mus is diagrammed schematically in Figure 12.3.

It is now clear that the cells migrate through this organ
in a hairpinlike path as they differentiate (10a). Blood-
borne precursors enter the parenchyma of the postnatal
thymus from the medium-size blood vessels (postcapillary
venules) at the cortical/medullary junction. These cells, in
an early DN1 state, initially proliferate in the deep cortex.
They then make their way outward toward the subcapsu-
lar zone over the next 2 weeks, differentiating through the
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FIGURE 12.3 Summary of migration pathways of thymocytes
through the postnatal and fetal thymic microenvironments. The
pathway of migration of adult thymocytes from the postcapillary
venule (PCV) through the cortex, subcapsular zone, cortex, and
medulla is shown on the left. For comparison, the entry and
migration through the fetal thymus is shown on the right.

DN2 and DN3 states as they go. The subcapsular zone is
where the cells audition for β selection and where prolif-
eration of the successful cells resumes. Numerous, rapidly
cycling blasts can be seen in the outer cortex; they repre-
sent the DN4, ISP, and early DP cells that have just passed
this test. As they gradually stop proliferating, the DP thy-
mocytes in profusion fall back into the cortex, reversing
direction from before. The cells continue to sink inward
during their 3 days of postmitotic life, while new genera-
tions of precursors on their way to the subcapsular zone
continue to work their way up through the crowd. Even
if the DP cells fall back to the cortical/medullary junction,
however, they are not allowed to enter the medulla unless
they have passed positive selection. Those that do not suc-
ceed die in the cortex and are rapidly engulfed by resident
macrophages. Those few that are positively selected, along
with mature γ δ cells, cross over from the cortex to the
medulla (Figure 12.3) (11).

Maturation of the surviving cells occurs in the medulla
over the following week (2a), if they can avoid negative se-
lection. The medullary epithelial cells are distinct from the
cortical epithelial cells. One remarkable property of these
cells is that they express a very wide range of self-antigens
that are otherwise expressed only in some other particular
organ of the body. In effect, they present an “immunologi-
cal homunculus” in molecular terms, which is valuable in
negative selection or the programming of Treg cells (12).
Dendritic cells, which are also specifically located in the
medulla, present self-antigen to the new SP cells in the
most efficient way for the most stringent form of negative
selection. It is only if they survive these encounters that
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the SP cells complete their maturation, changing their re-
sponse physiology so that high-affinity interactions with
antigen can lead to activation instead of paralysis or death.

The compartmentalization of functions in the thymus
probably helps guide certain developmental transitions
(10). As the cells change in intrinsic responsiveness to
different proliferative signals, their migration may carry
them from a zone rich in early stimuli (e.g., IL-7) (13)
to a zone that may be rich in a distinct set of stimuli.
Certain transitions from proliferation to G1 arrest, such
as from DN2 to DN3 or from β selection to a resting DP
state, could result from migration of the cells into a zone
where the most recent proliferative stimulus is no longer
present. Also, the change in direction of migration of pre-
cursors through the cortex, from outbound to inbound, is
likely to be a result of a change in the expression of adhe-
sion molecules and chemokine receptors in the DN3 state
or during β selection (4). At least one adhesion molecule,
CD44, is expressed very highly in the DN1 cells but then
clearly turned off between the DN2 and DN3 state; this
could be a participant in the early homing or guidance
mechanisms or both. Later, at least one new chemokine
receptor is turned on at β selection, and this may help at-
tract DP cells back toward the interior (14,15). Migration
between domains with different kinds of stromal cells al-
lows a separation between positive and negative selection
events in space and time.

Variations in Thymocyte Development
in Ontogeny

The general outlines of thymocyte development are simi-
lar in postnatal and fetal mice, but there are many differ-
ences (16). The mouse fetal thymic stroma develops from
the outpocketing of third pharyngeal pouch endoderm, be-
tween 10 and 12.5 days of gestation (E10 to E12.5) (re-
viewed in refs. 17,18). It may undergo some inductive inter-
action with the overlying ectoderm and neural crest cells
of the third branchial arch. The thymic epithelium estab-
lishes a distinctive structure and gene expression pattern
before any lymphoid precursors arrive. Starting at about
E12, hematopoietic precursors migrate directly across the
mesenchyme from the subclavian vessels to the tiny, non-
vascularized epithelial rudiment; they collect around the
thymus and then enter it directly from the outside (Figure
12.3, right panel).

Lymphoid precursors proliferate exponentially in the
fetal murine thymus, increasing from about 104 cells at
E14.5 to about 5 × 105 at E18. In contrast to the postna-
tal thymus, in the fetal thymus the first TCRαβ DP cells
are generated at about E16, the first SP CD4 cells about 2
days later, and CD8 cells a day after that, followed by birth
at day 20. The first emigrants are exported to the periph-
ery within 3 days after birth. Thus, the times spent in the

DN state and in the medulla are cut from approximately
14 days and 7 days in the postnatal (“adult”) thymus to less
than 3 days each in the fetal thymus.

The precursors that initially seed the fetal thymus from
fetal liver are qualitatively different from any that enter it
later. Radiation chimera experiments establish that they
can generate the same types of T cells that are made from
adult bone marrow–derived precursors, but they also have
a capacity that adult precursors do not. The first thymic im-
migrants are uniquely capable of generating two classes of
γ δ T cells that seed the skin, tongue, and reproductive or-
gan epithelia in late fetal life but are not produced at all af-
ter birth (19). These “early-wave” γ δ cells express directed,
predetermined V(D)J rearrangements without junctional
diversification, so that their recognition specificities are
completely invariant. They are, in fact, the first wave of
TCR+ thymocytes made in the mouse at all, maturing by
E15.5 to E16.5, and they have a number of distinctive
properties, including growth factor requirements and tran-
scription factor profiles (20,21).

The thymus continues to be seeded by precursors in dis-
crete waves, around birth and then throughout postnatal
life (22). In the meantime, the properties of the major pop-
ulations of hematopoietic precursors themselves continue
to change not only in site of origin but also in molecu-
lar programming (23–25). Certain gene disruptions have
sharply different effects on T cell development in fetal,
postnatal, and adult mice, because of intrinsic differences
in different precursor cohorts.

Thymocyte Development in Species
Other than Mouse

The overall organization of thymic lobes is conserved from
mammals to cartilaginous fish (26). The overall roles of
cortex and medulla for T cell development seem to have
been established early in vertebrate evolution. In chickens
and Xenopus, there is also strong evidence for development
of distinctive T cell populations in the tadpole or embryo,
unlike those made after hatching. Chicken thymocyte de-
velopmental studies have actually provided some of the
first evidence for the distinctiveness of early-wave γ δ cells
(27). However, relatively few markers are available to dis-
tinguish developmental stages in these animals, and much
remains to be learned about homology or lack of homology
of their T cell developmental pathways with those in mice.

Thymocyte development has been studied in much
more detail in rats and humans. Surprisingly, the de-
tailed patterns of surface marker expression have not been
well conserved, even over the short phylogenetic distances
among mammals. The Thy-1 surface glycoprotein is not ex-
pressed in rat or human mature T cells, and CD25, which is
distinctively up-regulated in murine DN2 and DN3 stages,
is not up-regulated at a corresponding stage in human (28).
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◗ TABLE 12.1 Comparison of Markers in Human and Murine T-Cell Development

Stage Mouse Phenotype Human Phenotype

Intrathymic T/DC/NK precursor CD44+ c-kit+ CD25− CD34+ CD38lo CD1a− CD44+

Intrathymic T/NK precursor (Fetal only) NK1.1+ CD122+ CD44+ c-kit+

CD25−
CD34+ CD38+ CD1a−

Committed T precursor CD44− c-kit− CD25+ CD24+ CD34+ CD38+ CD1a+

TCRδ, TCRγ , TCRβ rearrangement CD44+/− c-kit+/− CD25+ CD34+ CD38+ CD1a+ CD4− (possibly
earlier) to CD4+

β-selection∗ CD25+ CD4− CD8− (DN3) CD34+ CD38+ CD1a+ CD4+/− CD8− to
CD4+ CD8α+β− (CD4 ISP, early DP)

TCRα rearrangement CD25− CD4+/− CD8αβ+ (ISP, DP) CD4+ CD8α+β− (possibly earlier) to
CD4+ CD8α+β+ (early DP to DP)

Mature cells TCR/CD3hi and CD4+ or CD8αβ+ CD1a− TCR/CD3hi and CD4+ or CD8αβ+

TCR, T-cell receptor; T/DC/NK, T cells/dendritic cells/natural killer cells.
Human data from Blom and Spits (262) and Dik et al. (31).
∗The position of β-selection may not be as sharply defined by CD4 and CD8 phenotype in human as in the mouse, and

data for pre-TCR deficient mutant human cells are not available for confirmation.

Rat and human differ from mouse also in their expression
patterns of MHC class II molecules and CD2, and in the fine
timing of CD4 and CD8 expression. Homologous surface
markers cannot always be assumed to mark homologous
developmental stages in these three mammalian species.

Against this background of evolutionary variation, how-
ever, the central framework of T cell development appears
to be highly conserved between mouse and human, as
listed stage by stage in Table 12.1 (28–30). The human path-
way starts with an uncommitted precursor (CD34+CD38lo)
that enters the thymus with a range of developmental po-
tentials that is similar or identical to that of its mouse
counterpart. Although the markers useful for distinguish-
ing stages are different (Table 12.1), the basic sequence of
lineage commitment, TCR gene rearrangements, CD4 and
CD8 expression, selection, and postselection maturation is
the same.

EARLY LINEAGE CHOICES: CLUES TO
MOLECULAR MECHANISMS

Developmental Potential of Earliest
Intrathymic Precursors

The cells that enter the thymus in either fetal or postnatal
life are not committed to the T cell pathway yet (30a,30b).
They can be removed from the thymus, purified, and rein-
troduced in vivo or in any of a variety of in vitro culture
systems, and these experiments reveal that they are still
multipotent. Not only the same populations, but even the
same individual cells, when assayed under clonal condi-
tions, can efficiently give rise to innate immune system
cells, especially dendritic cells, NK cells, and macrophages,
as well as T cells. Thus commitment to the T cell lineage

is an event that occurs only after the cells have entered
the thymus and only under the influence of the thymic mi-
croenvironment.

A striking feature of the commitment process is that the
precursor cells in the thymus with T cell potential demon-
strate little or no B cell potential, even when they con-
tinue to show ability to generate nonlymphoid cell types.
The data are particularly emphatic on this point for im-
migrants to the fetal thymus (31,32). This result is sur-
prising because it is a natural expectation that B and T
cells should be closely related in developmental lineage, as
they are the two main cell types of the adaptive immune
system and the only two cell types known to use recom-
bination activating gene (RAG)–mediated recombination.
There has been a great deal of experimental analysis and
discussion about what this means (33–42), but a few gen-
eral points emerge. First, the thymic cortex provides a mi-
croenvironment in which any B cell potential of sensitive
precursors can rapidly be extinguished. Second, cells can
enter the thymus from any of a range of developmental
states, from stem cell through various kinds of partially
restricted hematopoietic precursors, and still be sucked
into the vortex of T cell development. There are some ex-
ceptions that escape the T cell fate—there are even some
nests of B cells within the thymus, and both NK and den-
dritic cells are also generated by intrathymic precursors,
but the thymus can make T cells out of a variety of start-
ing materials. Third, commitment to the T cell fate occurs
at a late stage in the thymus relative to most of the pro-
liferation and early differentiation events (30b). The most
clear evidence of this is the ability of some thymocytes
to reverse course and differentiate into dendritic cells and
macrophages, simply by being removed from the thymic
microenvironment, even after they have undergone some
TCR gene rearrangements (37,43). Actual commitment to
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a T cell fate does not appear to become complete and irre-
versible until the cells reach the DN3 stage—that is, closely
associated with the proliferation arrest at that point.

Dominant Role of Notch Ligands in the
Thymic Environment

From the time of entry into the thymus through β se-
lection, T cell development is guided by Notch signaling
and totally dependent on interaction of thymocyte Notch
molecules with Delta-family Notch ligands in the thymic
microenvironment. This was first revealed to be a ma-
jor control mechanism for blocking B cell development
while enabling and promoting T cell development (44).
The transcription factor that is the agent of many Notch
signaling effects (called RBP-Jκ or CSL) is also indispens-
able for early T cell development and for the suppression
of the B cell fate (45). Subsequent work has shown that
Delta-type ligand expression is a unique requirement that
defines a T lineage–promoting microenvironment (4). A
stromal cell line expressing the DL1 or DL4 Notch ligand
has now been shown to support early T cell development
from stem cells all the way through the DP stage in mono-
layer culture, and this has opened the way to remarkably
accelerated progress (46). In fact, until commitment, re-
current, high-dose Notch/Delta interactions are needed to
keep cells within the T cell pathway and away from the
NK and dendritic cell pathways, as well as away from the
B cell pathway (30b,47–53). In addition to instructively ac-
tivating and maintaining the T cell program (54–56), Notch
signaling is needed to maintain viability, especially at the
DN3 stage, as the cells become poised for β-selection (57).
There is evidence that other receptor/ligand systems, such
as the canonical Wnt pathway, also play a role in thymic
epithelial effects on lymphoid precursors (58), but the role
of Notch appears to be paramount through these early
stages.

Successful β selection, though not γ δ-selection, de-
pends on continued Notch signaling (59–63). Interest-
ingly, though, after β selection, Notch-dependent tran-
scription appears to become dispensable for T cell
maturation (59,64). Thus, the Notch-dependent phase of T
cell development gives way to the TCR-dependent phase.

Transcription Factor Requirements for T
Lineage Specification

The Notch signal impinges on a complex regulatory state
in the developing thymocytes. Prethymic cells competent
to respond to Notch/Delta interaction already express a
large number of cell-intrinsic transcription factors, many
of which continue to be required for T cell development.
The Notch/Delta signal induces the expression of more
of these factors, setting in motion a richly combinatorial
regulatory cascade. The full progress to successful T lin-

eage commitment and passage through β selection or γ δ-
selection depends on Ikaros, PU.1, c-Myb, GATA-3, Gfi1,
Bcl11b, and factors of the T cell factor (TCF)/lymphoid
enhancer factor (LEF) family, the Runx family, and the
basic helix-loop-helix E protein family (65–67,78–80). The
exact regulatory relationships between these factors and
their target genes still need to be worked out in detail.
But it is interesting that some of the key factors in T
cell development appear to have important roles as re-
pressors, suggesting that one necessary aspect of early T
cell development is to silence previously active stem cell
genes.

Ikaros, PU.1, c-Myb, and GATA-3 are critical for the ear-
liest T cell precursor generation. An additional phase of
transcription factor action is during the specification and
expansion events in the DN2 and DN3 stage. The “E pro-
teins” E2A and HEB are prominent here (66). Expressed
in overlapping patterns and working as homo- or het-
erodimers, they collectively provide a vital regulatory input
that combines with Notch-activated transcription factors
to turn on many components of the T cell program (54,68).
Also, E2A seems to be important for the proliferative ar-
rest in the DN3 state that makes TCR gene rearrangement
possible (66).

The high-mobility group (HMG) box transcription fac-
tors TCF-1 and LEF, have important roles in β selec-
tion and before. TCF-1 and LEF mediate Wnt signaling
through the canonical β-catenin-dependent pathway, and
they also can affect gene regulation in a Wnt-independent
way through “architectural” roles in enhanceosome assem-
bly (69,70). TCF-1 and LEF are not needed until β selection
in fetal and young postnatal thymocytes, but the later co-
horts of precursors that populate the adult thymus also
need TCF-1 for the initial stages of T cell development, at
the DN1-to-DN2 transition (58,71–75). In fact TCF-1 and
GATA-3 are two of the earliest T lineage genes induced in
hematopoietic precursors in response to Notch signaling
(55).

These regulatory factors that are essential for T lineage
differentiation are not themselves T cell specific. Ikaros,
c-Myb, and Runx1 are all required for mature hematopoi-
etic stem cell function, the E proteins are crucial for B cell
development as well as for T cell development, and factors
such as PU.1 have the potential to divert cells completely
from the T lineage fate to various myeloid fates (reviewed
in ref. 65). Even GATA-3 can have lineage-diversionary ef-
fects at high levels (65a). The two things that make T cell
development emerge from this mixture of regulatory in-
puts seem to be, first, the quantitative balance among the
levels of expression of different regulators at each stage,
and, second, the dominant modulating influence of Notch
signaling on the activities of individual transcription fac-
tors (48,65a,65b).

The regulatory factors involved in early T cell devel-
opment do not act in a simple, sequential way limited to
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particular stages. Although none of these factors appear
to be “master regulators” of T cell identity, the regulatory
genes that drive initial T lineage differentiation are used
repeatedly throughout T cell development (65). Only PU.1
is an exception, playing a hit-and-run function confined
to the earliest stage. Like the TCF family factors, GATA-3,
Myb, and Runx1 are all required again at β selection as
well as for initial specification. Notch family genes may
participate in as many as three lineage choices within the
T cell pathway. E2A family and Id genes act in β selection
and positive selection (66). GATA-3 influences not only the
CD4/CD8 choice but also the postthymic differentiation
of TH1 and TH2 effector subsets of helper T cells (65,76).
Even Ikaros recurs in specific roles in later T cell develop-
ment. Thus, early T cell specification sets up an interplay
of developmentally potent factors that becomes a perma-
nent feature of the T cell regulatory apparatus. Shifting
combinations of these factors may help to give mature T
cells some of their richly nuanced repertoire of responses
to their environment.

β SELECTION AND γδ-SELECTION

A Regulatory Upheaval: Transition from
TCR–Independent to TCR–Dependent T Cell
Development

The β selection checkpoint is a watershed in T cell de-
velopment that marks the change from events dominated
by hematopoietic-like mechanisms to events dominated
by TCR interactions with the microenvironment. After 2
weeks of TCR-independent growth, this checkpoint sud-
denly polarizes the fates of cells that have succeeded or
failed at TCR gene rearrangement. A novel criterion of
viability is imposed on the cells: The successful ones are re-
warded with proliferation and differentiation, and the fail-
ures die. In mice that can assemble neither TCRγ δ com-
plexes nor TCRβ-containing “pre-TCR” complexes, such
as RAG-1 or RAG-2 knockout animals, all the cells die at
this point. There are two related but divergent pathways
through this checkpoint, β selection and γ δ-selection.
Both β selection and γ δ-selection trigger distinct pro-
grams of sweeping regulatory change.

The β selection checkpoint is encountered by develop-
ing DN3 cells as they reach the subcapsular cortex. More
than a differentiation arrest, this is a survival and growth
arrest (77). Inappropriate passage through the checkpoint
appears to be a hotspot for T lineage leukemias and lym-
phomas. Functions known to be required for checkpoint
enforcement also act as T lineage tumor suppressors, in-
cluding p53, E2A, Ikaros, and correctly regulated Notch
signaling (78–86). There are sharp discontinuities in regu-
latory gene expression when the cells first enter the resting
DN3 stage, including a transient burst of Notch response
gene expression, which may reflect checkpoint functions.

Gene expression dramatically shifts again during β selec-
tion itself (61,87,88). This suggests that specific regulatory
changes in the DN3 stage are needed to separate the cells
from their uncommitted, “hematopoietic” past, before they
can safely pass through β selection.

β selection, the escape from checkpoint arrest, is im-
portant both because of the special form of TCR complex
signaling that it involves and because of its dramatic im-
pact on cell physiology (62,89–93). In murine DN3 cells,
β selection causes the cells to shut off CD25 gene expres-
sion and to turn on CD4 and CD8 for transition to the
DP stage. DN3 cells just beginning selection rapidly en-
large and increase their expression of the cell-surface re-
ceptor CD27 (61,94). TCR gene rearrangement temporarily
halts as the cells surge into proliferation, and the TCRβ, γ ,
and δ loci convert to a conformation that is inaccessible to
future rearrangement, causing allelic exclusion of TCRβ.
The ability of a pre-rearranged TCRβ transgene to cause
precocious β selection explains why it blocks endogenous
TCRβ gene rearrangement. Under normal circumstances,
though, the particularly intense proliferation triggered by
β selection expands each cell into a large clone so that each
successful TCRβ rearrangement can be tested later for the
recognition specificity it confers in association with mul-
tiple different TCRα rearrangements. This mitotic burst
may also include some of the last cell cycles that T cell
precursors undergo, in adults, before they finish develop-
ment and emerge to the periphery. The transition to the
DP stage through β selection confers unusual properties
on the cells that optimize them for TCR repertoire selec-
tion, described later.

Triggering Requirements for β Selection

β selection is triggered when a TCRβ gene rearrangement
generates a sequence that can be translated into a β chain
protein. For example, Figure 12.4A (middle right) shows
that RAG-deficient thymocytes can be triggered to undergo
β selection in vitro if they are transfected with a produc-
tively rearranged β chain gene. The β chain assembles into
a pre-TCR complex with the surrogate α chain pTα, the
CD3 components γ , δ, and ε, and TCRζ 2, which are already
being expressed in DN2 and DN3 cells, and the complex
enters the traffic to the plasma membrane. pTα, a
key component of this complex, is an invariant trans-
membrane glycoprotein that is encoded by a nonre-
arranging immunoglobulin superfamily gene and ex-
pressed very specifically in DN and DP thymocytes (90).
The TCRβ/pTα/CD3/TCRζ2 complexes associate very ef-
ficiently into cholesterol-rich lipid microdomains (lipid
rafts) on the cell membrane, and they oligomerize with
each other and spontaneously initiate signaling (90,95,96).
Artificial crosslinking of CD3 complexes on the DN3
thymocytes of RAG-knockout mice is also sufficient to
drive the full β selection response. The DN3 thymocytes
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FIGURE 12.4 Triggering requirements for β selection and γ δ selection. A: DN to DP transition
induced in RAG-deficient thymocytes by introduction of a rearranged TCRβ transgene or activated
Lck (LckF505): proliferation and differentiation depend on Notch/DL1 interaction. Left panels
show RAG-knockout thymocytes cultured on OP9 stromal cells that do not express the Notch
ligand DL1 (OP9-control); right panels show the same populations of cells cultured on OP9 stromal
cells that do express DL1 (OP9-DL1). Numbers in parentheses above panels show the change in
cell number recovered from each culture relative to input. Note that DN to DP transition and
proliferation require both an Lck-activating stimulus (pre-TCR assembly or LckF505) and an
interaction between cellular Notch and its DL1 ligand. From ref. (253), with permission. B: Wild-
type DN3 thymocytes can generate γ δ cells, but not TCRβ+ cells, in the absence of Notch/DL1
interaction. Here cells were pre-fractionated into DN2 and DN3 subsets and only then cultured
on OP9-control or OP9-DL1. DL1 is needed for both kinds of TCR+ cells to be generated from
DN2 cells, but once the cells reach DN3 stage, DL1 is no longer needed for γ δ cell development.
C: Cell counts for cultures shown in panel B. Panels B, C from ref. (62), with permission.

themselves may be particularly responsive to any kind of
CD3 complex signaling.

The pre-TCR signaling cascade launches the complex β

selection response by activating the kinase Lck, engaging
the adaptors SLP-76 and linker of activated T cells (LAT),
and thus activating protein kinase C, Ras, and MAP ki-
nases. All these mediators are essential, and protein ki-
nase C is particularly important for TCRβ allelic exclusion
(97,98). Artificial activation of Lck or the Ras/Raf, PI3-
kinase, or protein kinase C pathways is sufficient to cause
a burst of DP cells to be generated even in RAG-knockout
mutants, which cannot rearrange their TCR genes and so
cannot undergo β selection legitimately (99) (reviewed in
91–93). Figure 12.4A (lower right) shows the dramatic ef-
fect of constitutively activated Lck, comparable to a rear-
ranged TCRβ itself. Similarly, Lck can be activated consti-
tutively by mutation of the csk gene, and this also enables
cells without pre-TCR to differentiate spontaneously to DP
cells (100).

These details imply that β selection is activated by a
signaling cascade that is strikingly similar to the one that
is triggered by the mature αβ TCR in later stages of T
cell development, during positive selection, as well as in
mature T cell responses to antigen. Indeed, β selection
serves as the “maiden voyage” in development for the
multicomponent TCR signaling apparatus that will gov-
ern all future interactions of the T cell with its environ-
ment.

The TCRα locus under normal conditions is neither
rearranged nor transcribed appreciably until β selection.
However, already-rearranged TCRα transgenes can be ex-
pressed in DN cells to make TCRαβ complexes as well as
pTα:TCRβ pre-TCR complexes. To a limited extent, rear-
ranged TCRα can replace pTα to mediate β selection. How-
ever, TCRαβ complexes are less effective than pre-TCR
complexes in triggering the major proliferative expansion
that normally occurs at β selection, due to intrinsic differ-
ences in signaling capability (101,102).
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Constituent Events in the β
Selection Cascade

Gene disruption and overexpression experiments show
that once triggered, successful β selection consists of
components under partially separable control: (a) early
proliferation, with short-term protection from apoptosis
(DN→ISP); (b) later proliferation (ISP→DP); (c) CD4,
CD8, TCRα transcriptional activation; (d) transcriptional
repression of CD25 and a variety of Notch response genes;
(e) transient down-regulation of RAG1, RAG2, and pTα;
(f) allelic exclusion (i.e., long-term shutoff of Vβ and Vγ

rearrangement); (g) antiapoptotic functions for ISP→DP
cells; and (h) transcriptional silencing of the TCRγ genes,
whether or not they are rearranged, once the cells reach the
DP stage. These phases are regulated discontinuously by
a variety of factors with dynamically shifting roles. E pro-
tein (E2A/HEB) function is required for TCR rearrange-
ment but must be counteracted to allow the initial burst of
proliferation. This occurs through a transient increase in
expression of the E protein inhibitor, Id3, which then sub-
sides to allow differentiation (66,103). Factors of the Egr
family are sharply induced by pre-TCR signaling and im-
portant for many of the initial transcriptional responses,
but become antagonistic if their expression is not subse-
quently shut off (104–107). The HMG box transcription
factors TCF-1 and LEF have a substantial role, later in
making β selection effective overall, at least by promoting
proliferation in the ISP to DP stage and viability of emer-
gent DP cells (30,71,108). Transitions in viability support
functions are particularly complex, involving shifts in Bcl-
2 family member expression (87,94,109), NF-κB activation
(94,110), induction of the DP-specific orphan nuclear re-
ceptor RORγ t (111–113). The roles of death-domain con-
taining signaling adaptors such as FADD also shift between
pro-apoptotic and pro-proliferative effects (82,114).

Perhaps surprisingly, the phenotypic differentiation
from CD4− CD8− DN to CD4+ CD8+ DP may be the aspect
of β selection that is closest to a default program. RAG-
knockout DN3 thymocytes can begin to differentiate spon-
taneously if the mice are recovering from irradiation, if the
p53 checkpoint control function is absent, or if they are ex-
pressing a dominant-negative allele of FADD (82,84,86), in
spite of their lack of pre-TCR. These are manipulations that
are unlikely to “instruct” the DP developmental program.
Instead, they presumably remove a barrier to it. Further,
in RAG-knockout mice with a diabetes-prone NOD genetic
background, although the thymocytes cannot express any
form of TCR, an age-dependent breakthrough of the check-
point occurs that generates DP cells at a high penetrance
(87). DN3 cells thus appear to be developmentally primed
for DP cell differentiation, but restrained by the β selection
checkpoint machinery. One major thing that the pre-TCR
and Lck signaling cascade appears to do is to lift this bar-
rier.

In these violations of the β selection checkpoint, how-
ever, what fails is the normal level of proliferation. Also
correlated with the poor proliferation in these cases is a
failure to complete the down-regulation of DN3-specific
genes such as CD25. In the NOD case, which has been an-
alyzed most closely, the breakthrough cells demonstrably
fail to extinguish expression of the IL-7Rα (CD127) and
c-Kit (CD117) genes as well as a series of DN3-specific
transcription factors including the Notch-response tran-
scription factor HES1 (87). Proliferation is also required
to terminate expression of the TCRγ genes in the DP cells
emerging from β selection (115). These results suggest that
the extensive proliferation normally triggered during β se-
lection is functionally linked with the ability to “clear the
decks” developmentally and to relinquish the gene expres-
sion patterns of the pre-selection state.

Choices of Fate within the T Cell Lineage:
Differences between αβ and γδ T Cells

At every point in T cell development at which TCR com-
plex signaling affects cell fate, the outcome is affected by
quantitative details of the strength and duration of signal-
ing. The choice at these checkpoints is not just whether the
cells will be allowed to survive, but also a choice between
at least two developmental programs to follow by the cells
that succeed. This is true of positive and negative selection
based on TCRαβ interactions with MHC and self-peptide,
and somewhat surprisingly, it also appears to be true of the
generation of αβ or γ δ T cells by DN3 thymocytes.

Mature TCRγ δ cells differ in many respects from
TCRαβ cells. Their program of gene expression generally
does not include expression of CD4 or CD8β, in contrast to
TCRαβ cells. Because the cytoplasmic tails of CD4 and CD8
are the major known docking sites for Lck, their absence
probably alters the way mature TCRγ δ cells can recruit
Lck to lipid rafts with the TCR during antigen recogni-
tion. TCRγ δ cells can express conventional immune cy-
tokines such as IL-2, but with distinctive features of their
regulation (116). In the periphery, TCRγ δ cells home to
different sites and carry out different surveillance assign-
ments from those of TCRαβ cells, including wound healing
and epithelial maintenance (117). These functions reflect
TCRγ δ-specific programming for expression of insulinlike
growth factor I and keratinocyte growth factor (FGF-7),
which act on the epithelial cells.

Intracellular expression of TCRγ and δ proteins is first
detectable in a subset of DN3 cells (118), and a vari-
ety of staining and reporter gene knock-in techniques
visualize TCRγ δ cells emerging from the DN3 popula-
tion (61,62,119). γ δ-selection causes the cells to shift to
a CD25− CD44+/− phenotype, with relatively high CD5
expression. Emerging γ δ-selected cells diverge from β-
selected cells immediately in their expression levels of sur-
vival and regulatory genes, including Bcl2, Runx3, Aiolos,
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Egr family, and HEB genes (61,120). Direct comparisons
between β selection and γ δ selection show that γ δ se-
lection triggers fewer rounds of proliferation (61,63). The
question has been how developing thymocytes can tell the
difference.

TCRγ δ cells are usually defined by their success in mak-
ing both V-Jγ and V-D-Jδ gene rearrangements produc-
tively before they either die or undergo complete β selec-
tion. The TCRγ δ receptor is both their main distinguishing
feature and their most apparent cause of divergence from
the TCRαβ path. TCRγ and nondeleted δ genes may also
be rearranged in TCRαβ cells, but these are usually out of
frame for protein translation. On the other hand, the corre-
lation between TCR rearrangement and fate is imperfect.
There are some in-frame TCRβ rearrangements in γ δ cells,
so the commitment to the γ δ fate can occur sometimes
in spite of TCRβ expression (121,122). In some circum-
stances, a TCRγ δ receptor can even promote development
to a DP fate, or a TCRαβ complex can drive differenti-
ation toward a γ δ-lineage-like fate (123–125), Therefore,
the unique structural properties of the γ δ and pTα:TCRβ

complexes cannot be the only things that determine devel-
opmental fate.

Factors Influencing Commitment to the αβ
or γδ Lineage

Tantalizing evidence has shown that the generation of
TCRγ δ lineage cells depends on different balances of reg-
ulatory inputs than the generation of TCRαβ cells via β

selection. For example, IL-7 signaling is crucial for the de-
velopment of almost all subtypes of γ δ cells, and this is due
to direct effects of the IL-7R–activated transcription fac-
tor STAT5 on TCRγ locus rearrangement and expression
(126–132). IL-7 also influences generation of αβ-lineage
cells, mostly in the degree of proliferative expansion be-
fore β selection, but for γ δ cell generation the effect is all
or nothing. Accordingly, at stages before TCR rearrange-
ment is complete and before any TCRγ or δ protein is de-
tectable in the cells (133), subsets of DN2 cells with the
highest levels of IL-7R expression show more competence
to develop into TCRγ δ cells than those with lower IL-7R
surface expression (134). Conversely, there are genetic cir-
cumstances under which TCRγ δ cells can develop and
αβ-lineage cells cannot. For example, loss of function of
various genes, ranging from E proteins to the Notch tran-
scription factor RBP-Jκ (CSL) to a DNA methyltransferase,
can each block generation of DP cells while leaving TCRγ δ

cell numbers unchanged (59,135–137). Conceivably, then,
the precursors of αβ and γ δ cells could diverge at a regu-
latory gene level before reaching the first TCR-dependent
selection point. But even if such differences exist before
TCR rearrangement, it turns out that differential strength
of signaling through the γ δ TCR and pre-TCR is sufficient

to control which developmental program the cells actually
choose (reviewed by 138,139).

The strength of the signal transduced by a fully assem-
bled γ δ complex appears normally to be stronger than that
transduced by the TCRβ:pTα pre-TCR complex (96). Re-
markably, in elegant transgenic systems, the same TCRγ δ

complex can promote either β-selection or γ δ-selection
with high efficiency, depending on the strength of the sig-
nal that it is allowed to deliver (120,140). A great deal of in-
genuity was used to determine this, because in general the
ligands for TCRγ δ and their roles in γ δ-selection are not
known. One study took advantage of a rare TCRγ δ trans-
gene that is known to be positively selected by interaction
with a nonclassical class I MHC protein. In this transgenic,
the availability of the ligand could be controlled separately
by mutation of the essential MHC class I component β2-
microglobulin (120). Where the ligand was present, the
TCRγ δ transgene-expressing cells developed into γ δ lin-
eage cells; where it was not, they proliferated more and
developed into DP cells instead. In another study, a differ-
ent TCRγ δ transgene with an unknown ligand was used,
but signaling through this receptor was manipulated by
separate mutations that affected the intrinsic signaling ef-
ficiency of the TCRζ chains that transduce signals from the
TCR complex. Here any TCRγ δ–ligand interaction would
be exactly the same as in the normal case. However, as the
competence of the TCRγ δ signaling complex was reduced,
the cells again generated increasing numbers of thymo-
cytes in steady state and increasingly developed into DP
cells instead of TCRγ δ cells (140). Thus, not only the pres-
ence or absence of an assembled TCR complex but also the
quantitative details of its signaling determine the future
differentiation of cells confronting the β-selection check-
point.

Differential Notch Requirements for TCRαβ
vs. TCRγδ Cell Production

As signal strength appears to favor the TCRγ δ lineage, one
of the most important factors favoring TCRαβ lineage de-
velopment now appears to be Notch signaling. The first
TCR-dependent checkpoint is the stage when developing
T lineage cells graduate from Notch dependence to TCR
dependence. Once selection has begun, Notch signaling is
not strictly needed for either β or γ δ selection to finish
successfully (59,64). The down-regulation of Notch target
gene HES1 (49,141) and many others including Notch1
and Notch3 themselves, is an early feature of both types
of selection (61). However, Notch/Delta signaling remains
vital for cells beginning to undergo β selection even as it
becomes dispensable for γ δ selection.

The clearest demonstration of this specific require-
ment has been revealed by in vitro culture of sorted DN3
cells with stromal cells that do or do not express the
Notch ligand DL1 (46). As shown in Figure 12.4A, ongoing
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Notch/Delta signaling (OP9-DL1 stromal culture) is abso-
lutely required for DN3 cells to start β selection; this is true
no matter what kind of TCR they have (61–63,89,142). In
contrast, eligible DN3 cells can undergo γ δ selection with-
out these signals (Figure 12.4B,C: OP9-DL1 versus OP9-
control samples). There is even evidence that the strength
of the pre-TCR signal may need to be offset by the inten-
sity of Notch signaling in order to generate DP thymocytes
(63,89). These results imply that Notch signaling is an inte-
gral part of a balance of signals that determines the choice
between αβ and γ δ developmental programs.

The essential role of Notch pathway regulation in β se-
lection illuminates a grim side of its role. Hyperactivity of
the Notch pathway at β selection, or a failure to turn it off
once β selection begins, appears to be a key precipitating
factor for T lineage acute lymphoblastic leukemia, with or
without other predisposing mutations in Ikaros, E2A, or
other genes (78–80,143–145). The explosive proliferation
that β selection entails mobilizes other proto-oncogenes,
such as c-Myb and Pim-1 (146–149), and the cells can be
imagined to come close to the brink of oncogenic trans-
formation in every generation. The mechanism leading to
down-regulation of the Notch pathway during β selection
is not well understood yet, but if it allows DP cells to come
to a resting state, it may be critical for the health of the
organism.

CD4+ CD8+ DOUBLE-POSITIVE
THYMOCYTES AND THYMIC
HOMEOSTASIS

Impacts of β Selection on Later T Cell
Differentiation

As a developmental event, β selection is momentous. The
approximately 102-fold proliferation at β selection effec-
tively erases the developmental alternatives for TCRαβ

cells, consummating not only T lineage commitment but
the separation of αβ and γ δ cell fates. In adult mammals,
this is the last significant proliferation that T cell precur-
sors undergo before being exported to the periphery. Thus,
the form in which cells emerge from the various stages of
β selection dictates the defaults for their responses to pos-
itive and negative selection signals for most of the rest of
their residence in the thymus.

β selection causes an immediate impact on the cells
that in certain ways is the reverse of the impact of pos-
itive selection (see later discussion). In particular, there
are changes in Bcl-2, Bcl-XL, NF-κB, and AP-1 activation,
RORγ t expression, glycoprotein sialylation, and signaling
thresholds that will all be reversed when the cells are pos-
itively selected, as summarized in Figure 12.5. Neverthe-
less, many of the triggering functions used in β selection
are the same as those used in positive selection. The signals

FIGURE 12.5 Transformations of cell phenotype during β se-
lection in mouse thymocytes: comparison with later transfor-
mations during positive selection. The changes in gene expres-
sion, rearrangement accessibility, and cell-surface phenotype at
the transition from DN3 cells to DP are shown, compared with
changes that occur later during positive selection. Changes in
cell-surface phenotype where several distinct levels of marker ex-
pression are useful to distinguish among developmental states
are depicted by sloping or stepped forms, whereas others are
simplified as all-or-none changes. For discussion, see text. CD4
and CD8 expression patterns are shown bifurcating at positive se-
lection to represent the CD4/CD8 SP lineage split. Proliferation
between the DN3 and DP stages extends through the DN4 and
immature SP stages (not marked here) and into the beginning of
the DP stage. RAG1 and RAG2 and pTα are transiently shut off
during proliferation after β selection and then expressed again in
DP thymocytes. Expression of RORγ t in DP cells correlates with
alterations in functional responsiveness. AP-1 loss of function in
DP thymocytes is a loss of inducibility of deoxyribonucleic acid
(DNA) binding and transactivation activity, leading to broad de-
fects in effector gene inducibility. The up-regulation shown for
NF-κB in the DP stage refers only to constitutive nuclearization
of DNA-binding activity: NF-κB is also inducible by stimulation
at other stages of development. The expression of surface glyco-
proteins deficient in sialic acid is detected by a sharp increase in
binding to the lectin peanut agglutinin (PNA). Fas is a TNF re-
ceptor family death receptor. CD69, CD24 (HSA), CD5, and CD28
are cell-surface receptors with potential roles in modulating or
costimulating TCR signaling activity.
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may not be instructive in themselves, therefore, but more
like a toggle between alternative physiological states.

The responses to pre-TCR signaling include changes in
expression of other cell-surface receptors that can them-
selves affect TCR signaling (Figure 12.5). An important one
is CD5, which is induced in direct proportion to TCR signal
strength, but which also acts as an inhibitor of subse-
quent TCR signal transduction (150,151). The stable con-
version of developing thymocytes from CD5-low to CD5-
intermediate during β selection should make signaling a
little more difficult for the resulting DP cells. Most provoca-
tively, it should make future signaling weaker, in direct
proportion to the strength of the signal by which the cells
were selected. CD5 is even more strongly up-regulated dur-
ing γ δ selection, as already noted, in agreement with the
model that TCRγ δ complexes signal more strongly than
pre-TCR. It is also interesting that the transcription fac-
tor Ikaros, which plays a checkpoint-enforcement func-
tion in β selection, appears to act as a brake on sponta-
neous TCR triggering in later development (152). Signaling
thresholds can thus be determined and fixed for individual
cells through the balance of regulators that triggered their
β selection.

The threshold-setting functions mobilized in β selection
may turn out to be an important immunological legacy
of the process. Conceivably, the levels of threshold-setting
functions such as CD5, Csk, and Ikaros could be main-
tained from β selection through proliferation and into the
DP population. If so, then the later positive/negative se-
lection thresholds for individual DP cells could depend on
the strength of the pre-TCR signals that triggered their β

selection initially.

Uniqueness of DP Thymocytes

The CD4+CD8+DP thymocytes produced through β selec-
tion are physiologically specialized for undergoing selec-
tion on the basis of TCR recognition (Figure 12.5). These
cells are a paradoxical combination of extreme sensitivity
to TCR ligands and, by some criteria, extreme functional
paralysis. Unable to turn on any of the functional response
genes of mature T cells in response to stimulation, they
nevertheless do recognize TCR ligands with ultrasensitive
dose–response relationships. Antigenic peptides presented
on conventional antigen-presenting cells can trigger apop-
tosis of DP thymocytes with median effective dose values
that are substantially lower (∼10-fold) than those needed
to trigger responses of mature T cells with the same TCR
(109–111). This is especially surprising because the cell-
surface density of TCR on DP thymocytes, even after pro-
ductive TCRα rearrangement, is about 10-fold lower than
on SP thymocytes. Operationally, this means that DP thy-
mocytes can make responses to peptide/MHC complexes
that are low-affinity ligands for their TCR, too low to be
stimulatory for mature cells with the same TCR.

One important mechanism contributing to this ultra-
sensitivity is the distinctive glycosylation state of many DP
thymocyte surface molecules. These are strikingly deficient
in terminal sialylation in comparison with surface glyco-
proteins of mature T cells and immature DN cells alike,
reducing the electrostatic repulsion between DP thymo-
cytes and other cells with a more typically strong negative
surface charge. This reduced repulsion apparently low-
ers the affinity threshold for TCR signaling (153). Another
feature enhancing the sensitivity of DP cells is the fact that
they still express a relatively low level of CD5, the nega-
tive regulator of TCR signaling (150,151), as compared to
mature cells. For these or additional reasons, immunolog-
ical synapses formed by DP thymocytes with thymic ep-
ithelial cells are distinct in organization from those that
mature T cells form with professional antigen-presenting
cells (154,155).

DP thymocytes have other features that bear on their
eventual fates. Because of the regulatory changes that
generate them during β selection, these cells are ex-
tremely sensitive to death induced by glucocorticoids, and,
even without perturbation, they die quickly outside of the
thymic microenvironment. These properties are especially
pronounced in the mouse; human and rat DP thymocytes
are somewhat more robust. Thymocyte glucocorticoid sen-
sitivity exactly coincides with the cell-surface carbohy-
drate changes (peanut agglutinin–binding phenotype) and
the lack of class I MHC and is tightly developmentally reg-
ulated; it can be used as an efficient method to deplete DP
cells specifically. Even mildly elevated physiological lev-
els of glucocorticoids in vivo shrink the thymus dramat-
ically through loss of DP cells. It is widely assumed that
normal circulating levels of glucocorticoids play a major
role in setting the three- or four-day deadline for DP thy-
mocyte selection or death. However, DP cells are not just
death-row inmates awaiting a reprieve. Throughout their
few days of passage, they maintain their own antiapop-
totic functions by expressing Bcl-xL and Bcl2A1 (109,111).
Further, the regulatory molecule that turns on these DP-
specific antiapoptotic molecules is the orphan nuclear re-
ceptor RORγ t, and this is the same regulatory molecule
that appears to shut off the ability of DP cells to make
conventional effector responses (111,112,156). Thus, in the
DP stage, developing thymocytes exchange one kind of re-
sponse program for another (Figure 12.5).

DP Thymocyte Impact on the Thymic
Microenvironment

Most interestingly, recent work has shown that part of this
DP cell program is to take an active role in shaping the
thymic environment. There is a long history of evidence for
cross-talk between DP cells and the thymic stroma, which
affects the state of the epithelium, its ability to maintain
thymocyte viability through β selection, and indirectly the
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carrying capacity of the thymus (77,157,158). The pres-
ence of DP cells causes a polarization of the cortical struc-
ture, with IL-7 production compartmentalized in the inner
regions close to the cortical-medullary junction (13). DP
cells also act to control the programming of new waves of
precursors through a more direct route. As they emerge
from β selection, DP cells turn on lymphotoxin-β, a tu-
mor necrosis factor (TNF)–family secreted molecule that
is used by embryonic lymphoid tissue-inducing cells to ini-
tiate lymph node development. RORγ t is also important
for making this possible (159). The cells that receive the
lymphotoxin-β signal are not just other DP cells or thymic
epithelial cells, but also the immature DN cells migrating
past them in the bidirectional traffic of the cortex. DP-
derived lymphotoxin-β has a remarkable effect on the gene
expression patterns in these immature precursors and even
on the maturation of TCRγ δ cells from those precursors
(159). Thus, the presence of normally developed DP cells
may be important even for the maturation of cells that took
an alternative pathway.

There are two other features of DP cells that are increas-
ingly seen to be important for thymic function. One is that
as they take up most of the cellular volume of the thymic
cortex, DP cells may buffer outwardly migrating DN cells
against the effects of competition for Notch ligands. This is
possible because DN but not DP cells express high levels of
Lunatic Fringe, a modifying enzyme that greatly enhances
the efficiency with which a cell can engage with Delta-
family Notch ligands. It is now clear that the amount of
Delta presented by thymic stroma is limited, and T cell de-
velopment can be deranged or blocked when there is exces-
sive competition (160–162). By their “self-denying” down-
regulation of Lunatic Fringe, the DP cells provide a neutral
neighborhood for DN cells. In this role, DP cells could be
analogous to the control rods in a nuclear reactor. At the
same time, it is possible to imagine such a mechanism
helping to regulate the carrying capacity of the thymus.

A last important feature of the DP cells is that they
may themselves be the antigen-presenting cells for cer-
tain kinds of positive selection. The DP cells themselves
express neither classical class I nor class II MHC: The
lack of class II is normal for murine T cells, and the
shutoff of conventional class I MHC expression is an-
other unique feature of the DP state (Figure 12.5). How-
ever, DP cells in several mammalian species express non-
classical class I MHC antigens, such as TL or CD1,
which are the restricting elements for antigen recogni-
tion by specific subsets of αβ-T cells such as NKT cells
with an invariant TCRα (iNKT) and epithelial-associated
T cells using CD8αα homodimers. The importance of these
minority T cell lineages is suddenly becoming appreciated,
as these cells have some characteristics of innate immune
cells and play a role in the regulation of peripheral im-
mune responses. Both cell types undergo thymic develop-
ment, pass through a DP stage, and appear to be positively

selected on high-affinity agonists presented in the context
of the nonconventional MHC molecules (163–165). Thus,
DP cells may themselves take the place of thymic epithe-
lium for selection of cells that will mature in these partic-
ular lineages.

POSITIVE SELECTION AND CHOICE OF CD4
OR CD8 CELL FATE

Positive selection is the canonical example demonstrating
that quantitative differences in TCR signaling can elicit
wholly different developmental outcomes. Transgenes en-
coding pre-rearranged TCRα and TCRβ genes impose a
predictable recognition specificity on developing T cells,
blocking most endogenous TCR gene rearrangement and
diversity by allelic exclusion. From the earliest such exper-
iments, it has been evident that the recognition specificity
also imposes a predictable developmental fate. Transgenes
encoding a receptor that recognizes some foreign peptide
antigen in the context of the same MHC allelic forms ex-
pressed in the thymus give thymocytes a greatly increased
chance of survival (positive selection). Transgenes encod-
ing a receptor that recognizes both self-MHC and a self-
peptide expressed in the thymus generally cause the trans-
genic TCR+ cells to be eliminated (negative selection).
Further, the nature of the ligand recognized controls the
developmental programming of two major effector classes
of T cells. Transgenes encoding a receptor for peptide com-
plexes with class II MHC direct the cells to mature into CD4
SP cells, whereas transgenes encoding a receptor for pep-
tide complexes with class I MHC direct development to a
CD8 SP lineage. Although details of the expression of TCR
transgenes in vivo are not normal (they are expressed at
an earlier stage, typically, than normal TCR that depend
on TCRα rearrangement), they have revealed the over-
whelming importance of details of TCR signaling for thy-
mocyte fate determination. Clever experimental strategies
have now made it possible to tease out how the cells distin-
guish between interactions with different ligands and how
they translate these features of a transient interaction into
an irreversible choice of developmental program.

Positive Selection and the TCR
Recognition Repertoire

Positive selection ensures that only thymocytes expressing
a useful TCR can survive the DP stage and mature beyond
it. Useful here means capable of mediating interactions
with either class I or class II MHC, but not with such
high affinity as to cause autoreactivity. In practice, this
usually involves a weak interaction with MHC complexes
that include thymic self-peptide, as some other “foreign”
antigenic peptide in the same MHC is likely to exist that
has much stronger interaction with such a receptor in the
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periphery. Positive selection and its importance for reper-
toire selection are discussed in detail in many reviews
(166–169). It is important to note that positive selection
does not need to be precise in terms of antigen speci-
ficity. After all, the thymus only expresses self-antigens.
Therefore, it cannot positively select for a particular for-
eign antigenic peptide specificity, but only for the compe-
tence to contribute to a useful TCR repertoire. The process
can also afford to be permissive, because any positively se-
lected cells that turn out to have too high an affinity for
self-antigen will still have time to be negatively selected or
diverted to a Treg fate in the thymic medulla (170). It is the
superimposition of the positive selection window and the
more stringent negative selection window that selects the
useful, self-tolerant T cell repertoire.

The TCR-ligand interactions that trigger positive selec-
tion appear to be low affinity and fairly promiscuous. As a
result, a single peptide/MHC complex can positively select
DP cells with any of numerous different TCR specificities,
as long as they cross-react weakly with that complex (171).
The heightened sensitivity of DP cells to certain weak TCR
interactions means that the peptide/MHC complex that ac-
tually triggers positive selection may bind with an affinity
that becomes undetectable, or detectable only as compet-
itive antagonism, once the cell has matured into a periph-
eral T cell. However, mature T cells continue to recognize
other peptides in association with the same class I or class
II MHC molecule that mediated their positive selection.

Triggering of Positive Selection

The receptors that are important for positive selection in-
clude not only the newly expressed TCRαβ complexes,
but also the CD4 and CD8 coreceptors (especially in the
form of CD8αβ heterodimers), which interact with Lck
through their cytoplasmic tails. CD4 co-engages class II
MHC, and CD8 co-engages class I MHC. Because the DP
cells express both CD4 and CD8, one or the other core-
ceptor can be engaged to bring Lck to the vicinity of the
engaged TCR, whether the MHC that is being recognized
is class II or class I. In either case, this triggers a TCR sig-
naling cascade including activation of Lck, ZAP70, Ras,
Vav, Itk, calcineurin, and protein kinase C. These events
have been extensively studied and validated by knock-
out mutations in various signaling components (reviewed
in refs. 127,166,167,172–174). Structural features of the
TCRαβ complex, as opposed to the pre-TCR, may cause
positive selection signaling to differ qualitatively from β

selection signaling: There are hints that a particular sub-
domain of TCRα and the presence of CD3δ in the TCRαβ

complexes may be crucial for activating the MAP kinases
ERK1, 2 (175,176). Distinctively, positive selection elicits
sustained ERK activation, which depends on calcineurin
B (177) and activates a cascade of SAP-1 (Elk4), Egr1, and
Id3 (178;179). CD8αβ coreceptor complexes bring less Lck

to the immunological synapse than CD4 coreceptor com-
plexes, but both trigger seemingly similar response path-
ways.

Time Window for Positive Selection

Positive selection occurs in the cortex. DP thymocytes in
the cortex have only a three-day lifespan on average be-
fore they die “by neglect,” and throughout this time they
actively carry on V-J rearrangement of the TCRα locus.
This starts as soon as RAG expression resumes after β

selection and sometimes even before the cells finish pro-
liferating (see Figure 12.2). There is no allelic exclusion
of TCRα gene rearrangement; the process is terminated
either by positive selection, which finally shuts off RAG
expression, or by cell death. Individual cells can rearrange
the α-chain genes on both chromosomes, not only once but
many times, because the locus offers more than 50 possible
Jα segments as well as Vα segments in a permissive topol-
ogy (180). Expression of an in-frame TCRα chain replaces
pTα in complexes with TCRβ, enabling the cells to be au-
ditioned for positive selection immediately based on the
interaction with ligands on the cortical epithelial cells. The
cortical epithelium provides a rich source of MHC class I
and class II surface complexes with a notable lack of co-
stimulatory molecules for T cells. This is important be-
cause at the DP stage, costimulation causes not activation
but negative selection (reviewed in ref. 166; see next sec-
tion). Thus, the cortical epithelial microenvironment pro-
vides a uniquely forgiving testing ground for newly gener-
ated TCR recognition specificities.

The sequence of events triggered by positive selection
includes little if any proliferation, in contrast to β selec-
tion. CD69 is up-regulated, RAG genes are turned off per-
manently, CD5 levels increase, and TCR/CD3 complexes
are stabilized so that their surface expression increases in
parallel. Concomitantly, expression of the chemokine re-
ceptor CCR7 is turned on. This enables the cells to migrate
from the cortex to the medulla, starting another multiple-
day maturation process (181). Glycoprotein processing is
altered back to a more “normal” pattern, so that new glyco-
proteins are once again fully sialylated. The cells regain the
Bcl-2 and class I MHC expression that they had lost at β

selection, and they begin to recover the functional respon-
siveness that had disappeared at that time (Figure 12.5).
As this proceeds, the cells eventually become resistant to
negative selection, and they down-regulate CD24 (HSA) as
TCR/CD3 levels rise even higher and CD69 expression fi-
nally subsides. Eventually, the cells are enabled to leave the
medulla and migrate out to the periphery through a pro-
cess dependent on a G protein–coupled receptor for the
glycolipid sphingosine 1-phosphate (182). The TCR up-
regulation, rescue from death by neglect, release to the
medulla, and functional maturation events appear to be
common to all positively selected thymocytes.
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A BFIGURE 12.6 CD4/CD8 developmental reg-
ulation and signal kinetics in positive selec-
tion. A: Observed paths of phenotypic change
through which DP thymocytes differentiate
into CD4 SP (broken arrow) or CD8 SP (solid
arrows) cells. Some CD8 SP cells can develop
by immediate loss of CD4 (thin arrow), but the
majority transiently lose CD8 expression and
go through a CD4+ CD8low intermediate (thick
arrow). B: Implications of the initial CD8 loss
for the duration of Lck signaling during posi-
tive selection of CD4 SP (broken line) and CD8
SP cells (solid line). See text for details.

The process of positive selection is more than the initial
contact with MHC ligand, therefore, and the interesting
fact is that TCR signaling must continue for several days
for the process to be completed (183,184). This has been
shown elegantly in vivo by genetically engineering mice so
that the expression of the crucial TCR signaling mediator,
ZAP70, is tightly limited to the DP stage and turned off
by the first flashes of positive selection signaling (185). In
these mice, positive selection can begin, and a first wave of
phenotypic changes is seen, but the cells cannot complete
the process. This requirement for ongoing or repeated TCR
signaling after the first responses to positive selection sig-
nals now appears to be a crucial element of the mechanism
that determines the CD4/CD8 lineage choice.

Duration and Strength of Signal Control
CD4/CD8 Lineage Choice

The problem of what determines whether αβ T cell lineage
cells will differentiate into CD4+ helper T cells or CD8+ cy-
totoxic T cells was passionately debated for years (127,186–
190), though a consensus is now emerging. The basic ques-
tions were whether the signals through the TCR and CD4
versus CD8 coreceptors alone could provide a sufficiently
informative difference to instruct the choice between di-
vergent differentiation programs for CD4 helper cells and
CD8 killer cells, and whether any other signaling pathway
played a major role. Candidates for other pathways were
widely discussed. In fact, a skewing of CD4/CD8 differenti-
ation was one of the first aspects of thymocyte development
observed to be affected by Notch signaling (191). This was
historically critical in bringing Notch to the attention of
the T cell development field, although the mechanism of
this Notch effect is now thought to be indirect (192).

There are two differences between the positive selec-
tion signals experienced by cells selected on class II MHC
and those experienced by cells selected on class I MHC.
The first difference is quantitative: TCR/class I MHC/CD8
complexes, on average, induce less Lck activation than
TCR/class II MHC/CD4 complexes, because Lck is bound
less efficiently to CD8 cytoplasmic tails than to CD4. The
second difference is kinetic: The time course of Lck signal-

ing in the case of class I recognition is more interrupted,
while Lck signaling induced by class II recognition is sus-
tained. This is because the initial response to positive se-
lection includes asymmetrical changes in the surface ex-
pression of the two coreceptors, even before any sign that
the cell can distinguish a class I ligand from a class II li-
gand. Figure 12.6A shows the pathways the cells take from
DP to CD4 SP or CD8 SP. There is a relatively straight path
from DP to CD4 SP by CD8 down-regulation and silencing.
In contrast, the major pathway to the CD8 fate is a sinuous
loop as the cells initially down-regulate CD8—the wrong
coreceptor—so that they are first intermixed with the cells
undergoing CD4 selection, and only afterward do they re-
verse phenotype by reexpressing CD8 and silencing CD4
(“coreceptor reversal”). Reexpression of CD8 then makes
use of different cis-regulatory elements and different tran-
scription factors than prior expression of CD8 in the DP
stage (193). This makes a qualitative difference because
the cell is not finished being selected when it first downreg-
ulates CD8 (186). Cells that used CD4/TCR coengagement
to bring Lck to the immunological synapse at the start of
positive selection still have plenty of CD4 to provide an
equally strong signal the next time its TCR engages. Cells
that used CD8/TCR coengagement for a signal of equal ini-
tial strength, however, have far less CD8 available to mobi-
lize Lck the second time, and they experience a sharp time-
dependent falloff in Lck signal intensity (Figure 12.6B).

Signal intensity in the aggregate can have a powerful
effect on the lineage choice. Lck especially has been impli-
cated by transgenic manipulations that modestly increase
or reduce Lck activity levels in developing thymocytes.
Although the effect is not visible in a normal thymocyte
population with diverse receptors, there is a dramatic ef-
fect on thymocytes with a fixed TCR specificity (194).
Cells expressing a class II–restricted TCR transgene can
be switched from CD4, helper-lineage positive selection
to CD8, cytotoxic-lineage positive selection, through low-
level expression of a dominant negative form of Lck. Cells
expressing a class I-restricted transgene, conversely, can
be switched from CD8 to CD4 lineage by low-level expres-
sion of activated Lck. It is interesting to note that an im-
portant design feature in this experimental system was the
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expression of the modified Lck transgenes from a promoter
that is expressed mostly after positive selection begins—
that is, affecting the duration of the Lck signal as well as
the initial amplitude. Downstream of Lck, ERK activity lev-
els have also been shown to affect CD4/CD8 lineage choice
in a similar way (168,173,188,195,196).

The importance of signal duration has emerged from
increasing evidence that differences in initial signaling in-
tensity are not required for the CD4/CD8 choice. Strikingly,
the same signal through the same TCR can result in posi-

tive selection of CD4 cells, if sustained, while it results in
positive selection of CD8 cells, if interrupted (197–199). To
control the timing of the signal in these experiments, both
elegant transgenic designs and extremely high-resolution
fetal thymic organ culture approaches have been used, and
these give dramatic and concordant results in vivo and
in vitro. An example in a two-stage fetal thymus organ cul-
ture system is illustrated in Figure 12.7 (199). To rule out
any remaining question about special signaling capabil-
ities of the CD4/TCR/MHC class II complex as opposed

A

B

FIGURE 12.7 Signaling through TCR-class II MHC interaction can drive either CD4 or CD8 SP
development depending on duration of signal. The figure shows a two-step fetal thymic organ
culture system in which cells can be exposed to the same positively selecting ligands for longer
or shorter periods. A: Fetal thymocytes with an MHC class II–restricted TCR transgene would
normally develop into CD4 SP cells if exposed to the correct MHC haplotype. However, in the B6
genetic background, the right MHC class II product is not expressed. Therefore, in the thymus of
a TCR transgenic on the B6 background, the thymocytes cannot progress beyond the DP stage in
spite of their expression of a good TCR (left panel). These DP cells can be rescued into differenti-
ation toward CD4 SP within 1–2 days if they are transferred to a reaggregate fetal thymic organ
culture (RTOC) with TECs from a BALB/c mouse (middle panels), but they remain arrested at
DP in RTOC with TEC from a B6 mouse (upper panels). However, if they are aggregated with the
BALB/c TEC for just one day, and then are reisolated and reassociated with B6 TEC, they turn on
CD8 again and begin differentiating into CD8 SP cells instead (lower panels). Note that transient
exposure to selecting signals, followed by return to nonselecting conditions, has distinct effects
from a continuous exposure to either nonselecting or selecting conditions. B: RT-PCR analysis of
gene expression in cells derived from two-step RTOC, showing that the cells not only differentiate
toward the CD8 SP phenotype but also turn on expression of the CD8-lineage associated gene,
perforin. From ref. (199), with permission.
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to CD8/TCR/MHC class I, targeted mutation experiments
have now been done to place CD4 itself under the control
of regulatory elements in the CD8 locus, so that CD4 is ex-
pressed with a transient down-regulation during positive
selection like CD8 instead of its normal stable expression
(200). In these mice, class II MHC interaction with TCR
and CD4 now selects CD8 cells instead of CD4 cells. Thus,
the different kinetic profiles of signaling via TCR-CD4 in-
teraction and via TCR-CD8 interaction in DP thymocytes
turn out to be fully sufficient to determine the paths the
cells will take.

Molecular Regulators that Control CD4/CD8
Lineage Divergence

That a sustained signal and a discontinuous signal might
activate different downstream regulatory cascades is not
biologically novel. The general phenomenon of receptor
desensitization, for example, or habituation, is based on
the need to discriminate between these two kinds of stim-
uli. However, kinetic discrimination of this kind usually
involves not just a pathway, but a control network—for
example, by use of a signal-activated feedback inhibitor
with a short half-life. The challenge in CD4/CD8 discrim-
ination has been to identify the members of the regula-
tory network that are responsible for converting a differ-
ence in transient activation experiences into the execution
of two divergent developmental programs. Since 2002, a
small group of transcription factors have emerged as ma-
jor players in these programs. Their identification is a huge
stride toward defining the actual mechanisms that operate
during the lineage choice itself (199,201–204).

The regulatory gene with the most remarkable effects on
CD4/CD8 lineage choice is a zinc finger, BTB/POZ1 domain
transcription factor called variously Th-POK, cKrox, Zfp-
67, or Zbtb7b. This gene was discovered by two completely
independent kinds of approach that converged on the same
target. It was identified by the Kappes group (201) as the
site of a spontaneous point mutation that caused a dra-
matic “helper-independent” phenotype: In spite of normal
TCR interaction with MHC class II, mice with this muta-
tion could not make helper T cells but generated CD8 cells
instead (205) (Figure 12.8A). The same gene was also dis-
covered in the Bosselut group as one of the top few genes
that were most differentially expressed between develop-
ing CD4 SP cells and CD8 SP cells (202). The Zbtb7b gene
is normally turned on only in the later half of CD4 cell pos-
itive selection, not as an initial response to TCR signaling.
Complete loss of its expression, like the point mutation,
completely blocks CD4 cell development, while forced ex-

1 A protein interaction domain found in some transcription fac-
tors and chromatin remodeling proteins. Abbreviation stands for
Bric-a-brac, Tramtrack, Broad complex/POxvirus-and-Zinc Finger
domain.

pression of this gene in thymocytes diverts class I MHC–
restricted cells completely to the CD4 cell lineage. This is
illustrated in Figure 12.8. The converted cells have not just
changed expression of surface CD4 and CD8 molecules,
but have adopted the whole gene expression program that
goes with the new phenotype (201) (Figure 12.8C). This
transcription factor thus can duplicate the effect of sus-
tained TCR-CD4-Lck signaling in positive selection, impos-
ing the CD4 helper fate in a dominant way, and it is likely
that the sustained signal is required especially to induce
this factor’s expression (206).

CD4 cell development also depends on GATA-3, the
same factor that is essential for early T cell development,
as shown by experiments where it is deleted or down-
regulated in DP thymocytes (204,207). Surprisingly, GATA-
3 is normally down-regulated at the DP stage and virtually
shut off in CD8 SP cells, but it can reactivated by strong
TCR signals consistent with CD4 positive selection. Forced
expression of GATA-3 blocks CD8 cell selection, but it does
not have the power on its own to cause redirection of CD8
cells to a CD4 fate (204). This suggests that GATA-3 is not
sufficient to activate Zbtb7b expression in the absence of
sustained TCR signaling, in contrast with Zbtb7b, which
may help to activate or sustain GATA-3 expression.

The drivers of CD8 cell development most prominently
include the transcription factor Runx3, with assistance
from Ikaros and an HMG-box transcription factor named
TOX (199,208,209). Runx3 in particular is probably a gen-
eral driver of the CD8 cell fate. It is seen to cause the re-
pression of CD4 (210), as well as participating with Ikaros
in CD8 upregulation, and it must be activated as CD8 cells
finally make the “coreceptor reversal” turn and become
CD4− CD8+. In the two-step culture system shown in Fig-
ure 12.7, CD8 cell development cannot occur when Runx3
is antagonized (199). There has been some controversy
about whether forced expression of Runx3 can actually
impose the CD8 fate on cells with a class II MHC–specific
receptor (211,212); it is possible that this depends on the
level at which Runx3 is expressed. Similarly, the roles of
Ikaros and TOX in positive selection seem to be more com-
plex than the simple fate-determining activity seen with
Zbtb7b. The reported activities of these factors have to be
considered in light of the evidence that CD8 cell fate is
likely to be a default fate, one that can be overridden by
sustained TCR/Lck signaling, as discussed earlier. If the
CD4/CD8 lineage choice is inherently asymmetrical like
this, then a true CD8-promoting factor need not work as
dominantly as Zbtb7b. CD8 cell programming could even
begin in the majority of positively selected cells regardless
of selecting ligand, only to be repressed by Zbtb7b in cases
where Lck signaling is sustained (206).

The positive selection process thus provides a develop-
mental cascade in which evolving transcription factor ex-
pression states are confronted repeatedly with TCR and
Lck signals over a period of days. Many if not all of the
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FIGURE 12.8 Zbtb7b (Th-POK) is necessary for CD4 SP maturation and can override TCR–
MHC interactions that normally promote CD8 development to direct thymocytes into CD4 SP
maturation instead. From ref. (201), with permission. A: Lack of normal Zbtb7b (Th-POK) func-
tion in HD−/− mice causes a specific absence of mature CD4 SP cells in the thymus. Mutant
phenotype: top panels. Wild-type phenotype: lower panels. Mature thymocytes here are the sub-
set defined by low expression of CD24 (HSA) and high expression of the marker CD62L. Note
that there are some CD4+ CD8low cells in the mutant (left upper panel), but these are transitional
cells that are not fully mature (right upper panel). B: Forced expression of Zbtb7b (Th-POK) from
either of two T cell–specific transgenes (Th-POKpCD2, Th-POKpCD4 = Th-POK tg) can force cells
that would otherwise develop into CD8 SP cells to become CD4 SP cells instead. Normally only
CD8 SP cells mature in mice with a class I MHC-restricted TCR transgene (OT-I), or with a genetic
deficiency of class II MHC expression (IIo) (lower panels, “TCR tg vs. Class I,” “Class II MHC ko”).
Combining these mutations with Th-POK transgenes overrides CD8 cell programming to drive
maturation to the CD4 SP fate instead (lower panels). Numbers in boxes in upper panels show
total thymocyte cellularity in each transgenic. These results imply that the Th-POK transgenes
cause redirection of cells without gross changes in survival. C: Cells converted to CD4 phenotype
by Th-POK transgenes up-regulate the CD4-associated transcription factor GATA-3 and downreg-
ulate the CD8-associated effector gene perforin, even if they were positively selected by a class
I-restricted TCR transgene (OT-I) or in the absence of class II MHC (IIo). RNA expression levels
are shown for the CD8 SP cells that would normally be selected in each of these conditions (open
bars), compared with those for the CD4 SP cells that are selected instead when a Th-POK trans-
gene is present (black bars). The figure confirms that the change occurs during positive selection
itself, as similar effects are seen in subsets of each population that are enriched for cells just
undergoing selection (CD69+) and subsets that are fully mature (CD69−).
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critical regulators of the lineage choice are now in hand,
and good preliminary guesses can be made about the ways
through which they regulate each other to guide the cells
to two distinct developmental fates. These linkages can be
directly tested, and then the way positive selection guides
the choice between helper and killer fates will be truly un-
derstood.

CENTRAL TOLERANCE

An inevitable outcome of the random generation of TCR
diversity and the relatively promiscuous positive selection
process is the survival of cells that can be highly reac-
tive to both foreign and self-peptides bound by self-MHC.
TCR-positive cells go through an additional checkpoint
in the thymus, which shapes the final TCR repertoire by
pruning out or altering self-reactive cells. Positively se-
lected cells continue to mature for several additional days
in the thymic medulla during which time they not only
acquire effector function but also undergo “central toler-
ance” mechanisms. In the process, they repetitively test
their TCRs for self-reactivity through interactions with
medullary epithelial cells (mTECs) and dendritic cells
(DCs) expressing a huge range of self-peptide–MHC com-
plexes (Figure 12.9). The outcome of these selective pro-
cesses is a final TCR repertoire that is self-tolerant. The first
of these mechanisms, negative selection or clonal deletion,
results in the apoptotic death of cells with high affinity
TCRs for at least one of the self-antigen–MHC complexes.
Another thymic selection mechanism has been elucidated
only in recent years with the discovery of regulatory
T cells (Treg) that are potent dominant suppressors of au-
toimmune T cells, which also arise in the thymus. These
T cells, whose TCRs also recognize high-affinity self-
antigen–MHC, are not induced to undergo apoptosis, but
instead survive in an altered state from conventional pos-
itively selected CD4 and CD8 SP cells. Failure of either
of these central tolerance mechanisms can result in sys-
temic autoimmune disease in humans and mice. What in-
trinsic and extrinsic factors, in addition to TCR specificity
and affinity, determine these very different alternative fate
choices made by developing αβ-T cells, are areas of very
active research.

Negative Selection

The phenomenon of negative selection of self-reactive
T cells in the thymus was first demonstrated in response
to endogenous superantigens and self-MHC (213), and
studies using transgenic TCRs over the past two decades
have shown that T cells with high-affinity TCRs to self-
antigen–MHC complexes are induced to undergo apoptotic
death (reviewed by 214,215). Using these transgenic model
systems, deletion was found to occur at a range of stages

from the DN or DP stage of T cell development in the
thymic cortex to the SP stage in the medulla. The ex-
act stage of T cell development and thymic location in
which negative selection normally occurs is controversial
because of the early timing and high level of transgenic
TCR expression relative to normal T cells (215,216). How-
ever, several lines of evidence suggest that under normal
conditions, negative selection may be predominantly sep-
arated from positive selection, both developmentally and
spatially, as shown in Figure 12.9. In a transgenic TCR
model system where the TCR was expressed with normal
timing, deletion was found to predominantly occur in SP
cells in the medulla (217). In addition, the medulla is the
specific site of two kinds of antigen-presenting cells, which
are potent inducers of negative selection: mTECs and den-
dritic cells (DCs). These cells express high levels of MHC
and costimulatory molecules, both of which greatly facil-
itate negative selection and are highly specialized for the
presentation of a large array of peripheral self-antigens ac-
quired by several unique mechanisms. Finally, the critical
importance of the thymic medulla to central tolerance, but
not SP cell maturation, was demonstrated in experiments
showing that when T cells are prevented from migrating
from the cortex to the medulla by the lack of the chemokine
receptor CCR7 or its ligand, cells undergo normal matura-
tion and export from the thymus, but the animals develop
autoimmunity (218). The autoimmune phenotype resem-
bles a failure of negative selection, although faulty regula-
tory T cell development (see later discussion) has not been
ruled out. This shows that central tolerance is, at least in
part, dependent upon T cell passage through the medulla
and interactions with medullary cells.

Long after negative selection was discovered, it was un-
known whether the thymus could express and present the
vast array of protein peptides found throughout the body
for negative selection at a sufficient level to maintain self-
tolerance and to avoid autoimmunity, and if so what mech-
anism could allow for such expression. In the absence of
such a mechanism, and with evidence that self-reactive T
cells can be found in the circulation of even normal healthy
animals, it was debated whether negative selection was
necessary or sufficient to prevent autoimmune disease.
The discovery of the transcription factor gene, Aire, which
causes a rare autoimmune disease, APECED (autoimmune
polyendocrinopathy-candidiasis-ectodermal dystrophy)
syndrome, when mutated in humans and mice, has now
confirmed the critical importance of negative selection
in the maintenance of self-tolerance and has contributed
greatly to our understanding of this process (219–223).
Central to this mechanism are the mTECs. Aire plays a
unique, though as yet poorly understood, role in inducing
the expression in mTECs of clusters of genes that are nor-
mally highly restricted in their tissue specificity or timing
of expression. Genes from tissues throughout the body
are expressed in the mTECs, and each mTEC expresses
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A
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FIGURE 12.9 Progressive narrowing of the αβ-TCR repertoire during development based upon
affinity to self-peptide–MHC complexes, leading to MHC restriction and self-tolerance. A: TCRlo

CD4+CD8+ DP cells in the thymic cortex test their newly generated TCRs against self-peptide–
MHC complexes presented by cortical cells with three major outcomes: those unable to bind
self-MHC die by “neglect,” those binding self-peptide–MHC with high affinity die by negative
selection, and those with weak affinities to self-peptide–MHC are positively selected to undergo
differentiation to CD4 or CD8 lineages. The TCRs of these positively selected cells are restricted
to self-MHC and migrate to the medulla for further selection and maturation. TCRhi CD4 or
CD8 SP cells in the thymic medulla pass through a new network of different antigen-presenting
cells expressing a larger subset of peptide antigens plus costimulatory molecules. Self-reactive
T cells, those with high-affinity interactions with self-peptide–MHC, are either induced to die
by negative selection (arrow) or are positively selected into the Treg lineage, upregulating Foxp3
and CD25. The cells with highest affinity interactions in the cortex are not necessarily those with
the highest affinity for antigens expressed in the medulla due to the changes in cell properties
and antigen presentation. Note that the affinity range for Treg selection overlaps with the affin-
ity range for negative selection. These selective mechanisms establish the level of T cell central
tolerance in the individual. T cells with TCRs of weak affinity to the constellation of presented
self-peptides undergo maturation, downregulation of CD69 and CD24 (HSA), and they eventually
emigrate into the periphery as naı̈ve CD4+ or CD8+ T cells. Hatched lines indicate compartment
boundaries. Gradient shading indicates the range of TCR affinities, on surviving cells, for ligands
within the relevant compartment. B: The relative numbers of αβ-T cells decline precipitously
during development from the DP to mature SP stages due to neglect and negative selection in the
thymus.
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and presents peptides from a subset of these genes to
T cells in the medulla. Although Aire is responsible for
this promiscuous expression of peripheral antigens in
mTECs, not all tissue-specific genes are dependent upon
Aire for expression in mTECs. However, even in cases
where antigens are expressed in mTECs in the absence of
Aire, negative selection of specific T cells is still impaired
even though levels of MHC and costimulatory molecules
are not different (224,225). Thus, in addition to its novel
transactivating activity, Aire clearly plays an additional
critical role in mediating negative selection by mTECs.

DCs are more abundant in the thymic medulla than in
the cortex and are very potent mediators of negative selec-
tion, even more so than mTECs. They do not express Aire
and and so do not express the huge range of tissue-specific
genes that mTECs do. However, DCs have the capability to
cross-present antigens obtained from various other cells.
It has been demonstrated that that medullary DCs can
cross-present antigens expressed by mTECS, possibly ac-
quiring these antigens from the short-lived mTECs as they
die (226). In addition, DCs have been shown to be capa-
ble of acquiring antigens from the periphery, migrating to
the thymic medulla for antigen presentation to developing
T cells, and inducing apoptosis in antigen-specific T cells
(227). Thus, DCs in the medulla have access to antigens ob-
tained in the periphery and indirectly from promiscuous
gene expression by mTECs, as well as those they express
themselves, for presentation to T cells.

In addition to their extraordinary capacity for acquiring
and presenting self-antigens, mTECS and DCs also express
costimulatory molecules such as B7 and CD40. CD28/B7
or possibly CD40/40L interactions appear to play an im-
portant role in negative selection, although neither is ab-
solutely required for deletion (228) (reviewed in 166). It is
possible that in the absence of these molecules very strong
TCR signals or other costimulatory molecules may be able
to provide the additional signal.

Negative selection triggers apoptosis that appears to be
mediated by up-regulation or phosphorylation of a pro-
apoptotic Bcl-2 family member, Bim (229), in collabora-
tion with Bax and Bak (230). Up-regulation of the orphan
steroid receptor, Nur77, also plays a role in this apopto-
sis (231). Distinctive signaling pathways from TCR and
costimulatory molecules that may activate these media-
tors are under intense investigation. In knockdown ex-
periments using small interfering (si)-RNA, the serine-
threonine kinase MINK has recently been reported to be
involved in negative selection specifically, potentially link-
ing TCR signals with JNK and p38, as well as Bim, activa-
tion (232).

Negative vs. Positive Selection

What are the molecular mechanisms that developing
T cells use to distinguish between positive and negative
selection signals from the TCR? Once again, TCR signal

strength helps to determine the outcome of TCR engage-
ment by antigen-MHC complexes: Weaker signals result
in survival and differentiation, while stronger signals trig-
ger cell death. How these signals give such different out-
comes is still not well understood, and conflicting results
have been obtained using different models of selection (re-
viewed in 214,215). Both modes of selection use the Lck
proximal signaling pathway, but signals transduced dur-
ing positive selection appears to be particularly dependent
upon calcineurin and ERK, while negative selection de-
pends upon JNK and p38 activation, although ERK also
appears to be activated. One model for how T cells dis-
tinguish between weak and strong TCR signals predicts
that positive selection results from low, sustained ERK ac-
tivation, while negative selection results from a transient
burst of ERK activation and JNK and p38 activation. A re-
cent study showed that differences in the subcellular com-
partmentalization of Ras/MAPK signaling intermediates,
in response to variants of agonist peptides giving differing
TCR signal strengths, may determine the thresholds for
positive versus negative selection (233).

The difference may not simply be based on signal
strength. The physiological context changes between posi-
tive selection, occurring in the more immature DP cells in
the thymic cortex, and negative selection, occurring typ-
ically, but not exclusively, in more mature positively se-
lected SP T cells in the thymic medulla (Figure 12.9). Not
only do the SP T cells pass through a network of mTECs
and DCs expressing an expanded array of self-peptides and
MHC complexes as well as costimulatory molecules, but
also, as a result of positive selection, these SP T cells have
undergone major changes in differentiation programming
as CD4 or CD8 cells (Figure 12.5). The higher levels of sur-
face TCR and other changes as a result of positive selec-
tion, such as up-regulation of CD5 and restored sialylation
of surface glycoproteins, are likely to change sensitivity
of SP cells to high-affinity TCR signals. Thus, the differ-
ent developmental states (DP versus SP), levels of surface
TCR and other signaling components, gene expression pro-
grams, and microenvironment of the T cells, as well as the
differing arrays of presented antigens in the cortex versus
medulla, are all factors that likely to contribute to the dif-
ferent outcomes of high- versus low-affinity TCR-peptide–
MHC interactions leading to negative versus positive se-
lection.

Development of Regulatory T Cells

Negative selection of autoimmune cells was originally
thought to be the major mechanism of tolerance in
the thymus. However, recently, a very potent and crit-
ically important T cell population which mediates ac-
tive suppression of immunity, including autoimmunity,
was found to develop in the thymus. They are known
as regulatory T cells or Treg cells (see Chapter 30).
This specialized lineage of highly immune suppressive
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T cells was first characterized by surface expression of CD4
and CD25, having a dependence upon exogenously sup-
plied IL-2, and uniquely expressing the transcription factor
Foxp3 (Scurfin) (234,235). Foxp3 is a lineage-determining
factor for Treg cells and retroviral transduction of this gene
into peripheral Foxp3− T cells can induce them to adopt
a regulatory T cell phenotype and function. This factor
is absolutely required for the development of Treg cells as
shown in mixed bone marrow chimera experiments (236).
Foxp3, a forkhead winged-helix transcription factor fam-
ily member, was initially identified as the mutated gene
causing a severe autoimmune disease in humans, immuno-
dysregulation, polyendocrinopathy and enteropathy, X-
linked (IPEX) syndrome, and a similar disease in scurfy
mice (reviewed by 234,237). These mutations, along with
Foxp3-gene knockouts, result in complete loss of Treg cells,
demonstrating their vital importance in the maintenance
of self-tolerance.

The first evidence that a population of suppressive
T cells might arise as a separate lineage from the thy-
mus came from experiments in which neonatal mice
thymectomized 2–3 days after birth were not only lym-
phopenic as expected, but also surprisingly developed au-
toimmune disease (238). The missing population was even-
tually identified and characterized as CD4+CD25+T cells
which first appear in the thymus around 2–3 days after
birth (239). These thymic T cells were found to be capa-
ble of dominantly suppressing the activation and prolifera-
tion of antigen-activated T cells similarly to the peripheral
CD4+CD25+ regulatory T (Treg) cells. Using mice with the
marker green fluorescent protein (GFP), knocked into the
Foxp3 locus to study the development of Treg cells, it was
confirmed that Foxp3 expression can begin in the thymus.
The majority of the GFP+ cells in the thymus are CD4 SP
cells in the medulla, although some DP cells are also pos-
itive, and there is evidence that they develop within the
thymus (240). In fact, regulatory T cells make up approxi-
mately 5% of thymic CD4+ cells and the TCRs expressed by
Treg cells have a comparable range of diversity to conven-
tional T cells (241). Mice with various rearranged trans-
genic TCRs also contain CD4+CD25+ regulatory T cells, in
a process that requires the presence of the cognate antigen
for their development (242,243).

Overall it appears that commitment to the Treg lineage
and negative selection occur in the same developmental
stages and thymic regions, and are dependent on similar
or at least overlapping sets of TCR-ligand affinities (Fig-
ure 12.9). Several lines of evidence suggest that selection
for Treg cells, like negative selection, can be a response
to high-affinity TCR-peptide-MHC interactions (235,244).
Using a model system with influenza virus hemagglutinin
(HA) expressed as a neo–self-antigen and transgenic TCRs
with varying affinities to HA, the proportion of regula-
tory T cells that was generated declined with decreased
TCR affinity (245). Indeed, the affinity range permissive
for Treg development overlaps considerably with the range

promoting negative selection. When Foxp3 is mutated so
that Treg cannot develop, the same TCR as used by suppres-
sive Treg cells can be used by pathogenic autoimmune cells
instead, demonstrating that there is overlap in these two
self-reactive TCR repertoires (246). In double transgenic
systems, regulatory T cell development is accompanied by
deletion of T cells sharing the same rearranged TCR genes.
However, the relative proportions of cells undergoing these
two modes of central tolerance change with alterations in
amount or mode of antigen expression. Careful analysis of
transgenic TCR with graded doses of agonist peptide/MHC
resulted in dramatic changes in the numbers of cells un-
dergoing negative selection, while the numbers of Treg cells
changed only modestly (247). Taken together, these results
show that, above a certain minimum TCR-ligand affinity,
the choice between apoptosis due to negative selection and
differentiation and survival as a regulatory T cell may be
due to differences in the intrinsic state of the T cell, con-
ferred by earlier developmental events, or due to extrinsic
factors rather than the precise affinity of the TCR.

Although it is currently unknown what intrinsic and
extrinsic factors distinguish these two central tolerance
mechanisms, recent studies are just beginning to provide
insights (reviewed in ref. 247a). One possibility is that
Foxp3 induction depends on a special kind of stimulatory
experience. CD28 constimulatory molecules appear to be
necessary for Treg development and can play a role in the
upregulation of Foxp3 in T cells (248,249), although CD28
may also be important in negative selection, suggesting
that the cell response to CD28 or additional signals distin-
guish these fates. It also appears that earlier developmental
events may in fact determine a subpopulation of cells that
is more likely to respond to high-affinity TCR engagement
in the thymus with survival rather than death. Two recent
studies have shown that pTα−/− mice, which generate few
DP and mature T cells due to an incomplete block at β se-
lection, have a relative enrichment of Treg cells in the thy-
mus and periphery (250,251). This effect may be due to the
atypical β selection experience these cells undergo, or due
to the reduced exposure of their DN precursors to an inter-
cellular mediator produced by DP cells (159). If confirmed,
these findings suggest that immature thymocytes undergo-
ing selective events are intrinsically diverse in their ability
to respond to TCR ligation and costimulation due to as yet
uncharacterized variations in their developmental history.

Autoimmunity as a Result of Failures of
Central Tolerance

Overall, positive and negative selection processes in the
thymus act to narrow the TCR repertoire of an individ-
ual to be responsive to self-MHC molecules but not re-
sponsive to high-affinity self-peptides when presented by
self-MHC, in principle allowing survival of only TCRs
that can respond to non–self-peptides presented by self-
MHC (Figure 12.9). Not all T cells with high affinity to
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self-peptide–MHC are deleted, but this “exception proves
the rule”: Many are diverted to the Treg lineage, which in the
periphery can dominantly suppress any surviving autore-
active T cells that avoided negative selection. This process
of selection and passage through TCR-mediated events
during T cell development results in major changes in
overall repertoire sensitivity to self-antigens. Autoimmu-
nity may result from several failures of central tolerance:
(1) a failure to present specific self-antigens in the thymus,
(2) the failure of clonal deletion of conventional T cells
with TCRs of high self-reactivity due to intrinsic or extrin-
sic factors, or (3) a failure of Treg cell generation due to in-
trinsic or extrinsic factors. The human diseases APECED
syndrome and IPEX, and their mouse counterparts with
mutations in Aire and Foxp3, emphasize the critical im-
portance of negative selection and generation of Treg cells
respectively in preventing autoimmune reactions. Under-
standing the different means by which central tolerance is
achieved, and determining what mechanisms can lead to
its failure and autoimmunity, is a major challenge in the
study of T cell development and lineage choices.

CONCLUSION

We have focused in depth on several aspects of intrathymic
T cell development that are particularly significant in terms
of developmental mechanisms or immunological impact.
These are areas in which work since 2000 has offered new
glimpses of understanding how a momentous develop-
mental choice or transition will be made. But it is worth re-
turning to the larger picture of T cell development sketched
in Figures 12.2 and 12.9. In overview, it is striking how
much functional diversity and lineage choice remain with
cells after they have undergone T lineage commitment. The
cells take advantage of the intricate architecture of the thy-
mus to migrate from one domain to another, using a core
group of signaling molecules, carefully modulated interac-
tions with environmental ligands, and a few newly induced
transcription factors that interact with another, more per-
sistent set of transcription factors, to refine progressively
what kind of T cell their initial T lineage commitment will
produce. T cell development begins in the thymus as we
have seen, but the ultimate working-out of a T cell’s des-
tiny extends through many rounds of differentiative re-
sponse to TCR-mediated signals, not only in the thymic
medulla but also long after they have left the thymus, in the
periphery.
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INTRODUCTION

After a thymus-derived T lymphocyte enters the periph-
eral circulation, it constantly, albeit indirectly, samples the
body for evidence of its cognate foreign antigen via en-
counters with dendritic cells (DCs) in secondary lymphoid
organs. Once activated in secondary lymphoid organs, a
naı̈ve T cell undergoes a regulated process of division and
differentiation, leading to alterations in gene expression of
its migrating progeny, allowing them to mediate the func-
tional properties associated with T cell–dependent immu-
nity at sites of infection and inflammation. After an im-
mune response has ended, a system for preserving the T

cell with useful antigen specificity is hard-wired into the
differentiation process, leaving behind a remnant of mem-
ory T cells. This chapter will provide an overview of the
milestones in the lives of T cells as they function in antici-
pation of, during, and after an immune response.

THE FUNCTIONAL IMPLICATIONS
OF T CELL DEVELOPMENT

Prior to their entry into the thymus, progenitors of the T
cell lineage develop in the bone marrow. T cells are born
in the thymus, which together with the bone marrow, are

407
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considered the primary lymphoid organs. After expression
of α-β T cell antigen receptors and coexpression of
CD4 and CD8, so-called double positive thymocytes
undergo a matchmaking process to determine their suit-
ability for specific functions in the periphery. Among the
first major criteria being assessed is whether the T cell
receptor is of too high an affinity for self-peptide/major
histocompatibility complex (MHC). Such cells should un-
dergo negative selection through trigger of T cell recep-
tor (TCR) signaling–dependent apoptosis. To ensure that
self-peptides are adequately foreshadowed in the restricted
confines of the thymus, the putative transcription factor
Aire mediates expression of numerous nonthymic genes
in thymic medullary epithelial cells (1). Thymocytes that
sample their way through hematopoietic-derived DCs and
this “self-shadow” on epithelial cells are thereby screened
for virtual whole-body reactivity (2). Mutation of Aire re-
sults in the autoimmune polyendocrinopathy candidiasis
ectodermal dystrophy (APECED) syndrome (1,3).

Cells that seem to fall just short of the critical thresh-
old for negative selection but are in some ways still
self-reactive undergo an unusual differentiation process
to become natural regulatory T (Treg) cells (4). This likely
occurs in the thymic medulla when DCs receive a signal
from epithelial cells expressing thymic stromal lymphopoi-
etin (5). The differentiation of Treg cells involves induc-
tion of the forkhead transcription factor, FoxP3, which
specifically marks and specifies the major attributes of
the Treg lineage (6–9). Natural Treg cells do not undergo
typical antigen-induced proliferation and effector differ-
entiation; their behavior, instead, is likened to an aner-
gic state (10). These cells are far from functionless, how-
ever, as they mediate critical inhibitory activity of other
autoreactive T cells and, potentially, of T cells engaged
in immune responses against pathogens. Their mode of
suppression or inhibition is not fully understood but may
involve actions directly on T cells or indirectly through
antigen-presenting cells. Mutation of FoxP3 results in im-
mune dysregulation, polyendocrinopathy, enteropathy, X-
linked (IPEX) syndrome (11).

Double-positive thymocytes with a TCR of too weak an
affinity to have signaling engaged by self-peptide–MHC will
subsequently die from this neglect. In contrast, thymocytes
with a TCR of a suitably weak affinity to have some (but
not too much) signaling elicited by self-peptide–MHC un-
dergo positive selection, their licensure for eventual export
to the peripheral lymphoid system. In general, thymocytes
with TCRs recognizing self-peptide–MHC class I become
CD8+ (CD4−) single positive thymocytes and then naı̈ve
CD8+ (or cytotoxic) T cells when they exit the thymus and
populate the periphery. Thymocytes with TCRs recogniz-
ing self-peptide–MHC class II become CD4+ (CD8−) sin-
gle positive thymocytes and then naı̈ve CD4+ (or helper) T
cells when they exit the thymus and populate the periphery.

Expressing CD4 versus CD8 has significant functional
bearing on helper and cytotoxic T cell function, respec-

tively. Nonetheless, these coreceptors are not sufficient
to specify all of the attributes specific to helper or cyto-
toxic T cells. How coreceptor (CD4 versus CD8) and lin-
eage (helper versus cytotoxic) choices could be coupled
has been a central enigma of T lymphocyte development
and function (12,13). Recently, there has been increasing
evidence that a key transcriptional regulator can coordi-
nately activate and silence one coreceptor versus the other
while also imparting essential differences on the helper
versus cytotoxic potential of the single positive thymo-
cyte (14,15). In developing CD4+ thymocytes, ThPOK is
necessary for Cd4 gene expression, induction of several
molecules that are helper T cell–specific, including Gata3,
a transcriptional activator implicated in CD4+ T cell posi-
tive selection and function. In addition, ThPOK can repress
Cd8 gene expression and inhibit other essential aspects of
the cytotoxic lineage. More information about this can be
found in the chapter Development of T Cells.

The discovery that a single factor can coerce develop-
ing thymocytes to adopt the helper fate and abandon the
cytotoxic fate provides a satisfying mechanism for cou-
pling coreceptor and lineage choice. It also raises some
new questions about the evolution of effector diversity in
adaptive immunity. Whether this means that the cytotoxic
T cell lineage is a more ancestral lineage or more of the
default pathway of thymic development than the helper T
cell lineage is uncertain. In terms of peripheral functions,
however, a CD8+ T cell bears closer resemblance to a nat-
ural killer (NK) cell than does a CD4+ T cell (16).

NAÏVE T CELLS

Transitioning to the Periphery: New Place,
New Name

After positive selection, mature single positive thymo-
cytes are licensed to leave the thymus and dwell in sec-
ondary lymphoid tissues. An essential signaling path-
way for thymic exit, or egress, to the periphery involves
sphingosine 1-phosphate receptor-1 (S1P1), which will
also turn out to be dually critical for the ability of pe-
ripheral T cells to leave lymph nodes (17). The transcrip-
tional regulator KLF2 is likely to be an essential activa-
tor of this receptor (18). The secondary (or peripheral)
lymphoid tissues include the spleen, lymph nodes, and
mucosal-associated lymphoid tissues (gut and bronchial,
among the best studied). Gut-associated lymphoid tissues
include Peyer’s patches and other organs such as tonsils
and adenoids. Their detailed anatomy is covered in the
chapter on lymphoid tissues and organs.

After its birth and export from the thymus, what was
once the most mature of thymocytes from the perspective
of the primary lymphoid organs (a single positive CD4+

or CD8+ cell) is now considered to be the most immature
lineage from the perspective of the secondary lymphoid
organs and T cell functioning. The nomenclature for the
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continued T cell development that occurs during periph-
eral function is, however, slightly different than the termi-
nology of thymopoiesis. Instead of calling a nascent pe-
ripheral T cell immature, it is referred to as a naı̈ve CD4+

or CD8+ T cell, the operative term designating that the T
cell has yet to encounter antigenic foreign peptide/MHC
ligands. After being engaged by antigenic foreign peptide–
MHC ligands, naı̈ve T cells are then considered to be
antigen-experienced. Antigen experience, however, repre-
sents a considerable variety of maturational states and
fates including, but not limited to, acutely activated but not
fully differentiated, abortively differentiated (or anergic)
and fully differentiated effector and memory cells. The dis-
tinctions between these conditions will be discussed later
in this chapter.

How Naı̈ve T Cells Live

Naı̈ve T cells have often been described as “resting,” ow-
ing to the fact that they are not actively dividing. A naı̈ve
T cell that has not yet been activated by antigen is, how-
ever, far from physically inactive (Figure 13.1). Instead,
naı̈ve T cells undergo a relentless process of migration
through blood, entry into lymph node, extensive sampling
of self-peptide/MHC, exit through lymph, return to blood,
and re-entry into another lymph node that repeats inces-
santly for many months—this is the lifespan of naı̈ve cells
(19–21). Among the concerns in life of a bona fide naı̈ve
T cell that is suited to undergo an immune response are
survival, migration, and surveillance. These essential pro-
cesses are geographically united by secondary lymphoid

FIGURE 13.1 T cells during
homeostasis and immunity. A: A
naı̈ve T cell circulating through
the blood enters a secondary lym-
phoid tissue and quickly arrives at
the T cell–rich zone. It undergoes
random migration through the T
cell zone for many hours. After
exiting the lymph node, it reen-
ters the circulation briefly before
arriving at another lymph node
and repeating the process. The
lengthy stopovers in secondary
lymphoid tissue provide survival
signals for the long-lived, nondi-
viding cell. B: Upon encounter
with foreign pathogen-associated
antigen, random motion changes
to purposeful but brief contacts
with DCs during the first several
hours, followed by sustained con-
tact lasting for hours, followed by
the first cell division and resump-
tion of brief encounters. During
the second stage, sustained con-
tact is augmented by several fac-
tors, including inflammatory sig-
naling received by the DC and,
for CD8+ T cells, the presence of
CD4+ T cells. The presence of Treg
cells, conversely, limits the degree
of sustained contact for newly ac-
tivated CD4+ T cells. Correlates
to immunity emerging from these
variations suggest that the sus-
tained contact is a key checkpoint
in the activation process. C: Af-
ter the first division, still in the
secondary lymphoid tissue, fur-
ther division coincides with ac-
quisition of new effector (or mem-
ory) potency and migratory in-
structions, for relocating to other
zones in the lymph node or non-
lymphoid tissue.
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organs, which contain attractants to lure T cell entry, sur-
vival signals to license their nourishment, and the relevant
display of peptide/MHC complexes that would reflect the
likelihood (or not) that foreign invaders are violating in-
nate defense mechanisms (22,23).

Naı̈ve T cells arrive at each surveillance stopover in a
secondary lymphoid organ via the bloodstream (22). In
the case of lymph nodes and Peyer’s patches, the high en-
dothelial venules (HEVs), which are specialized blood ves-
sels, serve as the nidus of attraction for the T cell to enter
the tissue. HEVs express a unique set of ligands that in-
teract with the receptors characteristic of naı̈ve T cells.
Among the most critical attractant molecules on HEVs are
the chemokine CCL21 that engages CCR7 and vascular ad-
dressins that engage CD62L, or L selectin. From a func-
tional perspective, the expression of high levels of CCR7
and CD62L are important T cell markers used to iden-
tify populations such as naı̈ve cells, newly activated cells
that have not yet been licensed for tissue migration, and
a subset of memory cells with migration patterns simi-
lar to naı̈ve cells, with preference for secondary lymphoid
organs. Extravasation of the naı̈ve lymphocyte through
HEVs relies on intercellular adhesion molecules (ICAMs)
that engage the integrin LFA-1. Entry into the spleen differs
from entry into lymph node and mucosal lymphoid tissue.
Naı̈ve T cells enter the spleen through terminal arterioles,
not HEVs, and this does not require CD62L. Subsequent
migration to the white pulp, however, does require inte-
grins and chemokine receptor signaling.

Secondary lymphoid organs are composed of distinct
zones enriched with T or B lymphocytes (22). In the lymph
node, the paracortical T cell zone contains T cells and
the critical supplier of peptide/MHC complexes, DCs. By
virtue of their location, migration, and function, DCs are
assumed to be a specialized cell that exists to supply the
demands of T cells and ensure that they remain quiescent
during homeostasis or alert and educate T cells during
an attack. In the spleen, T cells and DCs primarily reside
in the periarteriolar lymphoid sheath (PALS) within the
white pulp. Once inside the secondary lymphoid organs,
naı̈ve T cells are lured and retained in the T cell–rich zones
by CCL21 and CCL19 produced by stromal cells, which
signal to CCR7 on naı̈ve T cells. DCs also express CCR7,
thereby insuring colocalization of T cells and DCs in these
tissues. Naı̈ve T cells dwell in the T cell–rich zones for sev-
eral hours before exiting the secondary lymphoid organs
(Figure 13.1).

Coupling Survival and Surveillance

Within the T cell–rich zones of secondary lymphoid or-
gans, naı̈ve T cells gain access to the ligands of their anti-
gen receptor, peptide/MHC complexes, presented primar-
ily on the surface of resident or newly arrived DCs. For
a naı̈ve T cell that does not encounter antigenic foreign

peptide/MHC complexes, it receives critical survival sig-
nals from self-peptide/MHC complexes (24–27). In addi-
tion to a survival signal, this periodic engagement of the
TCR may offer refinement or validation of the suitability of
the TCR for eventual antigenic peptide/MHC engagement.
It is thought that naı̈ve CD8+ T cells may show greater de-
pendence than naı̈ve CD4+ T cells for continual low-level,
or “tonic,” signaling through the TCR. Nonetheless, the
long life span of nondividing naı̈ve T cells of both subsets
is dependent on receipt of the peptide/MHC signal.

The other major survival signal for both subsets of naı̈ve
T cells is IL-7 (28–33). Although it has not been well visu-
alized, it is presumed that IL-7 will also be accessed in the
secondary lymphoid organs, probably expressed by stro-
mal cells, analogous to its provision in the primary lym-
phoid organs. Loss of IL-7 signaling results in fairly rapid
disappearance of naı̈ve T cells. Although deprivation of cy-
tokine and TCR signals impairs survival of naı̈ve T cells, it
is probably not the only reason these signals are embedded
in the T cell zones. Without them, T cells also undergo at-
rophy, decreased metabolic activity, and become sluggish
in response to proliferative signals (28,29). Secondary lym-
phoid tissues, thus, seem to provide the necessary cues to
elicit T cell entry, survival, and health while focusing the
attention of T cells in the event of an invading pathogen.

Because T cells and secondary lymphoid tissue evolved
for host defense, their major function could be thought of
as surveillance and reaction against pathogens. This is ac-
complished by continuous scanning of the peptide/MHC
complexes on DCs and the intrinsic capacity to rapidly
mobilize growth and proliferation when antigenic foreign
peptide/MHC is encountered (34). It can thus be imagined
that T cells, as they are tending to their most primitive
need of finding trophic signals to license their metabolism
and survival, have their functioning thrust upon them. This
conveniently occurs by virtue of the fact that secondary
lymphoid tissues not only provide survival signals but also
antigenic foreign peptides/MHC complexes.

When Not Encountering Pathogen

Our understanding of the time spent in the T cell zone of
secondary lymphoid tissues is getting progressively more
detailed, in large part owing to technical advances in flu-
orescence microscopic imaging of in vivo or ex vivo tis-
sues (19,35–43). Naı̈ve T cells move rapidly (12 microme-
ters/minute) through the T cell zone in a pattern termed
random walk. It is estimated that hundreds (CD8+) to thou-
sands (CD4+) of naı̈ve T cells can interact with a single DC
in an hour (Figure 13.1). After thoroughly sampling DCs
for several hours without encountering antigen, naı̈ve T
cells exit the lymph node through the efferent lymphatic
vessels and then return to the bloodstream via the thoracic
duct. Exit from the spleen probably occurs through mi-
gration from white pulp to red pulp and entry into venous
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sinuses then bloodstream. Naı̈ve T cells will only spend
short intervals in the blood before rapidly finding a new
secondary lymphoid organ to enter, repeating the cycle of
migration and surveillance, then exiting.

Exit from the secondary lymphoid tissues, like exit from
the thymus, is dependent on signaling through the S1P1
on T cells (22,44). The ligand, sphingosine 1-phosphate,
is found in high concentrations in plasma and lymph. A
working model for egress from secondary lymphoid tis-
sue, therefore, entails that an S1P gradient at exit ves-
sels of the secondary lymphoid tissues counterbalances the
chemokine gradients that retain naı̈ve T cells as they move
through the T cell zones. In the event that the T cell does
encounter foreign antigen, as will be discussed later, the
egress process must be temporarily dampened in favor of
prolonged retention in secondary lymphoid tissues (45).

T CELLS IN THE IMMUNE RESPONSE

When Encountering Pathogen

Secondary lymphoid tissues are the focal point of an adap-
tive immune response because they unite anticipatory
naı̈ve lymphocytes with the arrival of foreign antigens (46).
At least two routes exist to bring antigen to secondary lym-
phoid organs (47). Free antigen can travel by blood to the
spleen, or by lymph via the afferent lymphatic vessels to
lymph nodes. Productive foreign peptide/MHC complexes
on resident DCs can form in the lymph node by this solu-
ble route of antigen delivery within a few hours of antigen
injection into tissue and quickly result in the initial T cell
activation to jumpstart an immune response.

More slowly, from several hours to a few days, antigen-
bearing, CCR7-expressing DCs will migrate from in-
fected tissues through the lymphatic vessels in a CCL21-
dependent process (47). This wave of antigen presentation
may be important for sustaining responses, because CD4+

T cells may need extended antigen presentation for ef-
fective expansion and differentiation (48,49). Generally,
DCs resident in nonlymphoid tissue will undergo matu-
ration and migrate to lymph nodes because of pathogen-
associated inflammatory signals (22,47,50). In addition to
influx of antigen-bearing DCs from tissues, resident DCs
and macrophages can also rearrange locations within sec-
ondary lymphoid tissues in response to inflammation (22).
The ontogeny, activation, maturation, migration, and func-
tioning of myeloid, lymphoid, plasmacytoid, and follicular
DCs can be found in earlier chapters. This chapter will, in-
stead, focus on the immune response from the perspective
of the T cell as it encounters a mature DC in the lymph
node.

If a pathogen breaches the innate defense mechanisms,
this will result in inflammatory signaling to DCs in the
form of a combinatorial variety of pathogen- and host-

associated ligands. Pathogen-associated ligands interact
with intracellular and extracellular Toll-like receptors and
other classes of intracellular (NOD) and extracellular (C-
type lectin) pattern recognition receptors on DCs that will
be discussed in detail in the chapter covering innate im-
munity. Together pathogen-associated signals refine the
gene expression pattern of the activated DCs. Depend-
ing on the type of pathogen that is encountered, the DC
provides quantitatively and qualitatively distinct soluble
and membrane-bound signals to the newly activated T cell
(34,51–54). The specific ligands that are made by DCs to
inform T cells of each class of pathogens are not yet fully
understood, but are an area of active investigation.

Host cells, especially innate immune cells such as
macrophages or the initially activated T cells themselves,
will provide other critical signals for DCs that contribute
to the ability to successfully trigger a T cell–mediated im-
mune response. TNF-α and IL-1 made by a neighboring
parasitized macrophage or IFN-γ and CD40L expressed
by a recently activated T cell will contribute to the abil-
ity of a mature DC to support productive clonal expansion
and differentiation of the antigen-specific T cells. Pathogen
and host-associated signaling to the DC contribute to its
stabilized expression of foreign peptide/MHC complexes
and induction of CD80, CD86 (the ligands for CD28), and
other so-called costimulatory molecules (34).

The net effect of infection is to load the DC with novel
peptide/MHC complexes, which by virtue of being foreign,
should be bound by one of the many anticipatory TCRs
with high affinity (54). Inflammation from infection al-
lows DCs to simultaneously deliver abundant ligation of
CD28, which together with sufficient foreign peptide/MHC
initiates mitogenic signaling in the naı̈ve T cell, trigger-
ing a clonal burst of division. Mature DCs must, there-
fore, provide sufficient amount of proliferative informa-
tion (through peptide/MHC and costimulatory ligands) to
kick-start the division of naı̈ve T cells. But mature DCs
must also convey, through a set of specific signals that may
involve a combinatorial code (costimulatory receptors, cy-
tokines, Notch ligands), information about the class of in-
vading pathogen to the newly activated T cell (53). During
an immune challenge, DCs alert T cells about the presence
of infection and the type of pathogen. The latter informa-
tion is especially useful to helper T cells that have several
fates they can adopt during immune response differenti-
ation, each of them well-suited to orchestrate elimination
of different classes of pathogens (Figure 13.2).

Dynamic T Cell–DC Interactions During
Immune Response

Activation of a naı̈ve T cell during the immune response
involves physical contact between the T cell and a ma-
ture DC presenting specific foreign peptide/MHC com-
plex. When T cells are activated in vitro they undergo a
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FIGURE 13.2 Lineage choices of
effector CD4+ T cells. The progeny
of antigen experienced CD4+ T
cells exposed to specific pathogen-
associated signals, especially cy-
tokines (listed), can develop into
Th1, Th2, and Th17 effector cells
that can migrate to tissue. Hypo-
thetically, some may become adap-
tive Treg cells and exert intraclonal
control over the magnitude of the
response. Some effector cells will
develop into follicle-homing helpers
of B cells ThF cells, probable vari-
ants of Th1, Th2, or Th17 (not
shown). The critical transcription
factor directing lineage commit-
ment of each subset is listed be-
low the cell. Roles in host defense,
pathological processes, and mobi-
lization of other cell types are listed.

signature reorganization during this attachment, which
has been called the immunological synapse (55). The im-
munological synapse will be discussed in greater detail in
the chapter on T cell signal transduction. The stereotyped
features of the immunologic synapse are a cluster of T cell
signaling molecules (including TCR, CD28) encircled by
adhesion molecules (LFA-1) at the site of contact with an
antigen-bearing cell. In addition, chemokine and cytokine
receptors have also been shown to colocalize at the im-
munological synapse (56,57). Other molecules move to the
distal pole of the T cell, away from the contact. Another
characteristic of the immunological synapse is that the or-
ganizing center of microtubules, called the centrosome or
MTOC, is pointing toward the site of contact at or near the
cortex beneath the immunological synapse. Located be-
tween the MTOC and the nucleus, the Golgi apparatus is
also polarized toward the site of contact. It is believed that
this latter feature facilitates the directional or polarized
secretion of IL-2 and IFN-γ into the contact zone between
T cell and DC (58,59). Although this has not all been doc-
umented to occur with precise subcellular resolution in
vivo, there is reason to postulate that such reorganization
occurs during an immune response when newly activated
T cells are engaged by mature DCs. T cell–DC conjugates
have been observed in vivo within the first 18 hours of the
immune response, and they appear to exhibit characteris-
tic accumulation of TCR and IL-2 at the side of DC contact,

with exclusion of distal markers from the site of contact
(37,59).

In contrast to the random walk of naı̈ve T cells exposed
to immature DCs that are presenting self-peptide/MHC,
movement of the T cell changes to purposeful but brief
(less than 10 minutes in duration) serial encounters with
those DCs that specifically display foreign peptide/MHC
complexes (19,37–39,41,60). Even if the DC is inflamed and
presenting antigen, the interactions are primarily brief but
specific serial contacts in the initial 8 to 10 hours of the im-
mune response in vivo (Figure 13.1). This phase of T cell ac-
tivation in vivo is followed by a period of approximately 15
to 20 hours in which the T cell has prolonged interactions
(up to several hours or more) with the antigen-presenting
DCs (Figure 13.1). In this phase, T cells exhibit character-
istic markers of activation and are starting to secrete early
response cytokines such as IL-2 in a polarized manner and
TNFα in a nonpolarized fashion (58,59). At approximately
25 to 30 hours after initial antigen presentation, the qual-
ity of the interactions again changes to rapid motion with
brief interactions (39). Importantly, the onset of this stage
is coincident with the first T cell division of the immune
response (Figure 13.1).

The foregoing behavior, as chronicled by time-lapsed
fluorescence imaging within intact and explanted lymph
nodes, was largely similar in the hands of several investi-
gators. Nonetheless some differences emerged that could
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either be due to intrinsic differences in CD4+ versus CD8+

T cells, or experimental nuances such as the immuniza-
tion or adoptive T cell transfer system employed. In this
vein, it is important to note that many experimental ap-
proaches upon which the field relies may inevitably have
confounding features.

One potential pitfall of a modeled antigen-specific re-
sponse in vivo relates to the fundamental nature of how
adaptive immunity protects the host. According to the
clonal selection theory of lymphocyte biology, an adaptive
immune response might be initiated by the response of
very few, or perhaps one, cell(s). In essence, immunologists
seek to determine the cellular and subcellular composition
of a clonal burst that emanated from a single cell under the
circumstance where only a single cell is responding (Fig-
ure 13.1). The only experimentally tractable approaches to
model this behavior, however, are often reliant on observa-
tions made when tens of thousands of cells respond in uni-
son. Although all of the T cells in an experiment may have
the identical antigen receptor, there is increasing evidence
to postulate that they may behave differently as group than
they might as individuals because of their competition for
rare ligands (61–65). The very similarity that makes it use-
ful to employ transgenic T cells carrying a fixed TCR may
also make them behave in a way that might not occur if
only a small few were able to respond.

When Encountering Self-antigen

How does the initial encounter of naı̈ve T cell with anti-
genic peptide/MHC appear if the antigen is not a deriva-
tive of foreign life, but rather a component of self? In
this situation, vigorous clonal expansion and effector dif-
ferentiation on the part of a T cell would not be desir-
able. Instead, there seem to be peripheral mechanisms to
deal with highly self-reactive cells that escaped the screen-
ing of negative selection in the thymus (10). Their net ef-
fect is to abort the incipient program of clonal expansion
and effector differentiation on the part of the self-reactive
T cell. Some of these mechanisms involve cell intrinsic
negative regulators of T cell activation, so-called media-
tors of “recessive tolerance.” Emerging as an essential and
increasingly well-characterized mechanism is the counter-
regulation in trans by natural Treg cells, so-called media-
tors of “dominant tolerance.” These principles will be dis-
cussed in greater detail in the chapters on tolerance and
suppression.

The aforementioned scenario describing rapid mo-
tion/brief contact, then sustained contact, followed by
rapid motion and cell division is primarily the behavior
associated with productive immune responses when anti-
genic peptide/MHC is presented in an inflammatory con-
text. In parallel with the realization that there is stereo-
typed sustained contact between the newly activated T cell
and antigen-presenting DCs prior to the first division of

the immune response, another set of findings, discussed
later in this chapter, pointed to an important function of
this newly appreciated phase of initial T cell activation.
The phase of sustained contact is, thus, emerging as a key
checkpoint in the ability of the T cell undergoing mitogenic
signaling to proceed through successful versus abortive ac-
tivation (Figure 13.1).

Several lines of evidence support the functional impor-
tance of the signaling that might occur during the sus-
tained, premitotic interaction that occurs in vivo. There is
a positive relationship between productive immunity, DC
inflammation, and the duration of contact in that phase
of T cell activation occurring prior to the first division
(41,60). CTLA4, an intrinsic negative regulator of T cell ac-
tivation, negatively influences the sustained contact phase
(66). Consistent with these findings, there is an inverse
relationship between the presence of natural Treg cells
and the duration of the sustained contacts between self-
antigen–specific T cell and DCs (35,36). Finally, the acti-
vation of Toll-like receptors on DCs can disarm the sup-
pressive effect of Treg cells to promote successful immune
activation (67). In this manner, integrity of the sustained
contact appears to have an essential role in arming the
nascent progeny of the T cell for further division, appro-
priate effector differentiation and function (Figure 13.1).
By contrast, disruption of the sustained contact is associ-
ated with unproductive immunity, or tolerance. An emerg-
ing subtext of these and other new findings that will be
discussed later in this chapter is that the dynamics of in-
tercellular communication will be a critical component in
illuminating the inside of the “black-box” of initial T cell
activation and differentiation in vivo. In addition to pre-
venting newly activated cells from becoming armed, Treg
cells may also act at later stages of the immune response to
disarm effector cells (68). This will be discussed in greater
detail in the following sections and in the chapters on tol-
erance and suppression.

Before and After the First T Cell Division

The first day of the immune response looks largely simi-
lar for a pathogen-specific CD8+ and CD4+ T cell in terms
of the general dynamics of initial T cell interaction with
and activation by DCs as outlined earlier. Although each
subset is activated by a different class of MHC molecule
presenting foreign peptide, the initial activation of the two
cell types can be physically united by a cross-presenting
DC (69). This mode of presentation of exogenous antigens
to CD8+ T cells will be discussed in the chapter on anti-
gen presentation and the section on immunity to infectious
agents. In vivo imaging studies suggest that the initial in-
teraction between CD8+ T cell and DC is promoted by a
CD4+ T cell interacting with the same DC (42,43). This
may play a role in both effector (43) and memory (42)
differentiation of CD8+ T cells. Of note, this enhanced
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response by CD8+ T cells is accompanied by more sus-
tained contact between T cell and DC (Figure 13.1). The
ability of CD4+ T cells to enhance contact appears to in-
volve secretion of the chemokines CCL3 and CCL4 (42) and
ligation of CD40 on the DC, but without necessarily impos-
ing greater maturation on the DC (43). Thus, the phase of
sustained contact prior to the first division is emerging as
an important quality-control checkpoint for CD8+ T cell–
mediated immunity (Figure 13.1).

There are, however, some differences between the CD4+

and CD8+ T cell responses to antigen. The degree of clonal
expansion is one well-characterized difference. As men-
tioned earlier, it is generally assumed that the response to
infection will involve very few initially responding cells.
For instance, it is estimated that there are 2 million dif-
ferent antigen-specific clones in the spleen, with approx-
imately10 duplicate cells of each specificity (70). A naı̈ve
mouse has five cells specific for the Db/gp33 epitope of lym-
phocytic choriomeningitis virus (LCMV) per million CD8+

T cells, or about 100 cells per mouse. These cells can ex-
pand 100,000-fold, suggesting that 15 or more rounds of
division can occur (71). For CD4+ T cells, clonal expan-
sion has been estimated to be a few to several orders of
magnitude lower than for virus-specific CD8+ T cells, de-
pending on the class of pathogen (72,73). Likewise, there
are some CD8+ T cell responses with lesser expansion than
seen following LCMV infection.

After the first day of the immune response, a newly acti-
vated T cell begins to divide, and its resulting progeny be-
gin to acquire the properties of more mature effector cells.
CD8+ T cells seem capable of undergoing substantial divi-
sion and differentiation without the daughter cells need-
ing to reconnect with antigen-bearing cells, although such
experiments do not rule out important potential contri-
butions from such interactions (74,75). In contrast, CD4+

T cells seem to be dependent on more persistent antigen
presentation for full expansion and differentiation, and re-
newed contact between daughter cells and antigen-bearing
DCs has been documented (48,49). It is not yet known,
however, after which daughter generation antigen may no
longer be required. The possibility for continued education
of the T cell’s progeny on antigen-loaded cells is afforded
when the S1P1 on activated T cells becomes temporarily
repressed, in part due to inflammatory cytokines that act
via induction of CD69 (45). Thus, the initial clonal burst
of T cell progeny in response to a pathogen is sequestered
temporarily in the lymph node, perhaps to ensure appro-
priate exposure to differentiation signals (Figure 13.1).

Division and Beyond: Instructions
and Directions

A response of 10 or so naı̈ve T cells by itself would be un-
likely to muster the “fire power” necessary to eradicate
a typical infection, even if those cells could differentiate

into fully armed effector cells. Clonal expansion thereby
serves at least one purpose of providing a sufficiently large
armamentarium for host defense (Figure 13.1). With the
advent of dyes that allow analysis of cell division, it has
become increasingly appreciated that the newly activated
antigen-specific cell (the “parent,” if you will) does not it-
self undergo effector/memory differentiation. Instead, it
is its daughter cells or, more accurately, even later cell
generations that are the real participants in clearance of
the pathogen (48,76). Examination of the timing or divi-
sion number required to achieve effector cytokine expres-
sion, induction of homing molecules that permit access
to infected tissue, loss of lymph node homing/retention
molecules, and reacquisition of exit receptors all point to
a concerted division-dependent mechanism that licenses
the later cell generation progeny to mature and migrate for
immune reactions at the site of infection (45,48,76–78).

In the first few days after activation, T cells have tran-
siently down-regulated the egress molecule, S1P1 (45).
After re-expression of the receptor and recovering their
ability to exit the secondary lymphoid organs, the newly
minted mature effector T cells must additionally migrate
to the appropriately inflamed or infected tissue to exert
their function (79,80). This is partly promoted by the loss
of homing receptors for the secondary lymphoid organs,
such as CD62L and CCR7. In addition, a new set of hom-
ing molecules is acquired, such as PSGL-1, CD44, CCR5,
and CXCR3, which bind ligands in inflamed tissue. Much
in the same manner that the character of their effector dif-
ferentiation choice is instructed by their environment to
be matched with the type of pathogen encountered, so too
are their directions and “ZIP codes” for migration to spe-
cific tissues imprinted from the history of their antigen-
presenting cell’s experiences (79). DCs that arose in the
gut induce intestinal homing receptors, while DCs from
cutaneous sites induce skin-homing receptors on effector
T cells (81,82). Some antigen-experienced CD4+ T cells,
called follicular helper T cells (ThF), however, are fated to
stay in the lymph nodes and migrate to B cell follicles to
perform their helper functions (83,84).

Like entry of a naı̈ve T cell into secondary lymphoid
organs, the entry of an effector T cell into inflamed or un-
inflamed nonlymphoid tissues proceeds through charac-
teristic multistep adhesion cascades of tethering, rolling,
integrin activation, and firm adhesion (80). This involves
specific patterns of expression of ligands for selectins,
chemokine receptors, and integrins on the T cell. Skin-
homing effector T cells or regulators of atopic skin in-
flammation would express cutaneous leukocyte antigen
(or other ligands for P- and E-selectin), CCR4 (recep-
tor for CCL17), or CCR10 (receptor for CCL27). Small
bowel-homing effector T cells or mediators of Crohn’s dis-
ease would express PSGL-1 (ligand for P-selectin), α4β7
integrin (receptor for MAdCAM), and chemokine recep-
tors CCR9 (receptor for CCL25) and CXCR3 (receptor for



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-13 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 10:3

Peripheral T Lymphocyte Responses and Function 415

CXCL9). More details can be found in other chapters of
this book. Although some differences in tissue homing re-
ceptors between mature effector CD4+ and CD8+ T cells
are evident, the overall strategy for both activated subsets
is similar: to coordinate the acquisition of specific nonlym-
phoid tissue migratory information with the acquisition of
specific effector function (Figure 13.1). The DC and the rest
of the cellular/soluble milieu of the secondary lymphoid
organ are responsible for this coordinated imprinting pro-
cess, although the specific signals are not fully understood
(85,86).

EFFECTOR T CELLS

Differences Between Effector CD4+ and
CD8+ T Cells

Armed effector CD4+ T cells must move to sites of infec-
tion or inflammation to perform their function, which is
primarily orchestration of other immune cells and nonim-
mune cells to eradicate a pathogen (Figure 13.2). In addi-
tion, a subset of CD4+ effector T cells will remain in the
lymph node to provide help for B cells (83,84). The most in-
fluential function of effector CD4+ T cells is not the direct
elimination of pathogen but instead the mobilization and
activation of other cells. An effector CD4+ T cell is truly a
helper cell more than it is an effector cell. The term effector
is used here (and elsewhere) primarily to imply that the
cell is competent to immediately express maximal levels
of its signature gene products, usually cytokines. In this
regard, effector CD4+ T cells differ greatly from effector
CD8+ effect T cells, which by themselves are the media-
tors of pathogen clearance. Thus, as used in this chapter,
the term effector CD4+ T cell implies full functional matura-
tion following antigen experience for helper T cells, while
effector CD8+ T cell implies full functional maturation fol-
lowing antigen experience for cytotoxic T cells. As will be
discussed later, CD4+ and CD8+ T cells differ greatly in the
spectrum of effector fates they can adopt.

Effector Choice for CD4+ T Cells

After naı̈ve helper T cells become activated and begin to
divide and differentiate, they adopt different patterns of
gene expression or fates that correspond to a division of
labor designed for the eradication of pathogens with di-
verse life cycles and evasion strategies (Figure 13.2). One
of the most remarkable aspects of the differentiation pro-
cess of helper T cells is how environmentally sensitive is
the selection of lineage choices (87–89). The newly acti-
vated T cell and its daughters or granddaughters integrate
signals from DCs, which already reflect an imprint of the
type of pathogen that was encountered by the combinato-
rial ligation of pattern recognition receptors (34). The DCs

take their impression of the class of pathogen and trans-
mit this information to the T cell by the elaboration of
distinct cytokines or costimulatory molecules and Notch
ligands. In addition, other innate and noninnate cells that
bear a reflection of the type of pathogen contribute other
cytokines or membrane-bound ligands that will influence
the differentiation decisions of the maturing helper T cell
progeny.

The combinatorial signaling that the newly activated T
cell receives is somehow processed to create a dominant
subset for many immune responses (53). In some immune
responses, however, there is more of a mixed-lineage dif-
ferentiation pattern of the maturing helper T cells. The de-
gree of polarization or heterogeneity may vary according
to the chronicity of the infection and the complexity of the
pathogen’s life cycle. Chronic infestations with intestinal
worms are often characterized by polarized Th2 responses
(90–93), yet IL-4-producing cells are also evident early in
the Th1 response against Leishmania (73). Organisms that
have intracellular and extracellular stages might be capa-
ble of evoking a mixed response of helper T cell subsets so
that diverse effector mechanisms can be mobilized. Sev-
eral important themes have emerged concerning effector
CD4+ T cell lineage choice during the immune responses.
Many of these principles are specific to CD4+ T cells, but
others apply broadly to CD8+ T cells and atypical T cell
subsets.

Division of Labor

At least three subsets of effector CD4+ T cells are now
recognized (Figure 13.2), Th1, Th2, and Th17 (87,94,95).
Th1 cells are characterized by the secretion of IFN-g and
are important activators of macrophages, NK cells, and
CD8+ T cells (96). Th1 cells are thought to be involved in
systemic immunity, in particular the defense against in-
tracellular pathogens. Th2 cells secrete IL-4, IL-13, and
IL-25 and are important for barrier defense at mucosal
and epithelial surfaces. Th2 cells mobilize and activate
eosinophils, basophils, mast cells, and alternatively acti-
vated macrophages (97). Th17 cells produce IL-17A, IL-
17F, IL-6, and TNFα and are responsible for regulating
acute inflammation (98). Th17 cells act in concert with
neutrophils and are important for defense against extra-
cellular bacteria (99,100).

Antibody responses are quite likely to be mediated by
subsets of effector CD4+ T cells with specialized hom-
ing properties and function. Follicular helper T cells, or
ThF cells, are antigen-experienced CD4+ T cells found in
the lymph node and are identified as being PSGL-1− and
CXCR5+ (83,84,101). ThF cells are found at the periphery
of B cell follicles and appear to mediate naı̈ve B cell activa-
tion and germinal center formation, probably through the
expression of ligand for CD40 and the secretion of Th1- and
Th2-like cytokines. It is possible that ThF cells might arise
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as branches in the Th1 and Th2 differentiation pathways,
veritable ThF1 or ThF2 cells, but their precise lineage re-
lationship to the other effector CD4+ T cell subsets is still
uncertain.

Good Can Be Bad: Division of Damage

Effector CD4+ T cell subsets, thus, provide a division of la-
bor in mobilizing the immune armamentarium to combat
the diversity in the microbial world. An additional theme
relating to the diverse but unique protective role played
by each subset is that each subset contributes to patho-
logical conditions mediated by T cells (Figure 13.2). Th1
cells cause tissue damage in response to inflammation and
infection and may mediate some forms of autoimmunity
(102,103). Th2 cells mediate allergic disease and asthma
(104). Th17 cells are responsible for some forms of organ-
specific autoimmunity, notably experimental arthritis and
multiple sclerosis, and may contribute to cancerous states
(98,105–107). Finally, dysregulated ThF cells can cause
systemic autoimmunity and auto-antibody production or
contribute to T cell–mediated organ-specific autoimmu-
nity (108). One of the costs associated with adaptive host
defense is the extra burden of inflammatory and autoim-
mune diseases for the species. An emerging theme in
immune response regulation is that collateral damage
mediated by cytokines is often limited by other cytokines.
IL-27, TGF-β, and IL-10 have been particularly implicated
to varying degrees as signals that dampen Th1-, Th2-, and
Th17-associated inflammation (99,102,109–115).

Inductive and Selective Signals

The critical signaling pathways for eliciting distinct helper
T cell subsets are still not completely resolved. Several
potent positive and negative regulators, however, have
been defined. Curiously, among the most prominent pos-
itive regulators of subset induction are the products of
that subset itself. IFN-γ promotes Th1 induction, IL-4
promotes Th2 induction, and IL-6 (together with TGFβ)
promotes Th17 induction (87,89,95,96,112,113,116). This
chameleon-like property of the helper T cell lineages
may contribute to fortification of a particular subset if
progeny are dividing in spatially restricted niches. For ex-
ample, complex instructions received by the newly acti-
vated helper T cell from a DC could be relayed from daugh-
ter to granddaughter in a simpler form via the paracrine
actions of these cytokines, especially if the clonal burst is
expanding away from the original DC.

Other cytokines are also critical during and after lin-
eage commitment (Figure 13.2). IL-12 acts selectively to
promote the survival, proliferation, and enhanced gene
expression of Th1 cells. Combinatorial TLR signaling to
DCs can synergistically induce IL-12 and a Th1-associated
Notch ligand pattern (53). Thymic stromal lymphopoietin

(TSLP) can seemingly act on DCs to cause them to in-
duce Th2 responses (117–120). A signature set of pathogen-
associated receptors for helminths has not yet been found
on DCs, raising the possibility that Th2 skewing results
from the absence of Th1-associated ligands plus receipt of
the TSLP signal. IL-4, IL-25, and IL-33 may augment the
survival, proliferation, and action of Th2-committed cells
and counter the development of Th1 cells (92,93,121,122).
IL-23 is a critical signal for Th17 cells, but primarily for
maintenance and not induction (99,112,113,123). Other in-
ductive signals that have recently emerged are Notch sig-
naling pathways and costimulatory ligands (124–127). For
ThF cells, ICOS has proven to be a particularly critical sig-
nal, although it is not clear if that role is in induction or
progressive maturation (101,108).

Key Transcriptional Regulators

For each of the well-characterized helper T cell lineages,
there is a key transcription factor that is essential for their
lineage commitment (Figure 13.2). T-bet is a critical regu-
lator of Th1 cells (96,128,129). It acts to promote the IL-12
responsiveness of activated cells by enhancing expression
of IL-12Rβ2, and it directly promotes IFN-γ expression
(130–133). Gata-3 is the central transcription factor for lin-
eage commitment of Th2 cells, although it also plays some
essential roles in various stages of thymopoiesis (134–136).
Gata-3 functions directly to activate the Th2 cytokine clus-
ter, containing IL-4, IL-13, and IL-5, and it may promote
the selective growth of Th2 cells in response to IL-4 sig-
naling (137–139). T-bet and Gata-3 gene expression is in-
duced by TCR signaling, specific cytokine signals, specific
Notch ligand signaling, and by their own gene products
(124,125,127,130,132,133,140–142). T-bet and Gata-3 are
negatively regulated by cytokines from opposing subsets
and TGFβ. T-bet is able to physically interact with Gata-3,
which may contribute to the counter-dominance observed
between Th1 and Th2 subsets (143–145). Factors that may
provide additional transcriptional control of Th1 and Th2
cells during their maintenance phase include c-maf and
Hlx, respectively (133,146).

RORγ t has been identified as a critical lineage commit-
ment factor for the Th17 cells (123). IL-6 and TGFβ seem
to synergistically induce RORγ t. Both IL-6 and TGFβ

contribute to the induction of IL-23 receptor expression,
which would allow IL-23 to promote maintenance of Th17
cells, although it is not known if IL-23R expression is de-
pendent on RORγ t (99,123). Bcl-6 is factor identified in
ThF cells, but it may have roles that extend beyond this
subset, because it has been implicated in memory CD8+

T cell development (147,148). Blimp-1, an important fac-
tor for plasma cell differentiation, is an emerging intrin-
sic regulator of T cell function, because its loss leads to
severe dysregulation of effector and memory T cell sub-
sets (149,150). Yet to be determined is whether Bcl-6 and
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Blimp-1 will act in a counter-regulatory loop against one
another in peripheral T cell differentiation, as they have
been proposed to function during memory B cell home-
ostasis versus plasma cell differentiation.

Slow to Learn but Quick to Remember

In the differentiation of effector CD4+ T cell subsets, sev-
eral peculiar demands are placed on the signaling and tran-
scriptional networks needed to achieve the end results of
mature Th1, Th2, Th17, and ThF cells. Although the naı̈ve
(parent) T cell is the cell that first receives a critical set of
instructions from the DC, within one day the parent cell
does not formally exist, having become two daughters. Af-
ter the first division, subsequent divisions proceed even
faster, perhaps occurring every 6 hours, such that daugh-
ters and granddaughters may not be present shortly. In
addition, it is evident that parents, daughters, and grand-
daughters do not typically exhibit effector maturity—that
is, being fully armed to secrete maximal amounts of their
signature cytokine. There must, therefore, be a mechanism
for progressive learning and imprinting of the type of ef-
fector function being taught in the draining lymph node
so that it can eventually reach maximal productivity and
be remembered by the ensuing progeny as they migrate to
follicle or tissue, temporally and spatially removed from
the inductive signal (Figure 13.1).

It is thought that one of the ways in which the signaling
events are amplified and remembered by the progeny of
the T cell as they divide and move to tissue is the result
of so-called epigenetic effects (87–89,151,152). The term
epigenetic has at least two connotations: (1) the mediators
of this effect are not alterations in primary nucleotide
sequence (genetic material), but instead covalent modi-
fications of histones and CpG dinucleotides, and (2) the
consequence of a signaling pathway (genetic circuit) is still
manifest after the initiating signal has disappeared, either
on account of cell division, migration, or temporal decay.
The epigenetic aspect of effector CD4+ T cell differentia-
tion involves a progressive dismantling of condensed chro-
matin structure at the signature cytokine loci expressed by
effector CD4+ T cells. Chromatin remodeling involves feed-
forward cascades of cytokine signals and transcription fac-
tors that, by building in concerted potency, eventually un-
furl the repressed structure of the gene so that it is readily
activated (within minutes) by general and lineage-specific
factors. This progressive de-repression is occurring in tan-
dem with cell divisions, making it a matter of cellular in-
heritance (76). Once fully unfurled, the remodeled state is
capable of being locked in, in such a way that the cytokine
signals and transcription factors used to create the re-
modeled active state are not always required to maintain
its activity in a mature cell or one of its subsequent daugh-
ter cells (153). For example, the Th2 cytokine cluster
containing IL-4, IL-5, and IL-13 cannot be activated and

remodeled during Th2 differentiation without signaling
through the IL-4 receptor or the transcription factor
Gata-3. Yet both are dispensable to maintain the ability of
mature Th2 cell or their subsequent daughters to rapidly
secrete copious amounts of IL-4 upon reencountering
antigen (134,136).

Epigenetic repression of the cytokine genes in CD4+ T
cells seems to play an additional role in the proper func-
tioning of an immune response. The appropriate repres-
sion of the forbidden cytokines within a maturing lineage
is enforced by gene silencing mechanisms that operate to
further dampen the multipotential state of gene activity
that is necessary for the naı̈ve T cell to be able to make mul-
tiple choices, but deleterious for mature Th1 or Th2 cells
with restricted functional repertoires (137,154–158). The
epigenetic effects that operate during effector CD4+ T cell
differentiation, therefore, help to pace the progress of ef-
fector maturation, restrict the potential options of the pro-
genitor as discrete subsets emerge, and help the signaling
pathways that are ignited in the parent cell move through
division, space, and time, so that a distant progeny knows
exactly what to secrete upon arrival at the site of infection.

Other Subsets

In an idealized immune response, the critical players are
the naı̈ve T cell, the DC, and other cells that have encoun-
tered pathogen. It is likely that some regional immune
responses may have more complex interactions. The in-
testines, for example, exhibit an active interplay between
pro- and antiinflammatory regulators. Within various in-
testinal tissues, there are previously activated, constitu-
tively cytokine-expressing (IL-10, TGF-β, IL-17, IL-25) T
cell subsets (92,123). In a site with constitutive inflamma-
tory mediators and counter-reactive suppressive factors,
the shaping of Th1, Th2, Th17, and regulatory responses
might be expected to follow distinct rules.

CD4+ T cell subsets with atypical differentiation pat-
terns have also been induced in vitro and in vivo, such
as IL-10-producing regulatory T cells that do not express
FoxP3, and so-called adaptive Treg cells that are the progeny
of conventional naı̈ve T cells activated by antigen plus
TGFβ or low doses of antigen and that express FoxP3
like their thymically derived cousins (114,115). It is yet
unknown whether these cells have physiological roles in
the response to self- or foreign antigens and, if so, under
what circumstances. It is tempting to speculate that an
adaptive Treg cell could regulate the magnitude and de-
gree inflammation of its kindred (sharing the same TCR)
effector CD4+ T cells in the response to foreign antigen.
This has not yet been visualized, however, in the responses
to pathogens that have thus far been interrogated (9).
As mentioned earlier, there remain many uncertainties
about whether suppressive action of thymically derived
Treg cells during an immune response is likely to be at the
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site of induction (secondary lymphoid tissue) or infection
(peripheral tissue), or both. Indeed whether control of
immune response against pathogens is primarily the re-
sponsibility of another T cell (dominant mechanism) or
owing to cell-intrinsic negative regulators within the effec-
tor cell itself (recessive mechanism) is not fully resolved
(35,36,66,68,159).

Effector CD8+ T Cells

During the immune response to viruses and some intracel-
lular microbes, naı̈ve CD8+ T cells are activated to undergo
a program of massive clonal expansion, with acquisition
of new effector functions in the resulting progeny (16).
The primary effector products of CD8+ T cells are IFN-γ
and the contents of cytotoxic granules, notably perforin
and granzymes. Unlike effector CD4+ (helper) T cells, ef-
fector CD8+ (cytotoxic) T cells make limited choices in
their repertoire of effector genes. Primarily type 1 or Tc1
effector cells predominate in vivo. Also contrasting with
effector CD4+ T cells, which migrate to infected sites to
orchestrate the actions of other cells, effector CD8+ T cells
are the direct executioners of pathogen-infected cells. The
pro-inflammatory and toxic products of effector CD8+ T
cells are themselves regulators of the magnitude of expan-
sion and contraction of the T cell response, and loss of cer-
tain effector proteins alters the dynamics of effector and
memory cell generation (160).

The induction of effector CD8+ T cells is dependent on
many of the same classes of signals as for effector CD4+ T
cells, antigenic peptide/MHC, pathogen-related inflamma-
tory signals including costimulators, and cytokine signals.
CD4+ T cell help has become recognized as an important
component of the activation of antigen-specific CD8+ T
cells. Although CD4+ T cell help may be imparted early in
the response and influence effector function (43), its effects
may be more manifest in memory CD8+ T cells (42,161–
165). T-bet, the transcription factor responsible for Th1
lineage commitment, is expressed in CD8+ T cells and
may play a similar role inducing effector gene expression
in both cell types (166,167). Another transcription factor
that is highly homologous to T-bet, called Eomesodermin
(Eomes), is also expressed in antigen-specific CD8+ T cells.
It is thought that T-bet and Eomes may play some redun-
dant and nonredundant roles in the spectrum of cytotoxic
effector and memory cell programming (166–169).

MEMORY T CELLS

After migration to inflamed tissues, T cells mediate their
function by the secretion of cytokines or cytotoxic gran-
ules. Following successful clearance of a pathogen, there
is a phase of massive cell death, which results in elim-
ination of most effector T cells (Figure 13.3). The basis
for the demise is not completely understood but may in-

volve some combination of cytokine withdrawal, receptor-
mediated death signaling, or toxicity from effector prod-
ucts. After the elimination of approximately 90 percent of
effector cells, a group of memory T cells persist, often for
the life of the host (Figure 13.3). For example, if one naı̈ve
T cell expands 10,000-fold in response to a pathogen, and
90 percent of effectors are eliminated after the resolution,
then the original clone has seeded 1,000 memory cells to
deal with subsequent reinfections. Thus, the remnant pop-
ulation of memory T cells is typically orders of magnitude
higher in frequency than the pre-immune state. Some gen-
eral features of memory cells will be discussed later, but
more information can be found in the chapter on T cell
memory.

Virtually Indestructible but Not Always
Faster and Better

After an acute infection, it is highly unusual for the host to
be left without a remnant of antigen-experienced memory
T cells (Figure 13.3). If the naı̈ve T cell pool that is specific
for a pathogen is small in number, and all such cells are re-
cruited into the effector response, there would seem to be
a hard-wired mechanism associated with T cell activation
that ensures the generation of an indestructible subpopu-
lation. From an evolutionary perspective, this would likely
be advantageous, so that a host retains an armamentar-
ium against a pathogen that has now been validated as
an actual, rather than simply a potential, threat. In fact,
without robust insurance that all clonal bursts leave some
memory cells behind, there would routinely be a selec-
tive T cell immunodeficiency (temporary or permanent)
for the pathogen subsequent to the resolution of infec-
tion. In dealing with pathogens requiring cellular defense,
where antibodies may serve no benefit, a temporary hole
in the T cell repertoire might be an unacceptable state for
the host. Despite the near-invariant appearance of antigen-
experienced, or memory, T cells following resolution of in-
fection, however, the host is not always left with heightened
state of resistance to reinfection, as one might expect from
a successful vaccination. This has raised some fundamen-
tal issues about the nature of memory T cells, including
their purpose and their lineage relationship to naı̈ve and
effector T cells (170,171).

Two Models for Memory Formation

One way to think about memory cells is that they are sim-
ply effector cells that escaped clonal deletion and have en-
tered a resting, rather than activated, state (Figure 13.3).
This sort of model for memory T cell formation is con-
sidered a linear or progressive form of differentiation, be-
cause it implies that memory cells are derived from effector
cells (170,171). An alternative theory suggests that, at some
point after initial activation, a subset of antigen-specific
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FIGURE 13.3 Models for memory T cell formation. Pathogen-derived antigen exposure causes
clonal expansion and effector differentiation. Clearance of pathogen results in cell death of the
majority of effector cells (clonal contraction). Clonal elimination is typically incomplete, leaving
a remnant of memory cells. Scenario A places memory T cells as posteffector cells that underwent
progressive development. Scenario B places memory T cells as being committed to the lineage
without becoming an effector cell. The pathway of memory cells arising in scenario B and their
subsequent ability to have self-renewing and terminally differentiated progeny has been likened
to the behavior of stem cells.

progeny split off before the effector pathway of differenti-
ation and instead become memory cells. This type of model
is considered a branching or divergent form of differenti-
ation because two clonally related T cells adopt different
cell fates. The relative contribution of each of these mod-
els of memory T cell formation during various immune
responses has not yet been resolved (46,64,172–174).

Two Memory Habitats

Analysis of memory T cells has demonstrated that antigen-
experienced T cell populations can exhibit two distinct pat-
terns of migration after infection and during homeostasis,
those that migrate through lymphoid tissues and those that
migrate through nonlymphoid and inflamed tissue. Mem-
ory cells that express the lymph node homing molecules
CCR7 and CD62L are termed central memory cells, because
of their access to primary and secondary lymphoid tissue,
including the bone marrow (46,64,173–176). In contrast,
memory cells with loss of CCR7 and CD62L expression but
displaying inflammation-associated chemokine receptors
are called effector memory T cells because of their immedi-
ate expression of effector genes upon reactivation and their

ability to access nonlymphoid tissue. Thus, central mem-
ory cells can continually be sampling secondary lymphoid
tissue alongside the parade of naı̈ve cells, while effector
memory cells may be patrolling peripheral tissues for a
heightened level of security.

A Stem Cell Model

The original concept of central memory cells represented
one of the first concrete challenges to the linear paradigm
of memory differentiation that had considered memory
cells as effector cells that had transitioned to a resting,
long-lived state (173). Instead, these central memory cells
seemed to be the early byproduct of antigen experience,
representing a cell that dropped out of the normal path
of effector-bound cells that progressively divide and dif-
ferentiate. As progeny of the newly activated T cell, the
less terminally differentiated central memory daughter is,
in a sense, a closer approximation of its naı̈ve parent cell
than its siblings that go on to be full-fledged, terminally
differentiated effector cells (Figure 13.3). This way of look-
ing at the clonal burst is reminiscent of the paradigm of a
stem cell, which is capable of dividing and giving rise to
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a self-renewing daughter and a terminally differentiated,
nonrenewing daughter (177). Although yet in its formative
stages, the stem cell model of immunological memory may
be applicable to both T and B lymphocytes (178). A corol-
lary to the stem cell model is that the memory cell is ca-
pable of continuing to produce asymmetric progeny, those
that are more effector-like and those that are more self-
renewing to varying degrees, depending on the demands
of rechallenge and homeostasis (Figure 13.3).

Lineage Relationships Not Fully Resolved

Whether memory cells represent the precursor or the prod-
uct of effector cells, there must be a mechanism for self-
renewal to maintain a steady number during homeosta-
sis that will offset the attrition owing to a finite life span.
Central memory CD8+ T cells undergo slow cytokine-
dependent, peptide/MHC-independent proliferation in re-
sponse to basal IL-7 and IL-15 signaling (32,179–181).
Slow proliferation has also been suggested to occur in cen-
tral memory CD4+ T cells, although it is not clear which
signals are necessary to achieve this (182). For both CD4+

and CD8+ T cells, then, central memory T cells may carry
the burden of durability in the absence of antigen, the
defining property of a memory cell. Nonetheless, there has
not been direct quantitative comparison of the prolifera-
tive capacity and turnover of CD4+ versus CD8+ central
memory T cells. It, thus, remains possible that memory
CD8+ T cells are more stable than memory CD4+ T cells
in the absence of antigen (72).

The precise role of the effector memory cell and from
whence it arises is not yet resolved. Effector memory T
cells might be the byproduct of central memory T cells.
This could be akin to another type of stem cell behavior,
such that during homeostasis a central memory cell could
periodically give rise to central memory daughters with po-
tential to renew, and effector memory daughters that are
not self-renewing but are continually generated for height-
ened security to explore even more peripherally than sec-
ondary lymphoid tissue (Figure 13.3). On the other hand,
effector memory cells might simply be a direct descendant
of a recently generated effector cell, which escaped clonal
deletion.

Even for central memory T cells, lineage relationships
have not been resolved. For CD4+ T cells, there are well-
characterized instances where the central memory T cell
appears to have bifurcated or diverged prior to effector
maturation (171,173,183). Central memory CD8+ T cells
have been alternatively suggested to arise sequentially
from effector/effector memory T cells or as a branch dis-
tinct from the effector pathway (64,172,174). It remains
possible that more than one pathway may lead to each
lineage in physiological circumstances. Indeed, many un-
certainties about memory cell programming remain. The
discovery of several critical transcription factors, includ-

ing T-bet, Eomes, Bcl-6, Bcl-6b, and Blimp-1 as regula-
tors of memory T cell homeostasis may open avenues for
more sophisticated fate mapping studies that could refine
the lineage relationships of effector and memory subsets
(148–150,166–168,184).

Differences Between CD4+ and CD8+

Central Memory T Cells

Long-lived, central memory CD4+ and CD8+ T cell sub-
sets may not be equivalent in their ability to protect the
host. In a prototypical cytotoxic response (against LCMV),
central memory CD8+ T cells function as highly effective,
long-lived memory cells, capable of mediating vaccine-like
protection upon reinfection, and in a manner superior
to effector-like memory cells (174). In the CD4+ Th1 re-
sponse against Leishmania, complete elimination of para-
site (which is not the norm) leaves the host with a resid-
ual, long-lived central memory CD4+ T population. Such
cells, however, function according to their original con-
ception, as a reservoir of not-yet-effector cells, some of
which will achieve effector status in the event of reinfec-
tion (183). By themselves, the central memory CD4+ T cells
afford protection to their host, but not at the level of im-
munity achieved when effector-like cells are present. In
essence, central memory cells seem to share the property of
durability in the absence of antigen across both the CD4+

and CD8+ lineages, perhaps with some quantitative differ-
ences (72). In regard to mediating highly effective height-
ened immunity, there may be greater disparity between
the two central memory lineages. Determining whether
this is strictly a CD4+ versus CD8+ difference will, how-
ever, require interrogation of a great variety of immune
responses.

If Pathogen Is Not Eliminated

Previously activated T cells that exist in a host with chronic
infection or nonsterile immunity have been difficult to cat-
egorize. If infection, and hence antigen, is not cleared, then
remnant T cells are not necessarily memory cells, possibly
being overly activated or recently generated effector cells.
In LCMV infection, inability to eliminate virus completely
results in a persistent population of CD8+ T cells that fails
to acquire the characteristics of highly effective central
memory cells (185). These cells do not seem to behave like
freshly minted effector cells and instead have been consid-
ered “exhausted” by overexposure to antigen. Their sub-
optimal functional properties can be partially reversed by
blocking the negatively acting costimulatory family recep-
tor, PD-1 (186,187).

Persistent infection has also been associated with en-
hanced protection by T cells. The phenomenon in which
the nonsterile state is essential for heightened protection is
called concomitant immunity. In such a situation, a host
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that harbors continual low-level infections is more pro-
tected than a host that has eliminated the pathogen. In
Leishmania infection, for example, incomplete clearance
of parasite is an essential requirement for optimal immu-
nity to secondary challenge (159,183). In this case, central
memory CD4+ T cells that persist after pathogen eradica-
tion are long-lived in the absence of antigen but afford less
protection from rechallenge than the continual stream of
short-lived effector cells being generated by exposure to
persisting parasite antigen. Optimal, or vaccine-like, pro-
tection afforded by nonsterile immunity is, therefore, not
mediated solely by bona fide antigen-independent central
memory CD4+ T cells, but instead requires their contin-
ual conversion to effector cells owing to persistence of the
parasite.

THE FUTURE

The past decade has seen tremendous advances in develop-
ing in vivo techniques that allow for a better understanding
of the actual sequence of events that occur when a naı̈ve
T cell is born, undergoes migration, becomes activated,
and gives birth to differentiating progeny. These in vivo
techniques are on the verge of achieving subcellular reso-
lution. Models of activation and differentiation during the
immune response often regard the newly activated T cell as
adopting a new fate and having similarly fated progeny. If
differentiation decisions are delayed until at least the first
cell division or two, the formal possibility remains that one
newly activated T cell can have progeny with diverse fates.
It is still uncertain if, for example, effector cells arise from
the first antigen-specific naı̈ve cell to arrive on the scene,
while central memory cells are derived from a second naı̈ve
cell that arrived later. It might be the case, instead, that cen-
tral memory CD4+ T cells represent a minority subset of
progeny within the clonal burst of a single naı̈ve cell, in
which the majority of the progeny were destined to be ef-
fector cells. If true intraclonal heterogeneity were possible,
that is one single cell having daughters with different fates,
it is unclear whether the mechanism for such a diversifi-
cation event would be a stochastic or instructed process.
Recent evidence suggests daughtee T cell diversity could
be achieved in a non-random fashion through a mecha-
nism known as asymmetric cell division (188). One of the
main challenges facing the field of peripheral T cell differ-
entiation in the coming years will be to visualize some of
these fundamental uncertainties about the initial stages of
peripheral T cell maturation during the immune response.
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INTRODUCTION

Host defense against microbial infection is mediated by a
variety of mechanisms that fall into two categories: innate
and adaptive (or acquired). The adaptive immune system is
found only in jawed vertebrates and apparently developed
as a result of the acquisition of the recombinase activating
gene (RAG) by common ancestors of the vertebrate lineage
(1). Accordingly, the adaptive immune system exists only
in the context of vertebrate physiology and relies on the
function of the RAG genes for somatic recombination of
gene segments that encode antigen receptors. Clonal distri-
bution and selection of antigen receptors from a randomly
generated and highly diverse repertoire of specificities are
the two unifying principles of the adaptive immune system.
Innate immunity, however, is an evolutionarily ancient and
universal form of host defense found in all multicellular or-
ganisms studied.

The vast majority of metazoan species (>98%) rely ex-
clusively on the innate immune system for their defense
against microbial infections. The main distinction between
innate and adaptive immune systems is in their mecha-
nisms and targets of recognition. The adaptive immune
system can recognize an almost unlimited universe of anti-
gens using a somatically generated repertoire of antigen
receptors. The innate immune system, however, relies on
germline-encoded receptors to detect a limited set of mi-
crobial structures that are uniquely associated with mi-
crobial infection. Another important distinction is that
innate immunity is not a function of a single defined physi-
ologic system; rather, it is a product of multiple and diverse
defense mechanisms as discussed in more detail next.

MODULES OF THE INNATE
IMMUNE SYSTEM

The innate immune system consists of multiple distinct
subsystems, or modules, that perform different functions
in host defense. The following is a list of some of the major
modules and the immune functions associated with them:

Surface epithelium is an ancient and universal module
of innate immunity found in all metazoans. The surface ep-
ithelium generally represents the main site of interaction
with the microbial world, both pathogenic and commen-
sal, and plays many important functions in protecting the
host from pathogen entry as well as in establishing a mu-
tualistic coexistence with commensal microbiota. Accord-
ingly, some types of surface epithelia, notably mucosal ep-
ithelium, evolved with specialized functions essential for
antimicrobial defense, including the production of mucins
that help prevent the attachment and entry of pathogens,
and the production of antimicrobial peptides and other
microbicidal products that limit the viability and multipli-
cation of pathogens.

The phagocyte system is an essential component of in-
nate immunity, particularly in complex metazoans where
specialized (or professional) phagocytes (macrophages
and neutrophils) perform various host defense functions
that rely on phagocytic uptake of pathogens. Phago-
cytes are equipped with multiple antimicrobial mecha-
nisms that become activated upon the initial contact with
pathogens. The phagocyte system is critical for the de-
fense against both intracellular and extracellular bacteria
as well as fungal pathogens. The functions of phagocytes
are greatly aided by opsonins—secreted proteins that bind
to microbial cell walls and facilitate phagocytosis through
cell surface receptors specific for them. Opsonins are prod-
ucts of the acute phase response and complement systems.

The acute phase response and complement are part of
a module consisting of a variety of secreted proteins that
function in the circulation and in tissue fluids. These pro-
teins are secreted by hepatocytes in response to the inflam-
matory cytokines IL-1 and IL-6, and their concentration
rises dramatically soon after infection. Acute phase pro-
teins and complement products opsonize pathogens for
phagocytic uptake, recruit phagocytes to the site of infec-
tion, and have direct antimicrobial activities.

Natural killer (NK) cells are specialized in the elimina-
tion of infected host cells and in aiding defense against vi-
ral and other intracellular infections through production
of cytokines, particularly IFN-γ . The activity of NK cells
is regulated by type I interferons (IFN-α/β) either directly
or through the induction of IL-15.

Type I IFNs and IFN-induced proteins play a critical role
in defense against viral infections. Type I interferons are
produced in response to viral infections and trigger the
expression of more than a hundred so-called IFN-induced
genes, many of which are either known or presumed to
have antiviral functions. There are two major modes of
IFN-α/β production and action: First, virtually any vi-
rally infected cell can produce IFNs-α/β, which act in
an autocrine or paracrine fashion to induce an antiviral
state in the local site of infection. Second, IFN-α/β can
be produced by specialized IFN-producing cells known
as plasmacytoid dendritic cells (pDC). pDCs produce large
amounts of IFN-α/β that can act systemically, and this
production does not necessarily require that the pDCs are
virally infected themselves. In addition to inducing the an-
tiviral state, IFN-α/β has many other functions in host
defense, including the control of NK cell functions.

Mast cells, eosinophils, and basophils are special-
ized in defense against multicellular parasites, such as
helminthes. Although mast cells reside in mucosal and
connective tissues, eosinophils and basophils are recruited
to the sites of infection from the circulation. These cells
play multiple important functions in host defense against
parasites through their effects on vasculature and mu-
cosal epithelium to limit parasite spread and to facilitate
their excretion from the host organism. They also produce



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-14 Paul-3627G GRBT293-Paul-v1.cls March 15, 2008 11:27

The Innate Immune System 429

proteins that are toxic to parasites. The function of this
module is regulated by several cytokines, including IL-4,
IL-5, IL-9, and IL-13.

Importantly, some of the modules of the innate immune
system evolved independently from each other and ap-
peared at different stages of phylogeny. For example, sur-
face epithelium and antimicrobial peptides are evolution-
arily ancient modules that exist in all metazoans, whereas
NK cells and type I interferons are only found in higher
vertebrates. NK-mediated killing of virally infected cells is
presumably a viable host defense mechanism in complex
metazoans with renewable tissues, but not in most inver-
tebrates that are made up of postmitotic cells that do not
self-renew. Similarly, mast cells, eosinophils, and basophils
and the host defense functions associated with them exist
only in vertebrates.

Another important aspect of the modular organization
of innate immunity is that some modules are functionally
linked with each other, while others are not. The phago-
cyte system and the acute phase proteins are functionally
linked through the inflammatory cytokines (IL-1 and IL-6)
produced by phagocytes that stimulate the acute phase re-
sponse. In turn, many acute phase proteins function as
opsonins that facilitate phagocytosis by macrophages and
neutrophils.

Another example of functionally coupled modules are
NK cells and type I interferons, which cooperate in host
defense against viral infections. However, type I interfer-
ons and eosinophils/basophils are not functionally linked,
presumably because they never become coinduced by the
same infection.

Finally, different modules are activated by different sets
of receptors of the innate immune system. In fact, differ-
ent strategies of innate immune recognition have evolved
to activate different modules of the innate immune sys-
tem with their distinct mechanisms of defense from in-
fection.

INNATE IMMUNE RECOGNITION

Strategies of Innate Immune Recognition:
Microbial Nonself and Missing Self

The innate immune system uses at least two distinct strate-
gies of immune recognition: recognition of microbial non-
self and recognition of missing self. The first strategy, often
referred to as pattern recognition, is based on the recog-
nition of molecular structures that are unique to micro-
organisms and that are not produced by the host (2,3).
Recognition of these microbial products directly leads to
the activation of immune responses. The second strategy
is based on the recognition of molecules expressed only on
normal, uninfected cells of the host (4). These molecules
function as molecular “flags” of normal (i.e., healthy) self

because they are not produced by micro-organisms, and
their expression is lost on infected cells. These flags are
recognized by inhibitory receptors (e.g., on NK cells), or
by proteins that inhibit activation of innate immune effec-
tor mechanisms (e.g., factor H of complement). Recogni-
tion of missing self plays an important role in the function
of NK cells and complement and is discussed in the con-
text of NK and complement biology in Chapters 16 and 34,
respectively.

Targets of Innate Immune Recognition

The pattern recognition strategy is based on the detec-
tion of conserved molecular structures produced by mi-
crobial pathogens, but not by the host organism (3). There
are multiple differences between the metabolic pathways
of prokaryotic and eukaryotic cells, as well as of pro-
tozoan pathogens and multicellular hosts. Some of the
pathways that are unique to microbial metabolism have
essential physiologic functions and are, therefore, found
in all micro-organisms of a given class. The products
of these metabolic pathways, as well as some individ-
ual gene products, are referred to as pathogen-associated
molecular patterns (PAMPs) and represent targets of in-
nate immune recognition. The receptors of the innate im-
mune system that evolved to recognize PAMPs are called
pattern-recognition receptors (PRRs) (2,5). The best-known
examples of PAMPs include lipopolysaccharide (LPS) of
gram-negative bacteria; lipoteichoic acids (LTA) of gram-
positive bacteria; peptidoglycan; lipoproteins generated by
palmitylation of the N-terminal cysteines of many bacte-
rial cell wall proteins; lipoarabinomannan of mycobacte-
ria; double-stranded RNA (dsRNA), which is produced by
most viruses during the infection cycle; and β-glucans and
mannans found in fungal cell walls. All these structures are
produced by different classes of microbial pathogens, but
importantly, not by the host organisms. Therefore,
they function as “molecular signatures” of microbial
metabolism, and their recognition by the innate immune
system signals the presence of infection. PAMPs derived
from different species of pathogens may differ from one
another in the details of their chemical structure, but they
always share a common molecular pattern. For exam-
ple, the lipid A region of LPS is highly conserved across
a wide range of gram-negative bacteria and is responsi-
ble for the pro-inflammatory activity of LPS, whereas the
core region and the O side chain can be variable even
among closely related strains and are not recognized by
the innate immune system. Although different PAMPs are
not structurally related to each other, they all share sev-
eral features that reflect the evolutionary strategy of in-
nate immune recognition (2,5). First, all PAMPs are pro-
duced by microbes, but not by the host organism. This is
the basis of self/nonself discrimination, a key aspect of in-
nate immune recognition that enables innate and adaptive
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immune responses to be mounted only against micro-
bial cells and antigens. Second, PAMPs are invariant
among pathogens of a given class. This allows a lim-
ited number of germline-encoded PRRs to detect any
microbial infection. For example, recognition of the con-
served lipid-A portion of LPS allows a single PRR to detect
the presence of almost any gram-negative bacterial infec-
tion. Third, PAMPs often perform physiologic functions
that are essential for microbial survival, which means that
loss or mutational change of PAMPs would be lethal or
at least highly disadvantageous for the micro-organism.
Therefore, microbial pathogens are limited in their abil-
ity to either mutate or lose expression of PAMPs in order
to avoid recognition by the innate immune system. It is
important to note that while PAMPs are unique to micro-
organisms, they are not unique to pathogens. Indeed, all
the known PAMPs are produced by both pathogenic and
nonpathogenic (e.g., commensal) micro-organisms. For
example, LPS derived from commensal gram-negative bac-
teria is as potent in inducing host macrophages as LPS
derived from pathogenic species of bacteria. This means
that the receptors of the innate immune system cannot dis-
tinguish between pathogens and nonpathogenic microbes.
This distinction, however, clearly has to be made by the in-
nate immune system, because all multicellular organisms
live in close and continuous contact with commensal mi-
croflora. Failure to tolerate or ignore PAMPs derived from
commensal microbes would have disastrous consequences
to the host. The mechanisms that allow the innate immune
system to distinguish between pathogens and commensals
are not well understood. However, anti-inflammatory cy-
tokines (such as IL-10 and TGF-β) and compartmental-
ization (confinement of the commensals to the apical side
of the surface epithelia) play an important role in pre-
venting the inappropriate triggering of innate immune re-
sponses.

THE RECEPTORS OF THE INNATE
IMMUNE SYSTEM

The innate immune system detects infection using a vari-
ety of PRRs that recognize PAMPs and trigger various ef-
fector responses (6). Several classes of PRRs that evolved
to perform these functions differ in expression profile, lo-
calization (cell surface, cytosolic, secreted into serum and
tissue fluids), and function. All PRRs can be broadly cate-
gorized into three functional classes (Figure 14.1):

1. PRRs that signal the presence of infection. These can
be expressed on the cell surface or intracellularly. In
either case, recognition of PAMPs by these receptors
leads to the activation of “pro-inflammatory” signaling
pathways, typically NFκB, interferon regulatory fac-
tors (IRFs), Jun N-terminal kinase (JNK), and p38 MAP

kinase. Activation of these evolutionarily conserved sig-
naling pathways by PRRs leads to the induction of nu-
merous genes. There are three categories of gene prod-
ucts induced by PRRs: (a) proteins and peptides that
have direct antimicrobial effector functions (e.g., an-
timicrobial peptides and lysozyme); (b) inflammatory
cytokines and chemokines (e.g., TNF, IL-1, IL-8) that in-
duce multiple physiologic reactions aimed at optimiz-
ing conditions to combat the infection); and (c) gene
products that control activation of the adaptive im-
mune response (e.g., MHC, CD80/CD86, IL-12). The
best-known receptors of this class are the family of
Toll-like receptors (TLRs), Dectin-1, NOD proteins, and
RIG-I and MDA-5 proteins.

2. Phagocytic (or endocytic) PRRs. These receptors are
expressed on the surface of macrophages, neutrophils,
and dendritic cells (DCs). As the name implies, these
PRRs recognize PAMPs on pathogen surfaces and
mediate their uptake into the phagocytes. Phagocy-
tosed micro-organisms are delivered into lysosomal
compartments where they are killed by several effec-
tor mechanisms available in phagocytes. In DCs and
macrophages, phagocytosis is followed by processing
of pathogen-derived proteins and their presentation by
MHC molecules for recognition by T cells. PRRs of this
class include the macrophage mannose receptor (MR)
and MARCO (macrophage receptor with collagenous
structure).

3. Secreted PRRs. PRRs of this class perform three types
of functions: They activate complement, opsonize mi-
crobial cells to facilitate their phagocytosis, and, in the
case of some PRRs, function as accessory proteins for
PAMP recognition by transmembrane receptors, such
as TLRs. Some PRRs are secreted by macrophages and
epithelial cells into tissue fluids. Most, however, are se-
creted into the serum by the liver; many of these are
acute phase proteins, as their production is increased
dramatically during the acute phase response. Ex-
amples of secreted PRRs are the mannan-binding
lectin (MBL) and peptidoglycan-recognition proteins
(PGRPs).

Toll-like Receptors

The Toll-like receptors play a unique and essential role
in innate immune recognition. TLRs comprise a fam-
ily of type I transmembrane receptors that are charac-
terized by leucine rich repeats (LRRs) in the extracellu-
lar portion and an intracellular TIR (Toll/IL-1 receptor)
domain, which is homologous to the intracellular do-
main of IL-1 receptor family members (7,8). LRRs are
found in many functionally distinct proteins where they
appear to be involved in protein interactions and ligand
recognition (9). The TIR domain is a conserved signal-
ing module found in a number of cytoplasmic proteins



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-14 Paul-3627G GRBT293-Paul-v1.cls March 15, 2008 11:27

The Innate Immune System 431

A

D

B C

FIGURE 14.1 Functional classes of pattern recognition receptors. A: Sig-
naling PRRs recognize pathogens and pathogen-derived products and
initiate signaling pathways that induce inflammatory responses. In special-
ized professional antigen-presenting cells, PRR-triggered signaling path-
ways also induce the expression of accessory molecules necessary for the
induction of adaptive immune responses. B: Intracellular PRRs. These re-
ceptors recognize intracellular pathogens and pathogen-derived products
(e.g., viral dsRNA) and induce production of IFN-α/β, which in turn in-
duces an antiviral state in the infected cell as well as in neighboring cells.
In some cases, recognition of an intracellular pathogen can induce apop-
tosis of the infected cell, thus preventing the pathogen from spreading to
other cells of the host. C: Phagocytic PRRs bind to pathogens directly, with-
out the aid of opsonins. Binding is followed by phagocytosis and delivery
of pathogens or pathogen-derived products into lysosomal compartments.
In specialized professional antigen-presenting cells, pathogen-derived pro-
teins are degraded and presented on the cell surface on MHC molecules
for recognition by T cells. D: Secreted PRRs, upon binding to pathogen
cell walls, activate complement and function as opsonins. Both the classical
and the lectin pathways of complement can be induced, depending on the
PRR. Opsonization is followed by phagocytosis, which is mediated by a re-
ceptor expressed on phagocytes that binds to the PRR complexed with the
pathogen.

in animals and plants in addition to Tolls and IL-1 recep-
tors. Interestingly, most, if not all, TIR domain–containing
proteins in animals and plants are involved in host defense
pathways. The number of functional TLRs in mammalian
species varies, because of species-specific gene loss. Thus,
TLR10 is a pseudogene in mice, but appears to be intact
in humans. TLRs 11, 12, and 13, however, are pseudo-
genes in humans but are intact in mice (10). The reasons
for this lineage-specific gene loss are currently unknown.
Unlike Drosophila Tolls, all mammalian TLRs function
as receptors of the innate immune system. TLRs differ
from one another in their expression pattern, their ligand
specificities, the signaling pathways they utilize, and the
cellular responses they induce. Most TLRs have at least
one known ligand (the exceptions are human TLR10 and
mouse TLRs 12 and 13). All well-defined TLR ligands are
conserved microbial products (PAMPs) derived from all
the major classes of pathogens—bacterial, viral, fungal,
and protozoan. It is not yet known if any of the TLRs can

recognize molecular products associated with multicellu-
lar parasites. The PAMPs that are known to signal through
TLRs are structurally quite diverse and, importantly, lack
any common chemical features. The exact mechanism of
PAMP recognition by TLRs is not yet known, but the avail-
able information suggests that TLRs either directly recog-
nize their ligands, or at least contribute to direct recogni-
tion and, therefore, may function as bona fide PRRs (11–
13). It is interesting in this regard that at least some of
the TLRs can recognize more than one ligand, and again,
these ligands can be structurally unrelated to each other
(10). Another important feature of TLR-mediated recogni-
tion and function is that at least some TLRs use accessory
proteins for ligand recognition.

TLRs can be grouped into two classes based on their
subcellular localization, signaling mechanisms, and the
nature of the ligands they recognize: TLRs 1, 2, 4, 5, and
6 are expressed on the plasma membrane and detect bac-
terial and fungal cell wall components. TLRs 3, 7, and 9
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are expressed in endosomal compartments and recognize
viral nucleic acids.

TLR4

TLR4 is expressed on many cell types in humans and mice,
most predominantly in the cells of the immune system, in-
cluding macrophages, DCs, neutrophils, mast cells, and B
cells (14). TLR4 is also expressed on various nonhematopo-
etic cell types, including endothelial cells, fibroblasts, sur-
face epithelial cells, and muscle cells. TLR4 is the signal
transducing receptor for LPS. This was discovered by po-
sitional cloning of the Lps gene in the LPS-unresponsive
C3H/HeJ mouse strain (15,16) and by a targeted deletion
of the Tlr4 gene in mice (17). In C3H/HeJ mice, TLR4 fails
to signal in response to LPS due to a point mutation in
the TIR domain that results in the substitution of proline
for histidine at position 712 (15–17). Analysis of C3H/HeJ
mice and TLR4 knockout mice demonstrated that TLR4 is
absolutely crucial for LPS recognition and responsiveness
by macrophages, DCs cells, and B cells. In vivo responses
to LPS (e.g., endotoxic shock) are also completely abro-
gated in TLR4-deficient mice (17). The mechanism of LPS
recognition by TLR4 is quite complex and requires several
accessory proteins. LPS first binds to LBP (LPS-binding
protein), a serum protein that binds LPS monomers and
transfers them to CD14 (18). CD14 is a GPI-linked protein
expressed on the surface of macrophages and some subsets
of DCs. CD14 also exists as a soluble protein in the serum.
Both forms of CD14 bind LPS with high affinity (18). The
mechanism of CD14 function is unknown but appears to
be important for LPS recognition, as demonstrated by the
profound defect in LPS responsiveness in CD14-deficient
mice (19). The ectodomain of TLR4 is associated with an-
other accessory protein called MD-2. MD-2 is a small pro-
tein that lacks a transmembrane domain but is expressed
on the cell surface in a complex with TLR4 (20). The func-
tion of MD-2 is not known except that it is required for
LPS recognition by TLR4 (21). Several experimental ap-
proaches have indicated that TLR4 and MD-2 make a di-
rect contact with LPS (11–13), although much remains to
be learned about the composition of the TLR4 complex
and the mechanism of LPS recognition. The issue of LPS
recognition is complicated even further by the discovery
of another cell-surface receptor that appears to cooper-
ate with TLR4 in LPS recognition in B cells. This protein,
called RP105 (22), is expressed on B cells and some sub-
sets of DCs and has an ectodomain closely related to that
of TLR4. Similar to TLR4, RP105 is associated through its
ectodomain with an accessory protein called MD-1, which
is a homolog of MD-2 (23,24). Unlike TLR4, RP105 lacks
a TIR domain, and instead has a short cytoplasmic tail
that contains the tyrosine phosphorylation motif, YXXI
(22). Cross-linking of RP105 leads to B cell proliferation
and upregulation of CD80/CD86 costimulatory molecules,
similar to the effect of LPS stimulation (23). RP105 is also

known to induce activation of Src-family tyrosine kinases,
including Lyn (25). Deletion of the RP105 gene results in
reduced responsiveness of B cells to LPS stimulation, al-
though the defect is not as complete as the defect seen in
TLR4-deficient B cells (26). In addition, RP105 is involved
in B cell responsiveness to at least some TLR2 ligands, in-
cluding bacterial lipoproteins (27). Thus, RP105 appears
to cooperate with TLR2 and TLR4 in lipoprotein and LPS
recognition by B cells, but the molecular mechanism of
this cooperation in recognition and signaling remains un-
known.

In addition to LPS, TLR4 is involved in recognition
of several other ligands. A heat-sensitive factor associ-
ated with the cell walls of Mycobacterium tuberculosis was
shown to signal through TLR4, but the chemical nature of
the ligand is not yet known (28). TLR4 along with CD14
was also shown to mediate responsiveness to the fusion (F)
protein of respiratory syncytial virus (RSV) (29). However,
it is not clear yet whether TLR4 recognizes some feature
of the F protein that is shared with other viral fusion pro-
teins. In other words, it is not clear whether TLR4 evolved
to recognize the F protein, or if the F protein evolved to
bind to TLR4 and trigger its activation because it provides
some unknown benefit to RSV.

TLR2, TLR1, and TLR6

TLR2 is involved in recognition of a surprisingly broad
range of microbial products. These include lipoteichoic
acids (LTA) and peptidoglycan from gram-positive bac-
teria (30,31), bacterial lipoproteins (32–34), mycoplasma
lipoprotein (34,35), mycobacterial lipoarabinomannan
(28,36), a phenol-soluble modulin from Staphylococcus
epidermidis (37), zymosan of yeast cell walls (38), and
glycosylphosphotidylinositol from Trypanosoma cruzi (39).
TLR2 was also shown to mediate recognition of two kinds
of atypical LPS, one derived from Leptospira interrogans
(40) and the other from Porphyromonas gingivitis (41). In
terms of their structure, most of these ligands are com-
pletely distinct from each other. It is puzzling, then, how
all these different microbial products can signal through
the same receptor. Although the answer to this question is
unknown at the moment, there are at least two factors that
can help explain the broad range of ligands recognized by
TLR2. One is the use of accessory proteins. Indeed, recog-
nition of some TLR2 ligands (e.g., peptidoglycan) requires
CD14 (18), and recognition of lipoproteins requires CD36
(42). As mentioned earlier, RP105 is also involved in recog-
nition of some TLR2 ligands. It is quite possible that recog-
nition of other TLR2 ligands may be assisted by additional
accessory proteins. Different accessory proteins could con-
ceivably recognize structurally distinct PAMPs and then
bind to and trigger TLR2. The second factor that con-
tributes to the diversity of TLR2 ligands is the cooperation
of TLR2 with two other TLRs, TLR1 and TLR6, such
that the TLR2/TLR1 heterodimer recognizes one set of
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ligands, whereas the TLR2/TLR6 heterodimer recognizes
a different set of ligands (35,43). These observations were
made using mice with targeted deletions in either the
TLR2 or TLR6 genes: While both triacylated (tripalmity-
lated) bacterial lipopeptides and MALP-2 (mycoplasmal
macrophage-activating lipopeptide 2kD) failed to signal in
TLR2 knockout cells, only MALP-2 (but not tripalmitylated
bacterial lipopeptides) required TLR6 for cellular respon-
siveness (35). Recognition of tripalmitylated lipopeptides,
however, requires the TLR2 and TLR1 heterodimer (10).
In vitro studies, which showed that TLR2 can heterodimer-
ize and signal cooperatively with TLR1 and TLR6 (43),
are also consistent with these observations. Interestingly,
the only relevant difference between the two ligands is
that bacterial lipopeptides have a third palmityl chain at-
tached to the amino group of their N-terminal cysteine,
while MALP-2 does not. It is not yet known if any of the
other TLRs can heterodimerize for ligand recognition and
signaling, but in vitro studies suggest that at least TLR4
and TLR5 may function as homodimers (43). TLR2 is ex-
pressed constitutively on macrophages, DCs, and B cells
and can be induced in some other cell types, including ep-
ithelial cells. TLR1 and TLR6, however, are expressed al-
most ubiquitously (44). In human DCs, expression of TLR2
and TLR4 is restricted to monocyte-derived DCs. Accord-
ingly, this subtype of DCs, but not plasmocytoid DCs, re-
spond to TLR2 and TLR4 ligands (LPS and peptidoglycan,
respectively) by producing IL-12 and other inflammatory
cytokines (45–47).

TLR3

TLR3 functions as a receptor for dsRNA (48). dsRNA is a
molecular pattern associated with viral infections, as most
viruses produce dsRNA at some point of their infection
cycle. dsRNA and its synthetic analog, poly(IC), have long
been known to activate inflammatory responses. As dis-
cussed in the next sections, dsRNA is also recognized by
the intracellular recognition systems that mediate antiviral
responses in infected cells. TLR3 can mediate responses to
poly(IC), and TLR3 knockout mice and cells are deficient
in their responsiveness to poly(IC) and viral dsRNA (48).
TLR3 is expressed on DCs, macrophages, and surface ep-
ithelial cells, including intestinal epithelium. In the mouse,
TLR3 is expressed in CD8+ DCs, which are known to be
particularly efficient in cross-presentation of antigens by
MHC class I molecules. CD8+ DCs have also been demon-
strated to present antigens derived from virally infected
apoptotic cells. Interestingly, viral dsRNA present in apop-
totic cells is recognized by TLR3 expressed by CD8+ DCs,
and this recognition is important for cross-presentation of
viral antigens to CD8 T cells (49). These findings strongly
suggest that TLR3 is involved in viral recognition, although
the contribution of TLR3 to antiviral immunity remains to
be demonstrated.

TLR5

TLR5 is the receptor for flagellin, the protein that polymer-
izes to form bacterial flagella (50). An interesting aspect of
this TLR ligand is that, unlike most other PAMPs, flagellin
does not undergo any posttranslational modifications that
would distinguish it from cellular proteins. However, fla-
gellin is extremely conserved at its amino- and carboxyl-
termini, which presumably explains why it can be a tar-
get for innate immune recognition. TLR5 is expressed on
epithelial cells as well as on macrophages and DCs, partic-
ularly the DCs present in the lamina propria (51). Interest-
ingly, expression of TLR5 on intestinal epithelium is polar-
ized such that TLR5 is expressed only on the basolateral
side of the cell (52). Since pathogenic but not commen-
sal microbes cross the epithelial barrier, confining TLRs
to the basolateral side may help the host to distinguish be-
tween pathogenic and commensal microbes, although this
notion has not yet been experimentally proven.

TLR7

TLR7 shares many functional properties with TLR9. Both
receptors are involved in viral recognition and both de-
tect nucleic acids. TLR7 recognizes viral ssRNA (derived
from RNA viruses), whereas TLR9 recognizes unmethy-
lated DNA derived from DNA viruses (discussed later) (10).
Consistent with their function in viral recognition, both re-
ceptors are expressed primarily by plasmacytoid dendritic
cells (pDC) and utilize similar signal transduction path-
ways for the induction of type-I interferons. TLR7 was first
shown to be activated by small antiviral compounds, such
as imiquimod (10). Subsequent studies have shown that
TLR7 is responsible for recognition of ssRNA from a vari-
ety of RNA viruses, including Sendai virus and influenza
virus (53–55). Endocytosis of viruses by pDCs leads to un-
coating of viral RNA genomes, which are recognized by
TLR7 in the acidic environment of late endoseomes and
lysosomes. This recognition generally does not require vi-
ral infection and replication in pDC. Interestingly, however,
in the case of some viruses, including vesicular stomati-
tis virus (VSV), TLR7-mediated recognition of viral RNA
and IFN-α production were found to require viral infection
and replication in pDC. Viral replication and production of
viral RNA occurs in the cytosol whereas TLR7-mediated
recognition takes place inside the late lysosomes; there-
fore, the viral RNA somehow has to gain access to lyso-
somes. It was found that the delivery of viral RNA to lyso-
somes occurs via autophagy—a process whereby cellular
constituents, including organelles and portions of cytosol,
become engulfed by internal membranes into specialized
vesicles (autophagosomes) that fuse with and deliver their
content to the lysosomes (56).

Interestingly, TLR7 appears to be able to recognize ss-
RNA regardless of its origin (cellular or viral). Normally
only viral RNA is efficiently delivered to lyosomes through
endocytosis of virions or autophagy of viral RNA. Whether
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and how the autophagic process can discriminate between
viral and cellular RNAs is unclear. Self-RNA, usually in
the form of RNA-protein complexes, can be released into
the extracellular space from dying cells. However, the con-
centration of self-RNA in extracellular fluids is normally
very low due to efficient removal of apoptotic cells by
macrophages and due to activity of RNAses that degrade
extracellular RNA. However, when removal of apoptotic
cells is compromised (e.g., due to genetic defects in phago-
cytic pathways), the amount of self-RNA can rise to the
levels sufficient to activate TLR7 in pDC and B cells. This
can result in activation of autoreactive B cell responses di-
rected at self-RNA–protein complexes and can lead to the
development of systemic autoimmune diseases such as lu-
pus (57).

TLR9

DNA that contains unmethylated CpG dinucleotides has
long been known for its immunostimulatory properties
(58,59). Oligonucleotides that contain unmethylated CpG
motifs strongly induce B cell proliferation and cytokine
production by dendritic cells and murine macrophages
(58,59). Permutation of a single nucleotide or methyla-
tion of the CpG motif results in a complete loss of activ-
ity (58,59). The stimulatory property of CpG DNA is due
to its ability to trigger TLR9 (60). TLR9 knockout mice
are completely unresponsive to CpG DNA, demonstrating
that all the known effects of CpG DNA are mediated by
this TLR (60). Signaling by CpG DNA requires its inter-
nalization into late endosomal/lysosomal compartments
(59,61). Optimal responsiveness to CpG DNA by mouse
versus human cells requires a slightly different sequence
motif flanking the CpG dinucleotide (58). Interestingly, the
CpG motifs that preferentially stimulate mouse cells also
induce a much stronger activation of transfected mouse
TLR9, and correspondingly, the CpG motif that elicits opti-
mal responsiveness in human cells preferentially activates
transfected human TLR9. This observation suggests that
TLR9 itself can distinguish between the two CpG motifs
and, therefore, that it presumably recognizes CpG DNA
directly (62). Similar to TLR7, expression of TLR9 in hu-
mans is restricted to B cells and plasmocytoid dendritic
cells, whereas in the mouse, TLR9 is also expressed in
macrophages and conventional DCs. Expression of TLR9
in type I INF–producing plasmacytoid DCs (45–47) sug-
gested that TLR9 may be involved in antiviral host de-
fense. Indeed, it was demonstrated that TLR9 is involved
in recognition of DNA viruses, such as herpes simplex virus
(HSV). Viral genomic DNA becomes accessible to TLR9 in
acidified lysosomes following endocytosis and uncoating
of virions (63).

While more prevalent in bacterial and viral genomes,
unmethylated CpG DNA is present in the mammalian
genomes and can trigger TLR9 activation under certain

conditions. Similar to the situation with TLR7 and self-
RNA–protein complexes, chromatin complexes containing
immunostimulatory CpG DNA can be found in the extra-
cellular environment when the removal of apoptotic cells
(the major source of self-nucleic acids) is compromised in
some way. Indeed, it has been shown that chromatin frag-
ments derived from apoptotic cells can efficiently stimu-
late B cell activation via TLR9, provided that B cell re-
ceptors can recognize and internalize these complexes,
whether directly or through recognition of immune com-
plexes containing chromatin fragments (64). The require-
ment for B cell receptor involvement is presumably due
to its ability to deliver CpG DNA to TLR9 in lysosomal
compartment. Other receptors capable of delivering chro-
matin complexes to lysosomes (e.g., Fc receptors) can also
promote TLR9 activation in DCs.

Activation of TLR9 by chromatin complexes was
initially thought to contribute to the development of
pathogenic autoantibodies and the development of lupus.
Interestingly, however, TLR9-induced antibodies, particu-
larly of IgM class, can actually contribute to protection
from lupus, because these antibodies help to clear chro-
matin complexes from the circulation. Why this is not the
case for TLR7 and its ligands is not yet clear. Currently
available evidence in the mouse model indicates that TLR7
and TLR9 play distinct (and perhaps even opposite) roles
in promoting or protecting from lupus development, re-
spectively (57).

TLR11

TLRs 11, 12, and 13 are found in mice but not in hu-
mans. Mouse TLR11 was found to play a role in defense
against uropathogenic infections (65). In addition, TLR11
was found to play a critical role in immunity against a para-
sitic protozoan Toxoplasma Gondii (66). T. gondii infection
results in the induction of a robust Th1 immune response
in mice, which is required for protection from infection.
The major immunostimulatory activity was found to be
present in the soluble antigen extract of T. gondii tachy-
zoites (STAg). The active component of STAg was found
to be profilin—a cytoskeletal protein. Profilin, in turn, was
shown to be a potent activator of TLR11. Activation of
TLR11 by profilin leads to the production of IL-12 and
other cytokines by CD8α DCs, which results in the in-
duction of protective Th1 immune responses. Profilin is
also a major immunodominant antigen of recognition of
T. gondii, and this property was shown to be due to its abil-
ity to stimulate TLR11.

TLR Signaling Pathways

Activation of TLRs by microbial products leads to the in-
duction of numerous genes that function in inflammatory
and immune responses. These include cytokines, (e.g.,
TNF, IL-1, IL-6, and IL-12), inflammatory chemokines
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(e.g., the neutrophil chemoattractant IL-8), antimicrobial
effector molecules (e.g., inducible nitric oxide synthase
and antimicrobial peptides), and MHC and costimula-
tory molecules (7,8,14). Stimulation of TLRs activates sev-
eral signaling pathways, including the NF-κB pathway, as
well as three MAP kinase signaling pathways, JNK, p38,
and ERK (7,8,14). In addition, TLRs induce the activa-
tion of several members of the IRF family of transcription
factors.

Specificity of signaling pathways activated by TLRs
is controlled by four receptor-proximal adaptor proteins:
MyD88, TIRAP, TRAM, and TRIF. All four adaptors contain
TIR domains that are involved in homophilic TIR–TIR in-
teractions with each other and with TIR domains of TLRs.
MyD88 controls a canonical TLR signaling pathway and
is utilized by all TLRs with the exception of TLR3, as well
as by the members of the IL-1 receptor family. In addi-
tion to the TIR domain, MyD88 contains a death domain,
which is also involved in homophilic interactions. In re-
sponse to receptor activation, MyD88 is recruited to the
receptor complex and initiates the downstream signaling
cascade. The components of the MyD88 signaling pathway
include serine/threonine protein kinases of the IRAK fam-
ily (IRAK1 and IRAK4), the ubiquitin ligase TRAF6 (TNF
receptor–associated factor 6), and several members of the
MAP3K family, including TAK1, ASK1, and MEKKs, which
are responsible for activation of NF-κB and three MAP ki-
nase cascades: JNK, p38, and ERK (10).

In addition to IRAKs 1 and 4, two closely related ki-
nases, IRAK2 and IRAKM, have also been identified and
have been reported to function in the TLR and IL-1R sig-
naling pathways (67,68). While function of IRAK2 is cur-
rently unknown, IRAKM is a negative regulator of MyD88-
dependent signaling. Recruitment of IRAKs 1 and 4 to the
receptors results in IRAK4 activation and phosphorylation
of IRAK1, followed by their dissociation from the recep-
tor complex. Once IRAK1 is phosphorylated, it interacts
with and activates TRAF6 (69,70). TRAF6 is a member of
the TRAF family of RING-finger E3 ubiquitin ligases (71).
Other members of the TRAF family mediate signal trans-
duction by receptors of the TNF receptor superfamily (72).
Activation of TRAF6 is thought to be triggered by oligomer-
ization induced by interaction with phosphorylated IRAK.
Once activated, TRAF6 functions in concert with the non-
canonical E2 ubiquitin–conjugating enzymes, Ubc13 and
Uev1A, to conjugate polyubiquitin chains onto itself (and
perhaps other as yet unidentified targets) (71). Unlike the
polyubiquitin chains that target substrates for degradation
by the 26S proteasome, which are linked through K48 of
ubiquitin, TRAF6 catalyzes conjugation of noncanonical
K63-linked polyubiquitin chains (71). In in vitro recon-
stitution systems, this ubiquitination event is necessary
and sufficient for subsequent activation of the IκB kinase
(IKK) complex by the kinase TAK1 (73). As TAK1 does not
seem to be a target of ubiquitination, how autoubiqutina-

tion of TRAF6 activates TAK1 is not yet clear. Neverthe-
less, TRAF6-activated TAK1 phosphorylates IKK-β, which
leads to activation of the NF-κB pathway (see later discus-
sion) (73). In addition, TRAF6-activated TAK1 also phos-
phorylates the MAP kinase MKK6, which in turn phospho-
rylates the MAPK JNK. Therefore, activation of TAK1 by
a TRAF6-catalyzed ubiquitination reaction leads to activa-
tion of both the NF-κB and AP-1 pathways (73). The NF-κB
family of transcription factors plays a crucial role in innate
immunity. In flies as well as mammals, most inducible host
defense genes are critically regulated, at least in part, by
the NF-κB pathway (74,75). NF-κB is usually composed
of a heterodimer of two Rel/NF-κB family transactivators
(most commonly p50 and p65) bound to an inhibitory sub-
unit called IκB (inhibitor of κB). In unstimulated cells,
IκB masks the nuclear localization signal on NF-κB and
thus blocks its nuclear translocation. Upon stimulation
by TLR ligands and IL-1 (as well as other signals), IκB
is rapidly phosphorylated and degraded by the 26S pro-
teasome. Freed of its cytosolic inhibitor, NFκB can then
translocate to the nucleus, where it turns on expression
of target genes (74,75). Phosphorylation-dependent degra-
dation of IκB, a pivotal checkpoint in activating NFκB,
is controlled by the IKK complex (76). The IKK complex
consists of two kinases, IKK-α and IKK-β, and a third
noncatalytic subunit, IKK-γ . Mutagenesis studies have
established serines 32 and 36 of IκB as the targets of
IKK-β phosphorylation (76). Phosphorylation at these
sites enables recognition of IκB by the F-box/WD protein,
β-TrCP, the receptor subunit of a multisubunit SCF ubiq-
uitin ligase complex that subsequently ubiquitinates IκB,
thereby targeting IκB for degradation (74,75).

While all TLRs (except TLR3) and IL-1R family mem-
bers use the MyD88 dependent signaling pathways de-
scribed earlier, in the case of some TLRs, MyD88 engages
additional components for signal transduction. Thus, ac-
tivation of MyD88 signaling downstream of TLR2 and
TLR4 requires an additional adaptor called TIRAP. In
addition to a TIR domain, TIRAP contains a phospho-
inositide (2,5) biphosphate (PIP2) binding domain. TIRAP
associates with the plasma membrane through its PIP2
binding region and recruits MyD88 to TLR2 and TLR4 re-
ceptor complexes.

In addition to the recruitment and activation of IRAKs,
MyD88 associates with and activates several members
of the IRF family. Specifically, MyD88 recruits IRF1 and
IRF5. These IRFs in turn play a critical role in transcrip-
tion of target genes, including inflammatory cytokines and
chemokines. IRF1 is an IFN-γ –inducible gene and induc-
tion of IRF1 by IFN-γ provides an important mechanism of
synergy between IFN-γ and TLR ligands in the induction
of multiple genes in macrophages. IRF4 can also associate
with MyD88 but plays an inhibitory role by competing
with IRF1 and IRF5 for MyD88 binding. Finally, TLR7 and
TLR9, but not other TLRs, can induce activation of IRF7
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in a MyD88-dependent fashion. Downstream of these re-
ceptors, MyD88 associates with and activates IRF7, which
plays a critical role in induction of IFN-α genes by these
TLRs in pDCs. Activation of IRF7 depends on ubiquiti-
nation by TRAF6, as well as on phosphorylation. Three
kinases, IRAK1, IRAK4, and IKK-α, have been demon-
strated to be responsible for IRF7 phosphorylation (77).
The mechanism responsible for TLR-specific activation of
IRF7 is currently unknown.

In addition to the MyD88-dependent signaling pathway
described earlier, TLR4 and TLR3 signal through a distinct
signaling pathway via the adaptor called TRIF. TRIF can
directly bind to TLR3 and indirectly to TLR4 via another
adaptor called TRAM. Activation of TRIF leads to the in-
duction of the IKK-related kinases TBK-1 and IKK-ε. TBK-
1 in particular plays a critical role in phosphorylation and
activation of IRF3, a transcription factor involved in the
induction of type I IFNs in most cell types. In addition to
IRF3 activation, TRIF induces NF-κB and MAP kinases via
TRAF6 and RIP1. These pathways synergize with IRF3 in
the induction of IFN-β and other target genes (77).

The diversity of signaling pathways activated by TLRs
presumably reflects their differential role in defense
against different classes of pathogens. With the exception
of TLRs 3, 7, and 9, which are all involved in viral recog-
nition and induction of type I IFNs, it is not yet clear why
some of the other differences in signaling pathways exist.
For example, it is not yet obvious why TLR4, but not TLR2,
can activate the IRF3 signaling pathway. These questions
will likely be answered by the future analyses of TLR sig-
naling and function in host defense.

Phagocytic Receptors

Scavenger Receptors

Scavenger receptors (SRs) are cell-surface glycoproteins
that are defined by their ability to bind to modified low-
density lipoprotein (LDL) (78). There are six classes of
structurally unrelated SRs (79). The class A SRs include the
macrophage SR (SR-A), the founding member of the SR
family, and MARCO (macrophage receptor with collage-
nous structure). Both SR-A and MARCO are type II trans-
membrane glycoproteins that contain a collagenous region
and a so-called scavenger receptor cysteine-rich (SRCR)
domain. The SR-A isoforms generated by alternative splic-
ing are referred to as SR-AI and SR-AII. SR-AII is the
shorter isoform that lacks the C-terminal SRCR domain.
Both SR-A and MARCO are homotrimeric proteins. SR-A
also contains an α-helical–coiled coil region that is absent
in MARCO. SR-A is expressed in most macrophage sub-
types, as well as in endothelial cells. This receptor has an
unusually broad ligand specificity and has been reported
to bind, in addition to oxidized and acetylated LDL, a va-
riety of microbial ligands, including gram-negative and
gram-positive bacteria, LPS, LTA, and poly(IC) (78). Inter-

estingly, SR-AI and SR-AII have almost identical ligand-
binding specificities, suggesting that the SRCR domain is
not required for ligand binding. Indeed, binding of the
polyanionic ligands has been shown to be mediated by the
collagenous domain (78). The role of SR-A in host defense
is demonstrated by the increased susceptibility of SR-A–
deficient mice to Listeria monocytogenes, HSV, and malaria
infection (80). SR-A–deficient mice are also more suscep-
tible to endotoxic shock than wild-type mice, suggesting
that SR-A may be involved in the clearance of LPS from
the circulation (81). MARCO is expressed predominantly
in the macrophages of the marginal zone of the spleen, but
its expression can be induced in other macrophage subsets
by LPS and inflammatory cytokines (82,83). MARCO binds
gram-positive and gram-negative bacteria but not yeast zy-
mosan (82,83) and mediates phagocytosis of bound bacte-
ria (82,84). Unlike SR-A, MARCO binds its ligands through
the SRCR domain (85). A definitive demonstration of the
role of MARCO in host defense will have to await the gen-
eration of MARCO-deficient mice.

Macrophage Mannose Receptor

The MR is a 175-kD type I transmembrane protein ex-
pressed primarily in macrophages (86). The MR con-
tains cysteine-rich and fibronectin type 2 domains at the
N-terminus followed by eight carbohydrate recognition
domains (CRD) of the C-type lectin family (86,87). Individ-
ual CRDs of the MR appear to have different carbohydrate
specificities, with CRD4 being primarily responsible for
mannose specificity (88). Although the MR has been im-
plicated in the recognition of microbial carbohydrates, it
can also recognize oligo-mannoses found in host-derived,
high-mannose asparagine-linked carbohydrates. Indeed,
in addition to microbial ligands, the MR has been shown to
endocytose several host-derived, high-mannose glycopro-
teins (89). Although the MR appears to be a multiligand
receptor and may have several physiologic roles, the main
function of MR is thought to be in phagocytosis of micro-
organisms (86,89). Indeed, the MR has been implicated in
the phagocytosis of a variety of pathogens. Many of these
studies are based on the inhibition of MR-mediated phago-
cytosis by soluble carbohydrate ligands, such as man-
nan. As micro-organisms contain multiple carbohydrate
ligands that presumably engage several receptors on the
host cell, some of these analyses are inconclusive and will
need to be confirmed using MR-deficient macrophages. A
combination of inhibition and transfection studies demon-
strated that MR is involved in phagocytosis of bacterial
(M. tuberculosis, Pseudomonas aeruginosa, Klebsiella pneu-
moniae), fungal (Saccharomyces cerevisiae, Candida albi-
cans), and protozoan pathogens (Pneumocystis carinii)
(86,89). Upon recognition of microbial ligands, the MR
presumably delivers them to the late endosome/lysosome.
Thus, the MR was shown to deliver mycobacterial
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lipoglycan lipoarabinomannan (LAM) into the late endo-
somal compartment where LAM binds to CD1b for subse-
quent presentation to T cells (90). While the MR clearly can
mediate phagocytosis of micro-organisms, the outcome of
MR-mediated phagocytosis is not well defined and appears
to depend on several factors, including the activation and
differentiation status of the macrophage. At least some
carbohydrate structures recognized by the MR on micro-
organisms (e.g., α-linked branched oligo-mannoses) are
similar to mammalian high-mannose oligosaccharides.
However, these structures may be present as particulate
ligands (in the context of a microbial cell), or as soluble
ligands (in host glycoproteins). As the mechanism of up-
take differs for particulate and soluble ligands, the effect
of MR ligation may be distinct depending on the origin of
the carbohydrate that is bound. The most important factor
influencing the outcome of MR ligation by microbial ver-
sus host-derived ligand, however, is the co-ligation of the
microbial cell by other cell-surface receptors, in particular
the TLRs. Some of the results implicating the MR in induc-
ing cytokine production may be due to the co-engagement
of TLRs by complex microbial structures, such as yeast cell
walls. The MR is structurally related to DEC205, a member
of the C-type lectin family expressed preferentially on den-
dritic cells (91). Although the binding of DEC205 to micro-
bial cell walls has not yet been demonstrated, this protein
is very likely to function as a PRR, given the high degree of
similarity between the CRD domain structures of the MR
and DEC205. Moreover, DEC205 has been shown to direct
bound material into antigen-processing compartments in
DCs (91), supporting the notion that it may function as a
phagocytic PRR.

Dectin-1

Dectin-1 is a type II transmembrane receptor that con-
tains one CRD at the C-terminal portion of the protein
and an atypical ITAM motif in the N-terminal, cytoplas-
mic region (92). The CRD of dectin-1 belongs to the C-type
lectinlike subfamily of the CTL domain. Unlike the classi-
cal CTL domain, the C-type lectinlike domain lacks amino
acid residues required for calcium binding and, therefore,
binds its ligands in a calcium-independent manner. Dectin-
1 was first identified as a DC-specific lectin, but was later
found to be expressed on macrophages as well (93). An
expression-cloning approach led to the identification of
dectin-1 as a β-glucan receptor (93). Dectin-1 is specific for
β-1,3–linked and β-1,6–linked glucans, which are PAMPs
found in fungal and other microbial cell walls. Dectin-1
binds and phagocytoses β-glucan–rich zymosan and func-
tions as a phagocytic PRR on macrophages and DCs (93).

Zymosan recognition is mediated by both TLR2 and
Dectin-1, and analysis of macrophage responses to zy-
mosan revealed that the two receptors cooperate to in-
duce unique TLR2 and Dectin-1–dependent responses. Im-

portantly, the ITAM motif of Dectin-1 was found to be
tyrosine phosphorylated upon receptor ligation. This phos-
phorylation results in the recruitment of Syk-27 tyrosine
kinase, which initiates downstream signal transduction
(94,95). The Dectin-specific signaling pathway was dis-
sected using the β-glucan, curdlan, which activates Dectin
but not TLR2. Interestingly, the Dectin-induced signaling
pathway is remarkably similar to the antigen receptor–
induced signaling pathway. Indeed, in addition to Syk-72
kinase, both antigen receptors and Dectin-1 utilize CARD-
coiled-coil adaptor proteins to link to the Bcl10-Malt1 com-
plex and activate NF-κB and MAP kinases (96,97). Antigen
receptors employ the adaptor Carma1, whereas Dectin-
1 uses CARD9. In addition, activation of Syk-72 leads to
Ca+2 mobilization and activation of the transcription fac-
tor NFAT. The target genes induced by Dectin-1 include
IL-2 and IL-10, as well as inflammatory cytokines. Impor-
tantly, Dectin-1 induces expression of IL-23, but not IL-12
through the selective induction of the p19 and p40 subunits
of IL-23, and the lack of induction of the p35 subunit of IL-
12. Analysis of Dectin-1–deficient mice demonstrated that
Dectin plays a critical role in antifungal defense. Specifi-
cally, Dectin-1 was found to be required for host defense
against Candida albicans (94,95).

Secreted Pattern-recognition Molecules

Secreted pattern-recognition receptors (or pattern-
recognition molecules, PRMs), similar to PRRs expressed
on the cell surface, are specific to microbial PAMPs,
but their physiologic roles in host defense are different.
The two main functions of secreted PRMs are activation
of complement and opsonization of microbial cells for
phagocytosis. In addition, some secreted PRMs have direct
bactericidal effects on bound bacteria. Soluble PRMs are
produced and secreted into the circulation mainly by the
liver (primarily by hepatocytes), and to a lesser degree by
several other cell types, including phagocytes. The serum
concentration of these PRMs increases dramatically
during the acute-phase response, a systemic inflammatory
response induced by inflammatory cytokines such as
IL-6, IL-1, and TNF-α. Secreted PRMs, therefore, are
sometimes referred to as acute-phase proteins. Depending
on their domain composition, secreted PRMs fall into
four major structural classes: collectins, pentraxins, lipid
transferases, and PGRPs. The function of each of these
classes will be discussed next.

Collectins

Collectins comprise a group of structurally related PRMs
characterized by the presence of a carbohydrate recogni-
tion domain of the C-type lectin family at the C-terminus,
and a collagenous domain at the N-terminus (98). The
CRD domains of the collectins are engaged in ligand recog-
nition, whereas the collagenous portions are responsible
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for the effector functions, such as activation of the com-
plement cascade. All collectins form multimers in solu-
tion, which permits higher avidity interactions with their
cognate ligands (99). Multimerization is also responsi-
ble for orienting the CRD domains such that they match
the spatial arrangement of their carbohydrate ligands
on the microbial surface, thereby allowing the collectins
to distinguish microbial carbohydrates from mannose
residues on self-glycoproteins (100). MBL is the best-
characterized member of the collectin family. MBL binds
to terminal mannose and fucose residues in a calcium-
dependent manner and has been reported to recognize
a broad range of pathogens, including gram-positive
(Staphylococcus aureus, Streptococcus pneumonia) and
gram-negative (P. aeruginosa, K. pneumonia, Esch-
erichia coli, Salmonella enteritidus) bacteria; mycobacteria
(M. tuberculosis); yeast (Cryptococcus neoformans, C. al-
bicans, S. cerevisiae); viruses (influenza A, HSV, HIV);
and protozoan pathogens (T. cruzi, P. carinii) (101). The
main function of MBL is to activate the lectin pathway
of complement. MBL is associated with two serine pro-
teases, MASP-1 and MASP-2 (MBL-associated serine pro-
teases). Upon binding to microbial cells, MBL induces
a conformational change in the associated MASPs that
leads to MASP activation, similar to the activation of C1r
and C1s by antibody-bound C1q. Activated MASPs then
cleave C2 and C4 complement components, thus initiat-
ing the complement cascade. In addition to the triggering
of the lectin pathway of complement, MBL can function
as an opsonin. MBL bound to pathogen cell walls pro-
motes phagocytosis by interacting with C1qRp, a receptor
for C1q and MBL expressed on phagocytes (101). Surfac-
tant proteins A and D (SP-A and SP-D) are collectins ex-
pressed in the lung and secreted by airway epithelial cells
into the alveolar fluid. Both SP-A and SP-D interact with
a variety of pathogens, including gram-positive and gram-
negative bacteria, fungi, and several viruses (102). Simi-
lar to MBL, SP-A and SP-D recognize terminal mannose,
fucose, and N-acetyl glucosamine residues expressed on
microbial surfaces. SP-A and SP-D proteins function as op-
sonins and bind to several macrophage receptors that me-
diate the phagocytosis of the bound micro-organism (99).
SP-A, similar to MBL and C1q, binds C1qRp expressed
on macrophages. SP-D binds to Gp340 (also known as
hensin), a receptor expressed in macrophages and ep-
ithelial cells (102). It is not yet clear if Gp340 plays any
role in phagocytosis (102). SP-A–deficient mice show in-
creased susceptibility to infection with a number of bac-
terial, fungal, and viral pathogens—for example, Group
B streptococci, S. aureus, P. aeruginosa, K. pneumoniae,
P. carinii, and respiratory syncytial virus (RSV) (102). SP-
D–deficient mice are also compromised in their resistance
to several pathogens; however, this defect is difficult to
interpret because deletion of SP-D leads to abnormali-
ties of alveolar macrophages and surfactant homeostasis
(102).

Pentraxins

C-reactive protein (CRP) and serum amyloid P (SAP) are
two structurally related proteins that belong to the pen-
traxin family (103). Both CRP and SAP are acute-phase
proteins in humans and mice, respectively. They are pro-
duced primarily by hepatocytes in response to inflamma-
tory cytokines, particularly IL-6. CRP and SAP bind to
bacterial surfaces, in part through recognition of phos-
phorylcholine (104). These PRRs function as opsonins
and can activate the classical pathway of complement by
binding to and activating C1q (103,105). All pentraxins
form multimeric (usually pentameric) structures. CRP and
SAP are referred to as short pentraxins, as opposed to
long pentraxins that, in addition to the conserved pen-
traxin domain, have an additional long N-terminal se-
quence. PTX3 is a prototypical long pentraxin that plays
an important role in antibacterial and antifungal defense
(106). PTX3 is expressed by a variety of cell types, most
notably by DCs, macrophages, and neutrophils. PTX3
can be induced directly by TLR engagement on these
cells, or indirectly, through inflammatory cytokines. Like
CRP and SAP, PTX3 binds directly to microbial cell
walls, activates complement, and facilitates phagocytosis
(106).

LBP and BPI

LBP and bactericidal permeability-increasing protein
(BPI) are members of a lipid transferase family that also
includes cholesteryl ester transfer protein (CETP) and
phospholipid transfer protein (PLTP). All four proteins are
related to each other in primary structure, which suggests
a common origin; however, unlike LBP and BPI, CETP
and PLTP do not play any role in host defense, but rather
function as lipid carriers in the serum. Both LBP and BPI
are components of the acute-phase response, although BPI
can also be produced by activated phagocytes. Given that
BPI functions as a bactericidal protein, it will be discussed
later, along with other effector mechanisms of innate im-
munity. LBP functions as a transfer protein for LPS and
various host-derived lipids. In this sense, LBP is not a true
pattern recognition receptor. However, LBP does play a
role in LPS recognition by monomerizing LPS from ag-
gregates or micelles and transferring it onto CD14, the
high-affinity LPS receptor (18,107). LBP can also func-
tion as an opsonin—LBP bound to LPS or gram-negative
bacteria was shown to bind to CD14 expressed on the
macrophage plasma membrane (107). This binding can
subsequently lead to endocytosis of the bound bacteria
or LPS. The physiologic significance and mechanism of
LBP-mediated phagocytosis are currently unknown. The
function of LBP in LPS recognition may be redundant as
LBP-deficient mice exhibit normal responsiveness to LPS
injection in vivo (18).
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PGRPs

PGRPs comprise a family of recently discovered PRRs
that function as receptors for peptidoglycan in evolution-
arily distant organisms, including insects and mammals
(108–110). All PGRPs contain a highly conserved pep-
tidoglycan binding domain. Some PGRPs have putative
transmembrane regions and presumably function as cell
surface receptors, whereas other PGRPs are secreted pro-
teins (109,110). There are four known PGRPs in humans,
but more are likely to exist. Human PGRPs are differen-
tially expressed, with one gene predominantly expressed
in the liver, one in neutrophils, and one in the esopha-
gus (109). The function of mammalian PGRPs is unknown,
but one mammalian PGRP was shown to inhibit bacterial
growth, suggesting that at least some PGRPs may function
as bactericidal effector molecules (111). Surprisingly, one
PGRP that has been analyzed so far inhibited phagocyto-
sis of gram-positive bacteria by macrophages (111). This
PGRP also blocked peptidoglycan-induced cytokine pro-
duction and oxidative burst in macrophages. These effects
were presumably due to competition for peptidoglycan
binding between PGRP and PGN-binding cell-surface re-
ceptors such as TLR2. Since PGRPs were shown to trigger
a serine protease cascade in insects in response to bacterial
infection, it is likely that at least some mammalian PGRPs
may have a similar role—for example, in inducing the com-
plement cascade—to the way in which the lectin pathway
is activated by MBL upon microbial recognition (18,107).

Intracellular Recognition Systems

Although most of the initial recognition of microbial in-
fection occurs outside the host cell, many pathogens, and
in particular, viruses, gain access to intracellular compart-
ments such as the cytosol. Several intracellular recognition
systems have evolved to detect pathogens in the cytosol of
infected cells. In addition to the typical outcomes of innate
immune recognition—induction of microbicidal effector
mechanisms and production of cytokines that activate ef-
fector cells— intracellular immune recognition often leads
to apoptosis of the infected cell. This is true for both in-
nate and adaptive immune systems (compare NK and CD8
T cell functions). Apoptosis of the infected cell can be cell
autonomous or can be triggered by specialized effectors.

Several receptor families are involved in the intra-
cellular recognition of viral and bacterial pathogens.
Some are involved in the initial detection of intracellular
infections, and others play a role in effector responses.
These pathways and their role in innate host defense are
described next.

RIG-I/MDA-5

Intracellular recognition of viral dsRNA has long been
known to result in a potent induction of IFN-β in infected
cells. The identity of the receptors responsible for the ini-

tial detection of viral RNA has recently been discovered.
Two proteins, called RIG-I and MDA-5, are responsible
for detection of two forms of viral RNAs—ssRNA contain-
ing 5′ triphosphate and dsRNA, respectively. Most cellular
RNAs either contain short hairpin structures with a lim-
ited stretch of dsRNA (e.g., tRNAs and rRNAs), or in the
case of mRNA, a 5′ cap structure. In contrast, viral RNAs
have extended double-stranded structures recognized by
MDA-5, or they have 5′ triphosphate ss RNAs, which are
detected by RIG-I (113). Thus, structural differences allow
for self-/nonself discrimination by these intracellular sen-
sors of viral RNA.

RIG-I and MDA-5 have similar structures, with two
N-terminal CARD domains followed by a DEAD fam-
ily helicase domain. The helicase domain is responsi-
ble for RNA recognition, while CARD domains activate
downstream signaling pathways leading to IFN produc-
tion Recent studies have demonstrated that the CARD do-
main of RIG-I, but not MDA-5, is K63 ubiquitinated by
a RING finger E3 ligase, TRIM25. Further, TRIM25 was
found to be essential for virus-induced, RIG-I–mediated
IFN production (112). Both RIG-I and MDA-5 signal
through a downstream adaptor, MAVS (also known as
IPS-1, CARDIF and VISA). MAVS is associated with the
mitochondrial membrane through a C-terminal hydropho-
bic region. This mitochondrial attachment is essential for
MAVS signaling. Interestingly, hepatitis C virus–encoded
protein NS3/4A is a protease that specifically cleaves
MAVS off the mitochondrial membrane and thus effec-
tively shuts off RIG-I–mediated induction of the antiviral
response. Downstream of MAVS is the serine/threonine
kinase TBK-1, which is the kinase responsible for IRF3
phosphorylation and activation. TBK-1 also induces NF-
κB and AP1 activation resulting in activation of the IFN-β
gene (113).

The role of RIG-I and MDA-5 in antiviral defense has
been established using mice deficient in these receptors.
Interestingly, RIG-I was found to be essential for the recog-
nition of paramyxoviruses, including influenza virus and
Japanese encephalitis virus. MDA5, on the other hand
is critical for the detection of picornaviruses, including
encephalomyocarditis virus. Accordingly RIG-I−/− and
MDA5−/− mice are highly susceptible to infection with
these respective RNA viruses compared to control mice
(114). MAVS/IPS-1–deficient mice, as expected, are highly
susceptible to infection with both classes of RNA viruses,
consistent with its role as a critical mediator of RIG-I and
MDA-5 signaling (114).

PKR

PKR is a serine/threonine protein kinase that contains
three double-stranded RNA (dsRNA) binding domains at
the N-terminal part of the protein and a C-terminal kinase
domain. PKR can be activated by dsRNA and thus may
function as an intracellular sensor of viral infection, as
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dsRNA of the length that is sufficient to activate PKR is
produced by many viruses, but not by host cells. PKR is
expressed ubiquitously, and its expression can be further
induced by interferons. Activated PKR phosphorylates the
translation initiation factor eIF-2α on Ser 51, which results
in a block of cellular and viral protein synthesis (115). PKR
can also induce apoptosis in infected cells, thus preventing
the further spread of the virus.

2 ′-5 ′-Oligoadenylate Synthase and RNaseL. 2′-5′-
Oligoadenylate synthases (OAS) are a family of IFN-
inducible enzymes that synthesize an unusual polymer—
2′-5′-oligoadenylate (116,117). Activation of OAS requires
dsRNA and, therefore, is triggered by viral infection. 2′-5′-
Oligoadenylate produced by activated OAS then induces
dimerization and activation of a dormant endonuclease,
RNaseL. Once activated, RNaseL degrades viral and
cellular RNA, including ribosomal RNA, which leads to
a block of mRNA translation and to apoptosis (116,117)
(Figure 14.2). There are at least three genes encoding OAS
proteins, and one of them can induce apoptosis through
an additional pathway—by binding the anti-apoptotic
proteins Bcl2 and BclXL via the C-terminal BH3 domain
of the OAS. Sequestration of Bcl2 and BclXL then results
in apoptosis of virally infected cells. Interestingly, the
dsRNA-binding specificity of OAS evolved independently
of that of PKR, as the dsRNA-binding domains in OAS and

FIGURE 14.2 Recognition of viral infection by oligoadenylate
synthase (OAS). OAS is activated by viral dsRNA and generates
2′, 5′-oligoadenylate, which functions as a second messenger to
activate a dormant ribonuclease, RNaseL. Once activated by 2′5′-
oligoadenylate, RNaseL degrades cellular and viral RNA, which
results in an inhibition of viral replication. Activated RNase L
can also trigger pathways that lead to apoptosis of the infected
cell. Some OAS proteins can induce apoptosis more directly by
additional pathways that involve the sequestration of the anti-
apoptotic members of the Bcl2 family.

PKR are not related to each other. The importance of the
OAS/RNaseL system in antiviral defense is demonstrated
by the increased susceptibility of RNaseL-deficient mice
to ECMV infection (117).

NOD-like Receptors

The NOD-like receptor (NLR) family of proteins is a large
group of intracellular proteins named after the prototypi-
cal family members NOD1 and NOD2. There are approx-
imately 20 different NLRs in humans and mice with a
characteristic arrangement of a C-terminal LRR and a
central nucleotide binding and oligomerization domain.
Three NLR subfamilies can be defined by the identity of
the N-terminal protein–protein interaction domain. Thus,
the NOD subfamily contains a CARD domain, the NALPs
contain a pyrin domain, and the NAIPs contain a Bir
domain (118). In all cases studied, the N-terminal do-
main is responsible for interaction with adaptor proteins
or kinases, whereas the LRR region is presumably re-
sponsible for ligand recognition (although direct ligand
recognition has not yet been demonstrated for any of the
NLRs).

Although a number of NLRs have yet to be functionally
characterized, available information indicates that NLRs
have diverse functions in the immune system. Some NOD
proteins, including NOD1, NOD2, and NOD10—all of
which contain CARD domains—activate NFκB and MAP-
kinase signaling pathways (119–122). The N-terminal
CARD domains of these NODs interact with and activate
the serine/threonine protein kinase RIP2, which in turn
induces the NFκB and MAP-kinase signaling pathways
(119–121).

Nod1 and Nod2 are involved in intracellular bacte-
rial recognition. Both proteins detect different structures
derived from bacterial peptidoglycan. Specifically, Nod2
detects muramyl dipeptide, the conserved molecular struc-
ture common to gram-negative and gram-positive bacte-
ria. In contrast, Nod1 is involved in the recognition of pep-
tidoglycan fragments containing meso-diaminopimelic
acid (meso-DAP), which is more characteristic of gram-
negative bacterial peptidoglycan (118). It is not yet known
whether NOD proteins recognize peptidoglycan directly, or
via some accessory protein. Regardless of the mechanism,
detection of peptidoglycan by NOD1 and NOD2 leads to
induction of inflammatory cytokines and chemokines and
the recruitment of neutrophils to the site of infection (118).
In addition, NOD proteins contribute to the initiation of
the adaptive immune responses. Importantly, mutations in
NOD2 proteins have been implicated in the pathogenesis
of Crohn’s disease (123,124).

The NALP subfamily of NLRs includes 14 members, and
at least some of them play an important role in the reg-
ulation of inflammatory responses mediated by the IL-1
family of cytokines (125–127). The IL-1 family members,
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IL-1β, IL-18, and IL-33 are produced as inactive precur-
sors that have to be processed in the cytosol by the in-
flammatory caspases, caspase-1 and caspase-5/caspase-11.
Recent studies have demonstrated that activation of cas-
pases occurs in a mutisubunit complex named the inflam-
masome (125–127). There are several different types of
inflammasomes, depending on their composition and the
involvement of a particular NALP protein. The two best
characterized are the NALP3 inflammasome and the IPAF
inflammasome. Both of these contain a critical adap-
tor protein known as ASC that couples the pyrin do-
main of NALP3 or IPAF to the CARD domain of caspases
(125–127). There are several pathways of inflammasome
activation triggered by bacterial or endogenous stimuli.
The NALP3 inflammasome can be activated by TLR li-
gands together with ATP. ATP induces K+ efflux through
the P2X7 receptor. Bacterial pore-forming toxins, such
as nigericine and maitotoxin, can also induce K+ efflux
and thus bypass the requirement for ATP and P2X7. The
NALP1 inflammasome can be activated by the anthrax
lethal toxin, while Salmonella virulence factor SipB acti-
vates the IPAF inflammasome. In addition, Legionella pneu-
mophila infection induces caspase-1 activation via NAIP5,
which presumably forms yet another type of inflamma-
some. Both Legionella and Salmonella can induce IPAF-
dependent caspase-1 activation (125–127).

Interestingly, several endogenous products have been
shown to activate the inflammasome. Crystals of mono-
sodium urate (MSU) and calcium pyrophosphate dihy-
drate (CPPD), the causative agents of gout and pseudo-
gout, respectively, induce the NALP3 inflammasome and
consequently IL-1 production. Because MSU, CPPD, and
extracellular ATP can all be produced by stressed or dam-
aged cells, it is possible that the NALP3 inflammasome
induces inflammatory responses to tissue damage.

Importantly, several gain-of-function mutations asso-
ciated with inflammatory diseases have been identified
in NALP3, also known as cryopyrin. These occur in
Muckle-Wells syndrome, familial cold autoinflammatory
syndrome, and neonatal onset multisystem inflammatory
disease. In addition, similar mutations in NALP1 (also
known as pyrin) are responsible for the Mediterranean
fever syndrome. Characterization of the pathways of in-
flammasome activation has revealed the molecular basis
for these inflammatory diseases and suggested novel forms
of therapy, including the blockade of IL-1 by IL-1 receptor
antagonist (128).

THE CELLS OF THE INNATE
IMMUNE SYSTEM

Unlike antigen receptors of the adaptive immune system,
which are expressed exclusively on lymphocytes, the recep-
tors of the innate immune system are expressed on many

cell types. In fact, some of these receptors, most notably
the intracellular receptors involved in the detection of vi-
ral infections, are expressed in almost every cell type. In
this sense, innate host defense is not a function of a few
specialized cell types. However, several cell types do have
specialized functions related to innate immunity, although
some of these cell types have other functions unrelated
to immunity as well. Among these cells are macrophages,
neutrophils, NK cells, mast cells, basophils, eosinophils,
and surface epithelial cells. These cells are specialized to
function at different stages of infection and to deal with
different types of pathogens.

Macrophages

Macrophages have the most central and essential func-
tions in the innate immune system, and have multiple roles
in host defense. Mature, resident macrophages differenti-
ate from circulating monocytes and occupy peripheral tis-
sues and organs where they are most likely to encounter
pathogens during the early stages of infection. Upon en-
counter with infectious agents, macrophages can employ
a broad array of antimicrobial effector mechanisms, in-
cluding phagocytosis of the pathogen and the induction
of microbicidal effector systems, such as reactive oxygen
and nitrogen intermediates and antimicrobial proteins and
peptides. In addition, interaction of macrophages with
pathogens leads to the induction of a plethora of inflam-
matory mediators, such as TNF-α, IL-1, and IL-6, and
chemokines, such as KC-1 (and IL-8 in humans). TNF-α
and IL-1 induce a local inflammatory response, and at
higher concentrations, these cytokines (along with IL-6)
induce the acute-phase response by triggering the expres-
sion of acute-phase genes in the liver. IL-8, a neutrophil
chemoattractant produced by resident macrophages, re-
cruits neutrophils to the site of infection. Production of
antimicrobial effector genes, cytokines, and chemokines
is mediated primarily by TLRs, whereas phagocytosis is
mediated by multiple phagocytic PRRs. Many of the ef-
fector functions of macrophages are strongly augmented
by IFN-γ , which comes from either NK cells or Th1 T
cells. IFN-γ also induces the antigen-presenting functions
of macrophages by turning on the expression of a battery
of genes involved in antigen processing and presentation.

In addition to their roles in host defense, macrophages
have multiple “housekeeping functions,” the most ap-
preciated of which is their function as the body’s scav-
engers. Macrophages phagocytose apoptotic cells, cell de-
bris, oxidized lipoproteins, and other byproducts of the
normal physiology of multicellular organisms. Kuppfer
cells (liver macrophages) remove from circulation senes-
cent cells and desialated glycoproteins through phago-
cytosis mediated by asialoglycoprotein receptors (100).
Similarly, macrophages located in the red pulp of the
spleen phagocytose and remove from circulation senescent
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erythrocytes. Thus, in addition to the recognition of mi-
crobial nonself by PRRs, macrophages are equipped with
a separate set of receptors for the recognition of “altered
self” (desialated self-glycoproteins and phosphotidylserine
exposed on apoptotic cells) and missing self (e.g., the lack
of expression of CD47 on senescent erythrocytes) (129–
131). It is important to note that, unlike the phagocytosis of
pathogens, which is mediated by PRRs and is followed by
the induction of inflammatory mediators, phagocytosis of
apoptotic and senescent cells is immunologically “silent”
in that it does not lead to the induction of inflammatory
responses. In fact, recognition and phagocytosis of apop-
totic cells result in the production of the antiinflammatory
cytokine TGF-β (132). This phagocytosis pathway is me-
diated by the recently characterized macrophage receptor
specific for phosphatidylserine (133). Thus, functionally
distinct receptors expressed on macrophages determine
the functional outcome of phagocytosis mediated by these
versatile cells.

Neutrophils

Neutrophils are short-lived cells (average life span is about
24 to 48 hours) equipped with numerous antimicrobial
effector mechanisms. Unlike resident macrophages, mast
cells, and immature dendritic cells, neutrophils do not re-
side in peripheral tissues prior to infection. Rather, neu-
trophils are recruited from the circulation to the site of
infection by cytokines and chemokines produced by res-
ident macrophages and mast cells that have encountered
pathogens. Recruited neutrophils accumulate at the site of
infection and phagocytose and kill pathogens using several
microbicidal mechanisms. In addition to reactive oxygen
and nitrogen intermediates, neutrophils employ a number
of antimicrobial proteins and peptides that are stored in
neutrophil granules. Neutrophils contain several types of
granules, including primary (or azurophil) granules, and
secondary (or specific) granules that are specialized for
the storage and secretion of antimicrobial products. Neu-
trophils are capable of both extracellular and intracellu-
lar killing of micro-organisms, depending on the type of
granules used. The content of primary granules is pre-
dominantly secreted into the extracellular space, whereas
antimicrobial peptides of the secondary granules are pre-
dominantly released into the phagolysosome for the intra-
cellular killing of pathogens.

Mast Cells

Although mast cells are best known as effectors of aller-
gic responses, they are also an important component of
innate immunity. Mature mast cells reside in connective
and mucosal tissues, where they encounter and phagocy-
tose infecting micro-organisms and produce inflammatory
mediators that play an important role in leukocyte recruit-
ment (134–136) The role of mast cells in innate host de-

fense has been addressed using Kitw/Kitw−v mice, which
carry an inactivating mutation in the c-kit gene and are
essentially mast cell-deficient. Experiments carried out in
these mice demonstrated that mast cells play an essen-
tial role in antibacterial defense in a model of acute sep-
tic peritonitis (137,138). Moreover, the protective role of
mast cells is mediated mainly by the rapid production
of TNF-α and leukotriene B4, which in turn are respon-
sible for neutrophil recruitment to the site of infection
(135,137,138). The dramatic effect of mast cell deficiency
revealed in the acute septic peritonitis experiments per-
formed on Kitw/Kitw−v mice reflects the unique ability of
mast cells to store preformed TNF-α that can be quickly se-
creted upon interaction with pathogens (139). Mast cells
also produce lipid mediators of inflammation and a vast
array of cytokines, including the “type II cytokines” IL-4,
IL-5, and IL-13 (134,135).

Eosinophils

Mature eosinophils are found mainly in tissues, primar-
ily in the respiratory, intestinal, and genitourinary tracts.
Eosinophils, similar to mast cells, are rich in granules and
produce a variety of cytokines and lipid mediators. In ad-
dition, eosinophil granules contain several cationic effec-
tor proteins that have potent toxic effects against para-
sitic worms (140). Unlike neutrophils and macrophages,
eosinophils are poor phagocytes and consequently release
the content of their granules into the extracellular space.
The production of various cationic antiparasitic proteins
(which include major basic protein, eosinophil cationic
protein, and eosinophil-derived neurotoxic protein), as
well as the fact that eosinophilia is induced in several
model parasitic infections, implicate this cell type as an ef-
fector involved in host defense against parasite infections.

Dendritic Cells

Immature DCs reside in peripheral tissues and are highly
active in macropinocytosis and receptor-mediated endo-
cytosis (141). DCs express a number of PRRs, including
phagocytic receptors and TLRs. DCs are best known for
their role in the initiation of adaptive immune responses,
but these cells can also contribute to direct antimicrobial
responses (141). Thus, stimulation of DCs with microbial
products leads to the induction of several antimicrobial ef-
fector responses, such as nitric oxide production. The role
of DCs in the initiation of the adaptive immune responses
is discussed later in this chapter. The biology of DCs is
described in more detail in Chapter 15.

Surface Epithelium

The epithelial cells that line the mucosal surfaces of the
intestinal, respiratory, and genitourinary tracts provide an
important physical barrier that separates the host from the



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-14 Paul-3627G GRBT293-Paul-v1.cls March 15, 2008 11:27

The Innate Immune System 443

environment. Mucins, which are highly glycosylated gly-
coproteins expressed on the surface of these cells, help to
prevent pathogen attachment and invasion. In addition to
providing physical separation of the host from the micro-
bial environment, surface epithelial cells produce antimi-
crobial effectors, such as β-defensins and lysozyme, and
secrete a number of cytokines and chemokines that con-
tribute to the local inflammatory response and to the re-
cruitment of leukocytes to the site of pathogen entry (142).

THE EFFECTOR MECHANISMS OF THE
INNATE IMMUNE SYSTEM

The innate immune system possesses a wide variety of an-
timicrobial effector mechanisms that differ in inducibil-
ity, site of expression, mechanism of action, and activity
against different pathogen classes. The major categories
of antimicrobial effectors are as follows:

1. Enzymes that hydrolyze components of microbial cell
walls (lysozyme, chitinases, phospholipase A2)

2. Antimicrobial proteins and peptides that disrupt the in-
tegrity of microbial cell walls (BPI, defensins, catheli-
cidins, complement, eosinophil cationic protein)

3. Microbicidal serine proteases (serprocidins)
4. Proteins that sequester iron and zinc (lactoferrin,

NRAMP, calprotectin)
5. Enzymes that generate toxic oxygen and nitrogen

derivatives (phagocyte oxidase, nitric oxide synthase,
myeloperoxidase)

The major sites of expression of antimicrobial effectors
are granulocytes (especially neutrophils), macrophages,
and surface epithelium. It is worth pointing out that the
antimicrobial activities of most of these effectors were
demonstrated in vitro; physiologic roles in in vivo host de-
fense have only been demonstrated for a few of these gene
products.

Lysozyme

Lysozyme (also known as muramidase) and its antimicro-
bial properties were first described by Alexander Fleming
in 1921. Lysozyme is a 14-kD enzyme that degrades the
peptidoglycan of some gram-positive bacteria by cleav-
ing the β-1,4-glycosidic linkage between N-acetylmuramic
acid and N-acetylglucosamine. Disruption of the pepti-
doglycan layer leads to the osmotic lysis of the bacteria.
Some gram-positive pathogens with highly cross-linked
peptidoglycans are resistant to the action of lysozyme,
and gram-negative bacteria are also generally protected
from lysozyme by their outer membrane. Lysozyme is
highly concentrated in secretions such as tears and saliva.
In humans, there is a single lysozyme gene that is ex-
pressed in neutrophils and macrophages. In the mouse

there are two lysozymes: lysozyme M, which is expressed
in macrophages, and lysozyme P, which is expressed by
Paneth cells of the small intestine.

Chitinases

Chitinases comprise a family of enzymes that degrade
chitin, a structural polysaccharide that forms the cell wall
of fungi and the exoskeleton of insects. Chitinases are se-
creted by activated macrophages and presumably play a
role in antifungal defense, although direct evidence for this
function is lacking (143). Several members of the chiti-
nase family are enzymatically inactive due to amino acid
substitutions in their catalytic sites. Some of them are ex-
pressed in human neutrophils, but their physiologic role
is not known.

Phospholipase A2

Phospholipase A2 (PLA2) belongs to a family of disulfide
rich enzymes that share similar structures and catalytic
mechanisms, but differ in substrate preferences and disul-
fide arrangements. Group II PLA2 is a 14-kD enzyme that
hydrolyses the ester bonds at the 2-acyl position in the
phospholipids of bacterial membranes. PLA2 is found in
primary granules of neutrophils (and, therefore, is secreted
upon degranulation), Paneth cells, and epithelial secre-
tions (e.g., in tear fluid) and is produced by the liver as
an acute-phase protein. The bactericidal activity of PLA2
is strongly potentiated by other antimicrobial products of
neutrophils and by complement (144). PLA2 is particularly
efficient against gram-positive bacteria (145). Killing of
gram-negative bacteria is potentiated by antimicrobial ef-
fectors that disrupt the outer membrane, such as BPI. The
important role of PLA2 in innate host defense is demon-
strated by the finding that PLA2-deficient mice are more
susceptible to infection with S. aureus than their wild-type
controls (145–147).

BPI

BPI is a cationic 55-kD protein that has several effector
activities against gram-negative bacteria but is inactive
against gram-positive bacteria (148). BPI is structurally
related to the acute-phase reactant LBP and, similar to
LBP, binds to the conserved lipid-A portion of LPS. BPI
exerts its bactericidal activity by disrupting the integrity
of the outer and inner membranes of gram-negative bac-
teria, thereby increasing their permeability and suscepti-
bility to the action of other antimicrobial proteins, such
as PLA2. BPI can also function as an opsonin by bind-
ing to gram-negative bacteria and facilitating their uptake
by neutrophils. Unlike LBP, which functions by potentiat-
ing LPS recognition by CD14/TLR4, BPI neutralizes free
LPS and inhibits LPS signaling (148). BPI is expressed
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predominantly in neutrophils, where it is found in large
quantities in the primary granules and is secreted into in-
flammatory fluids upon neutrophil activation (148).

Defensins

Defensins are small (3 kD to 4 kD) cationic peptides with a
broad spectrum of antimicrobial activities. Defensins are
active against gram-positive and gram-negative bacteria,
fungi, parasites, and some enveloped viruses (140,149).
Defensins kill micro-organisms by forming multimeric
voltage–dependent pores in their membranes. The selec-
tive toxicity of defensins toward microbial cells can be
explained in part by the differences in phospholipid com-
position between microbial and mammalian cell mem-
branes and by the presence of cholesterol in mammalian
but not bacterial membranes (150). Defensins are char-
acterized by a common structural feature—a hydropho-
bic β sheet stabilized by three disulfide bonds. Depend-
ing on the pattern of disulfide bond formation between
the six conserved cysteines, vertebrate defensins fall into
two classes—α-defensins and β-defensins (140,149,150).
The α-defensins are generally presynthesized and stored
in granules of neutrophils (in humans but not in mice)
and Paneth cells of the small intestine. The β-defensins,
in contrast, are produced by epithelial cells and in most
cases are not stored in cytoplasmic granules (140,149,150).
The secretion of β-defensins is controlled primarily at
the level of gene transcription and is inducible by mi-
crobial products (through TLRs) and by inflammatory cy-
tokines (140,149,150). Like all known antimicrobial pep-
tides, defensins are synthesized as inactive precursors that
contain a prodomain (which includes a leader sequence)
and an acidic region that neutralizes and inactivates the
cationic mature peptide. Processing of defensins results
in the generation of active peptides. In neutrophils, active
(processed) defensins are stored in the granules, whereas
the epithelial defensins are secreted as propeptides and
are processed in the lumen of the crypt (140,149,150). For
mouse α-defensins, the lumenal processing enzyme has
been shown to be the matrix metalloprotease matrilysin
(151). Matrilysin-deficient mice do not contain active α-
defensins in their intestinal crypts and consequently are
susceptible to intestinal infection (151).

Cathelicidins

Cathelicidins comprise a family of antimicrobial peptides
that contain a conserved N-terminal prodomain called
cathelin and a C-terminal peptide that becomes active af-
ter cleavage from the cathelin domain. The C-terminal
peptide is highly divergent between different cathelicidins
within and between mammalian species (152,153). In the
single human member of the cathelicidin family, the C-
terminal peptide is 37 amino acids long and lacks cys-

teines but can form an amphipathic α helix that allows
it to interact with microbial membranes. Cathelicidins are
active against gram-positive and gram-negative bacteria
and fungi and can act synergistically with other antimi-
crobial proteins (152,153). Cathelicidins are produced in
neutrophils and stored as inactive proproteins in the sec-
ondary granules. Activation of cathelicidins occurs when
the neutrophil protease elastase cleaves off the cathelin
domain. Interestingly, elastase is stored in the primary
granules of neutrophils and gains access to cathelicidin
precursors only when the primary and secondary gran-
ules fuse with the phagosomes of activated neutrophils
(140,152).

Serprocedins

Serprocedins comprise a family of 25- to 35-kD cationic
serine proteases with antimicrobial activity and include
neutrophil elastase, proteinase 3, cathepsin G, and azuro-
cidin/CAP37 (140,154). Unlike other members of the fam-
ily, azurocidin/CAP37 is catalytically inactive. Serpro-
cedins are localized in the primary granules of neutrophils
and are structurally related to the granzymes of NK cells
and CD8 T cells. Serprocedins exert their antimicrobial
activity either by direct perturbation of microbial mem-
branes, or by proteolysis (140,154). Neutrophil elastase,
as discussed earlier, converts cathelicidin precursors into
active bactericidal peptides. Mice deficient for neutrophil
elastase are more susceptible to gram-negative and fungal
infections (155).

Lactoferrin, NRAMP, and Calprotectin

The antimicrobial activities of lactoferrin, NRAMP, and
calprotectin are due to their ability to sequester iron
and zinc, which are essential for microbial metabolism and
replication. Lactoferrin is an 80-kD iron-chelating protein
of the transferrin family that contains two iron-binding
sites. Lactoferrin is found in the secondary granules of
neutrophils, in epithelial secretions such as breast milk, in
the intestinal epithelium of infants, and in airway fluids.
Lactoferrin has two mechanisms of antimicrobial activity:
bacteriostatic and microbicidal. The bacteriostatic effect
is due to iron sequestration (156). Pathogens depend on
iron provided by the host, and iron deprivation is an ef-
ficient strategy to block microbial metabolism, as iron is
critically required for both oxidative and anaerobic path-
ways of ATP generation. In addition, lactoferrin can be
processed by limited proteolysis to yield a cationic micro-
bicidal peptide called lactoferricin (157). The bactericidal
effect of lactoferricin is not dependent on iron sequestra-
tion and is thought to be due to a perturbation of microbial
membranes (157). NRAMP (natural resistance–associated
macrophage protein) is a 65-kD integral membrane pro-
tein that functions as an ion pump in the phagocytic
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vacuoles of macrophages and neutrophils (158). NRAMP is
thought to function by pumping out iron from phagocytic
vacuoles that harbor mycobacteria and other such bacteria
that can persist in these vacuoles. Indeed, the gene encod-
ing NRAMP is mutated in mouse strains that are highly
susceptible to mycobacterial infections (155). NRAMP is
inducible by IFN-γ . Calprotectin, a member of the S-100
family of calciumbinding proteins, is composed of 8- and
14-kD subunits and is found in large amounts in the cy-
toplasm of neutrophils. The antimicrobial activity of this
protein resides in its histidine-rich regions, which chelate
and sequester zinc ions (159).

Phagocyte Oxidase, Myeloperoxidase,
and Nitric Oxide Synthase

Phagocytes (granulocytes and macrophages) are equipped
with an enzymatic machinery that generates highly toxic
reactive oxygen and nitrogen intermediates that have po-
tent antimicrobial activities (160). The induction of these
antimicrobial effector responses is tightly regulated and is
triggered upon interaction of phagocytes with pathogens
(160,161). Phagocyte oxidase (also known as NADPH
oxidase) is responsible for the mitochondria-independent
respiratory burst induced in phagocytes during the phago-
cytosis of micro-organisms. NADPH oxidase is a multi-
component enzymatic complex that consists of three cy-
tosolic subunits (p40phox, p47phox, and p67phox) and a
membrane-associated flavocytochrome complex (p22phox
and p91phox). Assembly of the subunits into a func-
tional NADPH complex is induced by phagocyte activa-
tion through a Rac GTPase–dependent pathway. Once the
complex is assembled, it produces superoxide anions (a
primary product) and hydrogen peroxide (a secondary
product), which are released into phagocytic vacuoles or
outside the cell where they exert their direct and potent mi-
crobicidal effect. Mice deficient for various components of
the NADPH complex are susceptible to multiple microbial
infections (160,161). Superoxide and hydrogen peroxide,
in addition to their own antimicrobial activity, can also be
used as substrates for another neutrophil enzyme called
myeloperoxidase (160,161). Myeloperoxidase is stored in
the primary granules of neutrophils and is also expressed
in monocytes. Using the products of the NADPH oxidase as
substrates, myeloperoxidase generates hypochlorous acid
and chloramines as well as other reactive oxygen inter-
mediates, all of which have potent microbicidal activities.
Myeloperoxidase-deficient mice are highly susceptible to
infection with Candida albicans (160,161). Inducible ni-
tric oxide synthase (iNOS) is expressed in neutrophils and
macrophages and generates large amounts of nitric oxide
(NO). NO is toxic to bacteria, although the exact mecha-
nism(s) of its toxicity is not yet known (162). iNOS is in-
ducible by IFN-γ and TLR ligands such as LPS (in mouse
but not in human macrophages) (162). The role of iNOS

and NO in the innate immune resistance to infection has
been demonstrated in mice deficient for this enzyme. INOS
knockout mice are more susceptible than their wild-type
counterparts to infection with multiple bacterial, viral, and
protozoan pathogens (161,162). Interestingly, mice defi-
cient for both NADPH oxidase and iNOS are severely im-
munocompromised and are highly susceptible not only to
infection with pathogens, but also to commensal micro-
organisms (163).

The Antiviral Effector Mechanisms of the
Innate Immune System

NK cells, which play a major role in the innate antiviral
host defense, are discussed in depth in Chapter 16. There-
fore, the discussion here is focused on cell-autonomous
effector mechanisms that appear to be unique to antiviral
defense. These mechanisms include the induction of apop-
tosis in virally infected cells and the inhibition of the viral
life cycle by IFN-α/β–inducible gene products. Apoptosis
of infected cells is an efficient way to prevent viral spread
and can be induced either by cell-autonomous mecha-
nisms (e.g., through PKR and OAS pathways, as discussed
earlier in this chapter), or with the help of NK or CD8
T cells. The best-characterized IFN-inducible gene prod-
ucts with intrinsic antiviral activity are members of the Mx
protein family (164). The Mx protein and the closely related
GBP (guanylate-binding protein) are members of the dy-
namin family of GTPases. The antiviral function of Mx pro-
teins was discovered by the demonstration that the mouse
Mx-1 gene confers resistance to influenza virus infection in
A2G mice, whereas most other mouse strains carry a defec-
tive allele of Mx-1 and consequently are highly susceptible
to influenza infection (164). Mx-1 appears to block tran-
scription of the viral genome by inhibiting the influenza-
virus polymerase complex (164–167). The second mouse
Mx protein, Mx-2, is also mutated in most inbred strains
of mice, except in the feral mouse strains NJL and SPR. In
these mice, IFN-inducible Mx-2 protein confers resistance
to VSV infection. Unlike the Mx-1 protein, which func-
tions in the nucleus, the Mx-2 protein is cytoplasmic (168).
In human cells, there are two IFN-inducible Mx proteins,
Mx-A and Mx-B. Mx-A is a cytoplasmic protein that in-
hibits replication of several viruses, including influenza,
measles virus, and VSV. Transgenic expression of the Mx-A
protein in mice deficient for the IFN-α receptor pro-
tects these mice from lethal viral infections and demon-
strates that Mx-A has intrinsic antiviral activity inde-
pendently of other IFN-inducible genes (165,169). GBP
proteins are structurally related to Mx proteins and like-
wise are inducible by IFN-α/β and confer resistance to
some viral infections (170). Not all the mechanisms of
the antiviral function of Mx and GBP are known. Cyto-
plasmic Mx and GBP proteins may interfere with viral
infection by blocking viral assembly, as suggested by the
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similarity of these proteins to other members of the dy-
namin family that play a role in vesicular trafficking and
fusion.

CONTROL OF ADAPTIVE IMMUNITY BY THE
INNATE IMMUNE SYSTEM

In addition to directly activating antimicrobial effector re-
sponses, innate immune recognition plays a critical role in
controlling the activation of adaptive immunity. Many as-
pects of innate control of adaptive immunity are covered
in detail elsewhere in this book. Discussion here will be
limited to an overview of some general concepts.

As noted earlier, there are several classes of PRRs in the
mammalian innate immune system. PRRs that signal the
presence of infection (e.g., TLRs, Dectins, RIG-I/MDA-5,
NODs, etc.) not only induce the inflammatory and an-
timicrobial responses, but also activate the adaptive im-
mune system. Innate immune recognition is required for
the activation of adaptive immune responses in part be-
cause the innate immune system can determine the ori-
gin of the antigen (2,3,5). Adaptive immune recognition
relies on two types of antigen receptors—the T cell recep-
tor and the B cell receptor. The specificities of these re-
ceptors are generated by random processes such as gene
rearrangement and, therefore, are not predetermined to
recognize pathogen-derived antigens. Receptors of the in-
nate immune system, on the other hand, are specific for
microbial structures and thus their activation can signal
the origin of the associated antigens. The translation of
the innate, nonclonal recognition into signals that activate
adaptive immune responses is mediated in part by antigen
presenting cells, particularly DCs (171).

Immature DCs are located in peripheral tissues where
they are likely to encounter invading pathogens (141). In-
teraction of DCs with pathogens leads to the activation of
signaling PRRs, such as TLRs or Dectins, and the phago-
cytosis of pathogens by phagocytic PRRs, such as DEC205
and the mannose receptor. Once activated through PRRs,
DCs begin to express high levels of MHC class II and co-
stimulatory molecules and migrate to the T cell zone in
the draining lymph nodes where they present pathogen
derived antigens to T lymphocytes (7,8,141). In addition,
PRRs induce expression by DCs of cytokines that control
T cell differentiation into different effector lineages. Thus,
TLRs induce production of IL-12 and IL-23 in response
to intracellular and extracellular pathogens favoring Th1
and Th17 differentiation, respectively. Dectin-1 selectively
induces expression of IL-23 and thus enhances Th17 dif-
ferentiation in response to extracellular fungal pathogens.
RIG-I/MDA-5 induces high levels of IFN-α/β, which are
important for CD8 T cell activation and differentiation.
Helminths induce production of IL-4 and TSLP in an un-
known cell type through an unknown mechanism, and

these cytokines lead in turn to Th2 differentiation and IgE
production. Thus, different classes of PRRs detect differ-
ent types of infection and induce the appropriate effector
response of the adaptive immune system.

It should be noted that although the basic principles of
innate immune recognition and induction of adaptive im-
munity, as originally proposed by Janeway, have now been
confirmed, little is known about the mechanisms of adap-
tive immune activation. The key signals that are induced
by PRRs and required for induction of adaptive immune
responses are arguably unknown. The molecular mecha-
nisms that couple innate immune sensing with activation
of T cells and their differentiation into the appropriate ef-
fector type are also unknown. Although cytokines that play
an essential role in inducing T helper cell differentiation
have been characterized, it is not yet clear what are the
relevant features of the pathogens that are detected by the
PRRs and translated into the appropriate set of effector
cytokines. Likewise, it is not clear why self-/nonself dis-
crimination by the innate immune system is not sufficient
to ensure peripheral tolerance, as evidenced by the severe
autoimmune phenotype of mice and humans deficient in
regulatory T cells.

These and many other exciting questions await elucida-
tion in the near future.

CONCLUSION

Innate immunity is an evolutionarily ancient and universal
system of host defense. Innate immunity is a function of
multiple cell types, receptors, signaling systems, and effec-
tor mechanisms. Innate immune recognition is directed at
conserved molecular patterns unique to micro-organisms,
which allows the innate immune system to distinguish self
from microbial nonself. Recognition of infectious micro-
organisms by the innate immune system leads to the induc-
tion of antimicrobial effector mechanisms and thus pro-
vides the first line of host defense. In addition, the innate
immune system plays an essential role in the initiation of
adaptive immune responses and in the control of the ef-
fector responses of the adaptive immune system.
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DISCOVERY AND DEFINITION

In the 1960s, several research groups demonstrated that
a population of adherent cells was required for the induc-
tion of B and T cell responses in vitro and in vivo. Most im-
munologists believed at that time that macrophages were
the critical “accessory” cells, on the basis of their adherent
properties (1).

In 1973, during the course of observations of murine
splenic cells that adhere to glass and plastic surfaces, Stein-

man and Cohn (2) noticed large stellate cells whose cyto-
plasm was arranged in pseudopods of varying length and
form. These authors reported that these cells, named den-
dritic cells (DCs) because of their branchlike projections
(from δενδρεoν, tree), undergo characteristic movements,
do not exhibit the endocytic capacities of macrophages,
and adhere to glass. The function of DCs was elucidated
5 years later when it was reported that these cells were
the most potent stimulators of the primary mixed leuko-
cyte reaction in mice, which led to the suggestion that DCs
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instead of macrophages could be the accessory cells re-
quired in the generation of many immune responses (3).
This hypothesis was amply demonstrated in the years that
followed.

The dendritic family includes many members located
throughout the body that share phenotypic and functional
properties:

■ Dendritic morphology (at least at some stage) and low
buoyant density

■ Elevated expression of major histocompatibility com-
plex (MHC) molecules (class I and class II) and
intermediate to high expression of costimulatory
molecules

■ Motility
■ Specialization of function over time—that is, a shift

from an antigen-capturing mode to a T cell sensitizing
mode

The hallmark of the DC family is the conversion of these
cells from immature sentinels to mature immunostimula-
tory cells, a phenomenon called maturation.

Figure 15.1 illustrates the development of DCs in vivo
at the precursor, immature, and mature stages. The right
column corresponds to the induction of DC maturation
by a “danger signal” (pathogen invasion), and their sub-
sequent migration to lymphoid organs. The left column
describes the movement of (presumably immature) DCs
at the steady state. These pathways are described in the
following chapters.

ORIGIN AND DISTRIBUTION OF DENDRITIC
CELLS IN VIVO: A MULTIMEMBER FAMILY

Interstitial Dendritic Cells

DCs are found as immature cells in virtually all organs
(except the brain) within the interstitial spaces that are
drained by afferent lymphatic vessels. DCs have been
isolated from the heart, kidney, dermis, liver, and other
organs.

DCs are found in mucosal surfaces, such as those of the
lung and intestine. In the lung, the network of airway DCs
is particularly well developed to capture inhaled antigens
(4). Its location above the basement membrane of the air-
way epithelium ensures accessibility to inhaled antigens.
There is some evidence that these DCs are maintained in an
immature state by an inhibitory mechanism that may in-
volve macrophages (5,6). In the intestine, DCs from Peyer’s
patches have been characterized and are known to contain
three populations that differ by their phenotype and func-
tion (7,8).

In the mouse, all splenic DCs express similar amounts of
CD11c, class II MHC, and costimulatory molecules CD80,
CD86, and CD40. Two major subtypes can be found: The
first is positive for the CD8α marker and the C-type lectin

Pathogen
invasion

BLOOD

Chemokine
gradient

Lymphoïd
Organs

Chemokine
gradient

Steady
State

Chemokine
gradient

Maturing
DCs

Immature
DCs ?

FIGURE 15.1 Developmental stages of DCs in vivo. The genera-
tion of DC precursors in the bone marrow, the recruitment of im-
mature DCs in peripheral tissues, and the migration of DCs into
the lymphoid organs are illustrated. The maturation of DCs into
potent APCs in case of infection or inflammation and their mi-
gration have been amply documented (right), but there is also ev-
idence that in the “steady state”—that is, in the absence of a “dan-
ger signal”—these immature DCs may migrate into the lymphoid
organs while remaining at the immature stage (left). The pheno-
type of the DC migrating in baseline conditions is still unclear.
The movement of maturing DCs and the “constitutive” migra-
tion of immature DCs have been shown to depend on chemokine
gradients.

CD205 (CD8α+ DEC205+), and the second lacks CD8α and
expresses the antigen recongnized by the 33D1 monoclonal
antibody CD8− 33D1+ (9). The subsets also differ by their
localization: The majority of DCs in the marginal zone are
CD8α–, whereas most DCs in the T cell areas express the
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CD8α homodimer (ref. [9], and our own observations). The
DC populations in lymph nodes appear to be even more
complex. In addition to the populations present in the
spleen, two DC subtypes that likely correspond to dermal-
and epidermal-derived DCs (10) have been described. The
mouse thymus (11) has been shown to contain two DC
types that differ at the level of CD8α expression.

Precursors of DC Populations

Geissmann et al. have recently identified a clonogenic bone
marrow progenitor specific for macrophages and DCs (12).
A mouse bone marrow population that expresses CD117
(c-kit, the receptor for stem cell factor) and the chemokine
receptor CX3CR1 but not markers of lineage-committed
precursors (Lin-) gives rise to monocytes, several subsets
of macrophages, and steady state CD11c+ CD8α+ and
CD11c+ CD8α− DCs in vivo. In contrast, this progenitor
is devoid of lymphoid, erythroid and megakaryocytic po-
tential. No plasmacytoid DC was detected in the progeny
of this bone marrow progenitor, suggesting that this DC
subset may originate from a distinct lineage.

Several reports have suggested that monocytes are ca-
pable of generating DCs in mice. Randolph et al. (13) in-
vestigated the differentiation and trafficking in vivo of in-
flammatory monocytes that phagocytosed subcutaneously
injected fluorescent microspheres. They found that most
of the monocytes became macrophages in the subcuta-
neous tissue, but that 25% of latex+ cells migrated to the T
cell area of draining lymph nodes several days later, where
they expressed DC-restricted markers and high levels of co-
stimulatory molecules. In another report, some monocytes
transferred into animals with experimentally induced peri-
tonitis were shown to infiltrate the peritoneal cavity and
acquire CD11c and MHCII expression, suggestive of dif-
ferentiation into DC (14). A third study demonstrates (15)
that monocytes can generate DCs on extravasation from
the bloodstream during homing to the spleen when adop-
tively transferred in irradiated recipients.

Whether monocytes can differentiate into DC in nonin-
flammatory conditions is less clear. A recent study (16) sug-
gests that monocytes from spleen, blood, or bone marrow
generate few if any conventional DCs. However, when sys-
temic inflammation was induced, transferred monocytes
in the spleen upregulated both CD11c and MHC II and
could be classed as DCs, They express intermediate levels
of CD11c and high levels of CD11b, a phenotype distinct
from the resident steady state DCs (CD11chiCD11bint). Of
note, monocytes remained as monocytes in the blood, bone
marrow, and peritoneum in the same inflammatory condi-
tions (16). Varol et al. (17) similarly concluded from their
adoptive transfer experiments in WT and mononuclear
phagocyte-depleted recipient mice that monocytes appear
to be dedicated to DC replenishment of nonlymphoid
organs, such as the intestinal lamina propria, whereas

splenic DCs seem to arise from local precursors without
a monocytic intermediate. Collectively, these data suggest
that monocytes give rise to inflammatory DCs but not to
classical steady-state subset resident in lymphoid organs
(Figure 15.2).

Another form of inflammatory DCs, which produces
TNFα and iNOS, was identified in spleens of Listeria
monocytogenes–infected mice (18). It is interesting that
this subset is not essential for T cell priming but, as the
major producer of TNF and iNOS during the first 48 hours
of bacterial infection, mediates the innate defense and is
critical to clear the infection. The TNF/iNOS-producing
DCs are not present in an uninfected spleen but are re-
cruited following systemic infection through a mechanism
dependent on CCR2 (a chemokine receptor known to tar-
get monocytes to sites of inflammation) signaling. Similar
cells have recently been found to be the dominant DC and
the dominant source of TNFα in the human skin disease
psoriasis (19), which is treated by blockade of TNFα.

A splenic precursor population was identified [16] that
produces all splenic CD8+ and CD8− conventional DCs
(but not plasmacytoid DCs or other lineages), suggest-
ing that the spleen contains a substantial reservoir of
immediate DC precursors. They comprise 0.05% of spleno-
cytes and expressed a CD11cintCD45RAloCD43intSIRP-
aintCD4−CD8−MHC− phenotype. This population ac-
counts for most of the total conventional DC precursor
activity. There is evidence that precommitment to the sep-
arate CD8+ versus CD8− DC subtypes can be found in the
splenic precursor population (differing by CD24 expres-
sion), suggesting that these subsets are separate sublin-
eages.

The origin of plasmacytoid DCs is less clear. Based on
the observation that FLT3 ligand is a growth factor for
hemopoietic progenitors and can promote the expansion
of both conventional and plasmacytoid DCs, D’Amico and
Wu (20) examined the expression of Flt3 on the surface of
bone marrow cells. They found that the majority of Flt3+

cells were within the Lin- c-kit fraction of bone marrow
that contains the common lymphoid precursor (CLP) and
the common myeloid precursor (CMP). Of note, the DC
precursor activity for both conventional and plasmacytoid
DCs was strongly enriched in the CMP and CLP Flt3+ frac-
tions. These observations suggest that early precursors for
all DC subtypes are within the bone marrow Flt3+ precur-
sor population. The separation of the pathways leading to
conventional or plasmacytoid-restricted DC precursors at
some point downstream the bone marrow Flt3+ precursor
is yet to be defined.

Langerhans Cells

Cells with a dendritic structure were visualized in the skin
by Paul Langerhans in 1868. They were described as cells
displaying long processes and were considered to belong to
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FIGURE 15.2 DC development. A clonogenic bone marrow progenitor specific for macrophages
and DCs was recently identified (12). Cells expressing CD117 (c-kit, the receptor for stem cell
factor) and the chemokine receptor CX3CR1 give rise to monocytes, some macrophages, and
CD11c+ CD8α+ and CD11c+ CD8α− DCs in lymphoid organs. No plasmacytoid DC was detected
in the progeny of this progenitor. Recent data suggest that monocytes give rise to inflammatory
DCs but not to classical subsets resident in lymphoid organs.

the nervous system. The nature of these so-called Langer-
hans cells remained obscure until they were shown to be
derived from bone marrow and to express class II MHC
and were identified as the active cells in epidermis for pre-
senting antigen to T cells (21–22,23) The relationship of
these epidermal Langerhans cells to DCs was established
by the observations that murine epidermal Langerhans
cells mature into potent immunostimulatory DCs in vitro
(24).

Ultrastructurally, Langerhans cells are characterized by
a unique pentalamellar cytoplasmic organelle: the Birbeck
granule. Valladeau et al. (25) identified a type II Ca2+–
dependent lectin displaying mannose-binding specificity,
exclusively expressed by Langerhans cells. This lectin was
called langerin (now CD207) and is constitutively associ-
ated with Birbeck granules. Although the role of Birbeck
granules remains enigmatic, they are attractive candidate

receptors for nonconventional antigen routing in Langer-
hans cells.

Distinctly present in the epidermis, but also found in
other stratified squamous epithelia in the pharynx, upper
esophagus, vagina, and external cervis, LCs are distributed
in a network fashion (although cell–cell contacts have yet
to be described) that covers the entire body surface, consti-
tuting the first immunological barrier against the external
environment. LC migrate to draining lymph nodes at a low
rate in the steady state and at an accelerated rate in the
context of inflammation. Whether migrating LCs simply
carry the antigen (26) to DC resident in the lymph node or
whether they directly prime or tolerize antigen-specific T
cells is still under investigation.

Merad et al. (27) recently identified the immediate cir-
culating LC precursor that repopulates LC in vivo. They
exposed skin to ultraviolet irradiation, leading to strong
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decrease in Langerhans cell numbers, and monitored the
repopulation of Langerhans cells in skin with ultraviolet
irradiation injury. They used chimeric mice (i.e, lethally
irradiated recipient mice) reconstituted 3 weeks earlier
with mixed hematopoietic precursors expressing or not
expressing the CSF-1 receptor (Csf1r−/− and Cfs1r+/+).
Analysis of chimeric mice 3 weeks after ultraviolet irra-
diation showed that Csf1r−/− Langerhans cells were ab-
sent, showing that Csf1r−/− hemopoietic cells are unable
to differentiate into Langerhans cells in inflamed skin. Of
note, the requirement for CSF-1R appears restricted to
LCs as mutant and wild-type splenic DCs were similarly
reconstituted. The authors further confirmed that the GR-
1hi monocytes were the direct circulating Langerhans cells
precursors using monocyte tagging in vivo with fluorescent
latex beads and adoptive transfer.

Veiled Cells

Typical DCs are found in afferent lymphatic vessels and are
called veiled cells because of their sheetlike cell processes,
or lamellipodia. Early studies underscored the crucial role
of the afferent lymphatics during cell-mediated immunity:
Priming to skin transplants was shown to be blocked by
lymphatic ablation (28). In contrast, efferent lymphatic
vessels seem to lack DCs, which suggests that they do not
leave the lymph nodes. Indeed, there is evidence that ma-
ture DCs undergo apoptosis in the lymphoid organ (29)
and can be widely processed by other DCs in the node to
form peptide MHC complexes (30).

Plasmacytoid-derived Dendritic Cells

CD4+CD11c– DC precursors with the appearance of
plasma cells have been identified in human blood and
are identical to natural interferon (IFN) α/β–producing
cells, which secrete high amounts of IFN-α/β in response
to viruses. These plasmacytoid cells can give rise to DCs
in vitro in the presence of IL-3 or during viral infection.
IFN-α/β and TNFα produced by virus-activated plasma-
cytoid cells act as an autocrine survival factor and a DC
differentiation factor, respectively (31). These cells appear,
therefore, to play a role in innate immune responses as
IFN-α producers and in adaptive immune responses as
antigen-presenting cells (APCs).

The equivalent murine type of type I IFN-producing
cells (mIPCs), described in 2001, consists of a popu-
lation of immature DCs Ly6C/Gr-1+, B220+, CD11clo,
and CD4+ (32,33), showing a homogeneous plasmacytoid
structure—that is, a round shape, a smooth surface, and
an eccentric nucleus. Upon activation, these cells display
a more irregular shape, up-regulate their immunostimu-
latory properties, and produce IFN-α, IL-12, or both, de-
pending on the stimulus.

HALLMARKS OF CELLS FROM THE
DENDRITIC FAMILY

Among the populations of APCs, which include DCs, B
lymphocytes, and macrophages, DCs display some unique
properties aimed at sensitizing T lymphocytes specific for
dangerous antigens encountered earlier in periphery. In-
deed, pathogens often invade peripheral tissues, whereas
the immune response is initiated in lymphoid structures
in which T and B lymphocytes reside (34). DCs appear
to form a physical link between the periphery and the sec-
ondary lymphoid organs: They act as sentinels for “danger-
ous” antigens in the peripheral tissues and then migrate to
the areas where T cells are located to transmit information
about the nature of the pathogen and the infected tissues.
To efficiently perform these different tasks, most DCs have
a specialization of function over time and location, with a
possible exception for plasmacytoid DCs.

During the process of maturation, often associated with
their migration from the periphery to the lymphoid or-
gans, DCs shift from an antigen-capturing mode to a T
cell–sensitizing mode. The maturation process is induced
by microbial products and inflammatory chemokines,
thereby favoring the sensitization of T lymphocytes spe-
cific for non–self-infectious antigens (Figure 15.3). The fol-
lowing sections review the properties of DCs that confer on
them the capability to focus the adaptive immune response
on pathogens, avoiding autoimmunity.

The Process of Maturation

The relationship of Langerhans cells to DCs isolated from
lymphoid organs was provided in 1985 by Schuler and
Steinman (24). The authors showed that fresh Langerhans
cells are weak stimulators of T cell proliferation but un-
dergo a progressive increase in stimulatory capacity in
vitro. The development of enhanced stimulatory activity
during culture was called maturation (Figure 15.3) and
could not be ascribed only to an increase in the level of
class II MHC molecules. The authors suggested that func-
tioning DCs, present in lymphoid organs, may be derived
from less mature precursors located in nonlymphoid tis-
sues. By comparing the efficacy of fresh and cultured DCs
to present a protein to T cell clones, Romani et al. (35)
showed that the capacity of DC populations to present pro-
teins varies inversely with stimulating activity in the mixed
leukocyte reaction (MLR). Freshly isolated Langerhans
cells are very active in presenting proteins, whereas cul-
tured spleen DCs and epidermal Langerhans cells present
native protein weakly. These observations suggested that
DCs in nonlymphoid tissues such as skin act as sentinels
for presenting antigens in situ, whereas DCs in lymphoid
organs have the capacity to sensitize naı̈ve T cells. This
hypothesis was further confirmed, although many DCs in
spleen can be found at the immature state (36,37).
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FIGURE 15.3 The phenomenon of maturation. In the presence of inflammatory cytokines,
microbial products or antigen-activated T lymphocytes, DCs undergo a phenomenon of
maturation—that is, they shift from an antigen-capturing mode to a T cell–sensitizing mode.
The phenotypic and functional changes are associated with their migration into the T cell area of
lymphoid organs.

Therefore, cells of the dendritic family have a special-
ization of function over time, as they shift from an antigen-
capturing mode to a T cell–sensitizing mode during a
process called maturation (Figure 15.3). DC maturation
induces multiple alterations in the function and intracel-
lular transport of class II MHC molecules, leading to the
redistribution of class II MHC from intracellular com-
partments to the plasma membrane (see later discussion).
Importantly, the type of maturation stimulus determines
the type of DC differentiation pathway and then the type
of T cell response (e.g, exposure of human blood DCs to
thymic stromal lymphopoietin yields a mature DC that in-
duces an inflammatory type of Th2 cell, while exposure
to CD40L yields a mature DC that induces a Th1 type re-
sponse [38]). To recognize antigen, T cells need to estab-
lish contact with APCs. The two cell types form an im-
munological synapse, in which T cell receptors (TCRs) and
costimulatory molecules are congregated in a central area
surrounded by a ring of adhesion molecules (see later dis-
cussion). In particular, the B7 family has been shown to
contain six members, which positively or negatively regu-

late the expansion or function of T cells, or both (for re-
view, see Coyle and Gutierrez-Ramos [39]). The CD80 and
CD86 molecules, the first CD28 ligands to be described,
have been shown to promote clonal expansion of resting
T cells through CD28 and inhibit T cell expansion through
interactions with CTLA-4. Expression of ligands for the
CTLA-4/CD28 molecules was shown to be up-regulated on
epidermal Langerhans cells (40) and splenic DCs (41,42)
during their functional maturation in vitro. The process of
maturation also occurs in vivo: Systemic administration of
endotoxin (lipopolysaccharide [LPS]) induces the migra-
tion of most splenic DCs from the marginal zone between
the red and white pulp to the T cell area in the white pulp
(43,44). This movement parallels a maturation process, as
assessed by down-regulation of processing capacity and
up-regulation of immunostimulatory properties (43).

Maturation can be mediated by inflammatory cytokines
(TNF-α, IL-1), T cells (through CD40/CD40L interac-
tion), microbial constituents (LPS, CpG oligonucleotides),
and stress (necrosis, transplantation). DC maturation has
been shown to involve signaling cascades initiated by the
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Toll/interleukin-1 receptor homology domains of Toll-like
receptor (TLR) family that can lead to activation of nuclear
factor κB (NF-κB) and mitogen-activated protein kinase
(MAPK). TLR4 is the mammalian homolog of Drosophila
Toll, which is involved in dorsoventral patterning and in
host defense against fungal infection. To date, more than
10 members have been reported to belong to the TLR
family in mammals and seem involved in recognizing
pathogen-associated molecular patterns (for review, see
Kaisho and Akira [45]). Other pathways that induce power-
ful stimulatory DCs involve interaction with innate natural
killer (NK) (46) and NKT lymphocytes (36,47) and selec-
tive triggering through activating Fcγ receptors (48,49).

Antigen Uptake

At the immature stage, DCs exhibit some endocytic ac-
tivity. To sample their environment in peripheral tissues,
they can take up extracellular fluid and concentrate the
macrosolutes in the endocytic compartment. The fluid vol-
ume taken up per hour by a single cultured monocyte de-
rived DC has been estimated to be 1,000 to 1,500 μm3, a
volume that is close to that of the cell itself, but similar
levels of uptake have yet to be documented in vivo (50).

In addition, DCs express various receptors mediating
endocytosis and phagocytosis of antigens, pathogens, and
dying cells: crystallized fragment (Fc) receptors for IgE
and IgG, which internalize immune complexes receptors
for heat shock proteins; receptors, such as CD36 and αvβ5,
which bind and phagocytose apoptotic bodies; and C-type
lectins, such as macrophage mannose receptor and DEC-
205 (51), which contain 8 and 10 contiguous C-type lectin
domains, respectively (52). Whereas most receptors, in-
cluding the macrophage mannose receptor, internalize and
recycle through early endosomes, the DEC-205 cytosolic
domain mediates a unique recycling pathway through late
endosomes or lysosomes, rich in antigen-presenting class
II MHC products, and greatly enhances antigen presenta-
tion relative to the mannose receptor tail (53).

Antigen uptake is down-modulated during the process
of maturation (50). Most receptors are expressed at lower
levels on mature DCs, except DEC-205 in the mouse, which
is expressed at higher levels. In addition, endocytosis and
macropinocytosis are down-regulated. Garrett et al. (54)
found that endocytic down-regulation reflects a decrease
in endocytic activity controlled by Rho family guanosine
triphosphatase Cdc42. Blocking Cdc42 function in imma-
ture DCs abrogates endocytosis, whereas injection of ac-
tive Cdc42 in mature DCs reactivates endocytosis (54),
which suggests that the regulation of endocytosis during
maturation is at least partly controlled by the levels of ac-
tive Cdc42. Another report, however, demonstrates that the
Rho family guanosine triphosphatases Cdc42 and Rac are
required for constitutive macropinocytosis by DCs but do
not control its regulation (55).

The differential expression of innate receptors that
sense microbial products on the human and mouse DC
subsets could form the basis of a selective response
to different pathogens. TLRs are highly conserved from
Drosophila to humans and recognize molecular patterns
specific to microbial pathogens. Different TLRs are trig-
gered by a distinct set of microbial compounds (e.g, TLR4
is triggered by lipopolysaccharide, TLR9 by unmethylated
oligonucleotide, TLR3 by double-stranded RNA), are cou-
pled to distinct signal transduction pathway (all TLRs ex-
cept TLR3 are coupled to the MyD88 adaptor, and TLR3
and TLR4 couple to the adaptor TRIF), are localized in dif-
ferent compartments (most TLRs are present on the cell
surface, TLRs 7, 8, and 9 are in the endosomal comparte-
ment, and TLR3 is intracellular) and are expressed in a
constitutive or induced way in different cell types. DCs ex-
press the broadest repertoire of TLRs: Freshly isolated hu-
man plasmacytoid DCs express TLR7 and TLR9, whereas
CD11c+ human myeloid cells express TLR1, TLR2, TLR3,
TLR5, TLR6, and TLR8. In mice, all splenic subsets ex-
press TLRs 1, 2, 4, 6, 8, and 9. TLR3 is expressed on CD8+

and CD4−CD8− DCs, TLR5 and TLR7 are expressed on all
subsets except CD8+(for review see [56]). Similarly, C-type
lectins appear differentially expressed on DCs, depending
on the subset, activation state, and tissue localization (52).

Recent reports have identified the pathways involved in
the recognition of various pathogens. Plasmacytoid DCs
have been shown to produce high levels of IFN-α in re-
sponse to the influenza virus, and this requires endoso-
mal recognition of influenza genomic RNA and signal-
ing by means of TLR7 (57). Murine CD8α+ DCs, which
are the principal cross-presenting APCs in vivo, are acti-
vated by double-stranded RNA present in virally infected
cells. DC activation requires phagocytosis of infected ma-
terial, followed by signaling through the double-stranded
RNA receptor TLR-3 (58). Thus, TLR-3 is crucial for cross-
priming of CTL against viruses that do not directly infect
DCs. Another important class of receptors is the C-type
lectin receptor family, which is involved in the recogni-
tion and uptake of glycan structures. The β-glucan recep-
tor Dectin-1 is a yeast binding C-type lectin, which has
been shown to synergize with TLR-2 to induce TNF-α and
IL-12. A second pathway involving Syk has been identi-
fied that induces IL-2 and IL-10 and seems to take place
in DCs, but not in macrophages. DEC-205 is a DC-specific
lectin receptor in mice and humans but its natural ligands
have yet to be characterized. Studies using anti-DEC-205
antibodies have demonstrated its efficacy to mediate ad-
sorptive uptake and presentation by DCs in vivo (59). This
was determined by selective in vivo targeting of antigens
to DEC-205 using the corresponding monoclonal antibody.
The SIGN (specific ICAM-3-grabbing nonintegrin) family
consists of three members (DC-SIGN, L-SIGN, LSECtin) in
human and five homologues (mDC-SIGN and mSIGNR1-
to-4) in mice. DC-SIGN is specifically expressed by DCs.
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Notably, DC-SIGN recognizes and internalizes a number
of viruses (e.g, HIV-1, Dengue virus, HCMV, Ebola), bac-
teria, and protozoa. Pathogen interactions with DC-SIGN
result in infection of DCs in the case of Dengue virus (60)
and transmission—in the absence of infection from DCs—
to permissive cells in the case of HIV (61). It is thought
that, after capture of HIV-1 by DC-SIGN or other receptors,
DCs migrate to lymphoid organs and present HIV-1 (which
survives in the nonlysosomal compartment) to T cells lead-
ing to transinfection. The mannose receptor binds a range
of bacteria, yeasts and viruses through interactions be-
tween a mannose-type carbohydrate recognition domain
and pathogen-associated high mannose structures. The
significance of the mannose receptor contribution in mi-
crobial uptake in vivo is still unclear. Lee et al. (62) used
mannose receptor–deficient mice to examine the role of
this receptor in immune response during disseminated
candidiasis and found that mannose receptor was not re-
quired for host defense or for the phagocytosis of Candida
albicans.

Interestingly, Yarovinsky et al. (63) have recently shown
that TLR recognition may affect the antigen presentation
in vivo and regulate immunodominance in an antimicro-
bial CD4+ T cell response. They showed that the immuno-
genicity of profilin, a TLR11 ligand present in the parasite,
was entirely dependent on both TLR11 recognition and sig-
naling through the adaptor MyD88 at the level of the DC.

Antigen Processing

Class II MHC–restricted Presentation

Stimulation of naı̈ve T and B lymphocytes is likely to oc-
cur in primary lymphoid organs, which are organized to
favor cellular interactions. Because DCs are posted as sen-
tinels in peripheral organs, an initial step of the immune re-
sponse most probably requires the migration of DCs to the
zone where lymphocytes reside. Of importance is that DCs
have the unique capability to present antigens encountered
earlier in periphery after they have migrated to lymphoid
organs (Figure 15.4). This property, a form of “antigenic
memory,” results from (a) a shift in class II MHC half-life
in mature versus immature DCs, (b) the sequestration of
class II MHC/peptide combinations intracellularly in im-
mature DCs, and (c) a blockade of the peptide-loading step
in immature DCs. A discussion of each follows.

A Shift in Class II Half-life in Mature versus Immature
Dendritic Cells

Class II MHC molecules of immature DCs are expressed
at low levels at the plasma membrane but are abundant in
endocytic compartments. In contrast, mature DCs express
high levels of class II MHC loaded with peptides at the sur-
face. The mechanism that controls class II MHC expression
in DCs has remained elusive until recently. Two models

were proposed that involved the modulation of cathepsin
S activity or the rate of endocytosis. According to the first
model, cathepsin S activity is inhibited by the presence
of protease inhibitor cystatin C in the class II MHC com-
partments of immature DCs, thereby preventing the full
degradation of the invariant chain. The complexes formed
by the class II MHC and partly degraded invariant chain
would be transported to lysosomes and degraded. In ma-
ture DCs, cystatin C would be down-regulated, thereby en-
abling cathepsin S to fully degrade the invariant chain and
class II MHC to bind antigenic peptides and shuttle to the
cell surface (64). However, the similar regulation of class
II MHC expression for cathepsin S–independent class II
MHC allotypes and in cathepsin S–deficient mice (65) ar-
gues against this hypothesis. The second model suggests
that class II MHC expression is regulated in murine (65)
and human (66) DCs by controlling the rate of endocy-
tosis and subsequent degradation of peptide-loaded class
II MHCs. In immature DCs, class II MHC molecules are
rapidly internalized and recycled, turning over with a half-
life of about 10 hours, whereas in mature DCs, there is a
rapid and transient boost of class II MHC synthesis, and
the half-life of class II MHC molecules increases over 100
hours. Indeed, in immature DCs, biotinylated Fab frag-
ments of an anti-DR antibody bound to surface class II
molecules are rapidly internalized and recycled back to
the cell surface, whereas the pool of recycling class II
molecules progressively disappears after maturation (66).
Thus, delivery of class II MHC/peptide combinations to
the cell surface would proceed similarly in immature and
mature DCs, but immature DCs would reendocytose and
degrade the complexes much faster than the mature DCs.
A recent report by Mellman et al. strongly supports the
second model (67). They show that MHC II β-chain cyto-
plasmic tail is ubiquitinated in mouse immature DCs. The
ubiquitination has an important role in endocytosis and
enhances the rate of MHC II degradation in lysosomes,
thus decreasing its accumulation at equilibrium. Notably,
ubiquitination of MHC II ceases upon maturation, result-
ing in the accumulation of MHC II at the cell surface.

The Sequestration of Class II/Peptide Combinations
Intracellularly in Immature Dendritic Cells

There is evidence that immature DCs exhibit a pheno-
type in which most class II MHC molecules are intracel-
lular and localized to lysosomes. Upon maturation, these
cells progressively differentiate into cells in which intra-
cellular class II MHC molecules are found in peripheral
nonlysosomal vesicles and then into mature DCs that ex-
press almost all of their class II MHC molecules on the
plasma membrane (68,69). Of note, although early DCs
do not present antigen immediately after uptake, they
efficiently present previously internalized antigen after
maturation. By delaying antigen presentation, DCs retain
the memory of antigens encountered in the periphery.
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FIGURE 15.4 Antigen handling and class II MHC expression in immature and mature DCs. The
maturation of DCs is associated with a redistribution of class II MHC molecules from intracellu-
lar compartments to the plasma membrane. In immature DCs (left), class II MHC molecules are
associated mainly with invariant chain and are sequestered intracellularly in lysosomes. Indeed,
the activity of cathepsin S (which has a major role in the cleavage of the class II MHC–associated
invariant chain) remains low, thereby slowing the processing of the invariant chain, which con-
tains a lysosomal targeting signal in its cytoplasmic domain. Although the majority of new class II
MHC molecules are targeted directly to endosomes and lysosomes upon exit from the trans-Golgi
network, some class II MHC molecules also seem to reach lysosomes after endocytosis from the
plasma membrane. Maturation (right) has been shown to enhance the peptide loading of class II
MHC molecules that have accumulated in lysosomes before maturation. The peptide/MHC com-
binations are then transported to the class II MHC vesicles and reach the cell surface as small
clusters, partly associated with CD86 (not shown). In addition, the activity of cathepsin S is en-
hanced, allowing a greater fraction of new class II MHC molecules to avoid lysosomes and reach
the cell surface after antigen loading in endosomes. Redrawn from Mellman and Steinman (319),
with permission.

Blockade of the Peptide-loading Step in Immature
Dendritic Cells

There is evidence that DCs also regulate the intracellu-
lar formation of immunogenic class II MCH/peptide com-
binations. Indeed, although a protein antigen has been
shown to colocalize with class II MHC products in late
endosomes and lysosomes, class II MHCs do not form un-
less the DCs are exposed to maturation agents. These ob-
servations suggest an arrest to antigen presentation at the
peptide-loading step at the immature stage (70,71).

Of importance is that the down-regulation of antigen
processing may help avoid induction of autoimmune re-
actions. Indeed, by turning off endocytosis, a mature DC

arriving in the lymph node with pathogenic peptides would
be unable to pick up self-antigens and would present only
epitopes generated at sites of infection. Of note, adjacent
DCs in the T cell area in the steady state may present self-
antigens and contribute to peripheral tolerance (see later
discussion).

Dudziak et al. recently reported (9) that DC subsets
differentially processed antigen in vivo. To examine anti-
gen processing and presentation, they specifically targeted
antigens to the CD8α+DEC205+ or to the CD8α−33D1+

subset using chimeric monoclonal antibodies. They found
that CD8α+DEC205+ were biased for MHC I presen-
tation, whereas CD8α−33D1+ were biased for MHC II
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presentation, and that these subsets were enriched in com-
ponents of the MHC I and MHC II processing pathways,
respectively.

Class I Major Histocompatibility
Complex–restricted Presentation

In most cells, class I MHC molecules associate exclusively
with peptides derived from endogenous cytosolic proteins,
such as virus-encoded proteins or tumor antigens. In con-
trast, peptides derived from internalized exogenous anti-
gens associate not with class I MHC molecules but, instead,
with class II MHC molecules. The class I MHC–restricted
presentation of endogenous but not exogenous antigens
should prevent cytotoxic T cell (CTL) lysis of noninfected
neighboring cells that have phagocytosed infected cells.

The class I MHC–restricted presentation of antigens in
DCs is similar to that seen in other cells, except for three
features:

1. There is a marked increase in class I MHC synthesis
during maturation, and half-life is increased (72).

2. Several proteasome subunits characteristic of the im-
munoproteasome are induced during maturation (73).

3. DCs appear very efficient in presenting exogenous cell–
associated antigens in the context of class I MHC
molecules, a processed referred to as cross-presentation.
Albert et al. (74) demonstrated that human DCs have
the capability to efficiently present antigens derived
from apoptotic, influenza-infected cells and to stimu-
late class I MHC–restricted CD8+ cytotoxic T lympho-
cytes. Regnault et al. (75) showed that Fcγ receptors
induce the maturation of DCs and mediate efficient in-
ternalization of immune complexes. This process re-
quires proteasomal degradation and is dependent on
functional peptide transporters associated with antigen
processing (TAP) 1 and 2. Glycoprotein 96–associated
antigens can be cross-presented on class I MHC by DCs
(76) as well as foreign proteins expressed by bacteria
(72). There is evidence that internalized antigens may
access the cytosol for processing by the proteasome and
loading in the endoplasmic reticulum (ER).

Crosspresentation requires antigen transit through en-
dosomes or phagosomes and eventually partial proteolysis.
The antigen is then transported to the cytosol, degraded by
the proteosome, and the resulting peptides translocated
into ER or ER-phagosome compartments and loaded on
MHC class I molecules. Three unique features have been
described: (1) DCs have developed a unique membrane
transport pathway for the export of exogenous antigens
from endocytic compartments to the cytosol. Endosome-
to-cytosol transport is restricted to DCs and allows inter-
nalized antigens to gain access to the cytosolic antigen-
processing machinery and to the conventional class I
MHC antigen-presentation pathway (77). (2) A mix ER-

phagosome compartment brings together all the MHC
class I processing and loading machinery as well as exoge-
nous antigens in a single subcellular organelle. Of note,
this unique phagosome/ER compartment may limit the
competition with endogenous antigens. (3) Amigorena et
al. have recently described a specialization of the phago-
cytic pathway of DCs that ensures a fine control of antigen
processing. They have shown that the phagosomes of DCs
maintain a neutral, even slightly alkaline, pH in contrast to
macrophage phagosomes, which become acidified rapidly
(78). The alkalinization of the phagosomal lumen is main-
tained by the recruitment of the NADPH oxidase NOX2,
which mediates the sustained production of low levels of
reactive oxygen species. DCs lacking NOX2 show impaired
cross-presentation, revealing that NOX2 is involved in the
control of adaptive immunity in addition to its role in mi-
crobe killing in innate immune responses.

Of importance is that the cross-presentation can lead to
the generation of cytotoxic responses to viruses that do not
infect DCs themselves. This pathway may also account for
the in vivo phenomenon of cross-priming, whereby anti-
gens derived from tumor cells or transplants are presented
by host APCs. Cross-priming of antigen via DCs would
allow nonreplicating vaccines to prime for CD8+ T cell
immunity. It has been shown that DCs are able to cross-
present HIV gag proteins across a spectrum of MHC hap-
lotypes (79).

A potentially critical role of cross-presentation could be
to allow DCs in the steady state to present self-antigens on
class I MHC and thereby to induce tolerance (see later dis-
cussion). This process would be essential to prevent the
induction of autoimmunity when DCs capture dying in-
fected cells (80).

Migratory Properties

The trafficking events that bring together T cells, B lympho-
cytes, and DCs involve chemokines, which are small basic
proteins that engage seven transmembrane receptors on
responsive cells and promote chemotaxis (81).

Chemokines and their receptors regulate the move-
ment and interaction of APCs such as DCs and T cells.
CC chemokine receptor (CCR) 2 has been shown to be
required for Langerhans cell migration to the lymph
nodes and is also an important determinant of splenic
DC migration, especially in the localization of CD8α+

cells (see later discussion) (82). Two other chemokines
have been suggested to serve a homing function in
the T cell compartment: the secondary lymphoid tis-
sue chemokine (SLC)/6Ckine and the Epstein-Barr virus–
induced molecule 1 ligand chemokine (ELC)/macrophage
inflammatory protein (MIP)-3β. SLC and ELC are struc-
turally related chemokines, and both bind the receptor
CCR7. Immature DCs express CCR6 and respond to MIP-
3α, whereas maturing DCs down-regulate expression of



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-15 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 11:28

Dendritic Cells 461

CCR6, up-regulate expression of CCR7, and chemotac-
tically respond to ELC/MIP-3β (83). SLC appears to be
needed for efficient passage of DCs from lymphatic ves-
sels into the T cell zone of lymph nodes (84). Interaction
of CXCR4 on DCs with stromal cell factor might also con-
tribute to the localization of DCs into the T cell area.

The tight regulation of chemokine receptors allows DCs
to be recruited to inflammatory sites and to leave these
sites after antigen capture to reach secondary lymphoid or-
gans. Mature DCs have been shown to produce ELC/MIP-
3β, an observation that correlates with their unique ca-
pacity to organize the structure of T cell areas within the
lymph nodes by attracting antigen-carrying DCs as well as
naı̈ve T cells (85).

The DC migration to the draining lymph node has a
strong impact on T cell priming. Indeed, Martin-Fontecha
et al. (86) have reported that the magnitude and quality of
CD4+ T cell response was proportional to the number of
antigen-carrying DCs that reach the lymph nodes. Lack
of CCR7 prevented the migration of DCs, whereas prein-
jection of inflammatory cytokines, which increased the ex-
pression of the CCR7 ligand CCL21 in lymphatic endothe-
lial cells, strongly increased DC migration. These results
delineate an additional level at which inflammation acts
to increase T cell responses: Inflammatory stimuli promote
recruitment of immature DCs into tissues, initiate the DC
maturation process, and boost recruitment of mature DCs
into lymphatics.

Migration In Situ

The capability of DCs to transport antigen has been illus-
trated in several models in situ. Larsen et al. (87) showed
that, when mouse skin is transplanted, the DCs enlarge, ex-
press higher levels of class II MHC, and begin to migrate.
Xia et al. (88) showed that primary sensitization of naı̈ve
T cells after an airway challenge occurs predominantly
within local lymph nodes and not in the lung- or bronchial-
associated lymphoid tissues and that antigen presenta-
tion by DCs shifts from lung to lymph node during the
response to inhaled antigen. Antigen transport from the
airway mucosa to the thoracic lymph nodes was studied
by intratracheal instillation of fluorescein isothiocyanate
(FITC)–conjugated macromolecules (ovalbumin). After in-
stillation, FITC+ cells with stellate structure were found
in the T cell area of thoracic lymph nodes. The FITC sig-
nal was detected only in migratory airway-derived lymph
node DCs, which display a mature phenotype and present
ovalbumin to TCR transgenic T cells specific for an ovalbu-
min peptide (89). In the intestine, Huang et al. (90) identi-
fied a DC subset that constitutively endocytoses and trans-
ports apoptotic epithelial cells to T cell areas of mesenteric
lymph nodes in vivo.

The importance of DC recruitment in the induc-
tion or maintenance of immune responses has been re-

cently demonstrated: Lauterbach et al. (91) have reported
that adoptive immunotherapy of exogenously derived
pathogen-specific memory T cells to mice burdened with
a persistent lymphocytic choriomeningitis virus (LCMV)
infection resulted in eradication of the pathogen from all
tissues, including the central nervous system. As a con-
sequence of immunotherapy, a substantial number of DCs
were recruited in the brain parenchyma and were required
for TNF-α production and successful viral clearance. These
results underline the dependence of memory T cells on
DCs and the importance of DC migration for successful
immunotherapeutic clearance.

Whether plasmacytoid DCs, like classical DCs, migrate
from peripheral mucosal tissues via afferent lymph is still
unclear. To determine whether plasmacytoid DCs migrate
in lymph, Yrlid et al. removed intestine- or liver-draining
lymph nodes and collected thoracic leukocytes in rats (92).
They found that intestinal and hepatic lymph were devoid
of plasmacytoid DCs under both steady-state conditions
and after TLR7/8 stimulation. These observations suggest
that the antigen-presenting capacity of plasmacytoid DCs
may not result from peripheral antigen capture followed
by migration to the lymph nodes. How these cells in lymph
nodes do acquire peripheral antigens remains an open
question. Another report suggests, however, that plasma-
cytoid DCs migrate from the lung to the draining lymph
nodes under steady-state conditions, as inhaled antigens
were found to be associated with this subset in the lungs
and the draining lymph nodes (93).

Cytokine Release

Interleukin-12

In 1995, Macatonia et al. (94) demonstrated that murine
splenic DCs produce IL-12 and direct the development of
Th1 cells in vitro. Similar observations were reported by
Koch et al. (95), who further showed that ligation of either
CD40 or class II MHC molecules independently triggered
IL-12 production in splenic DCs and that IL-12 produc-
tion was down-regulated by IL-4 and IL-10. Biedermann
et al. (96) found, however, that IL-4, when present during
the initial activation of bone marrow–derived DCs, could
instruct these cells to produce bioactive IL-12.

Although previous in vitro studies had suggested that
the macrophage was a major source of the IL-12 pro-
duced on microbial stimulation, DCs but not macrophages
were shown to be the initial cells to synthesize IL-12 in
the spleens of mice exposed in vivo to an extract of Tox-
oplasma gondii or to LPS (44). The major producers of
IL-12 are CD8α+ DCs in response to bacterial or intra-
cellular parasite infection (44,97), whereas plasmacytoid
DCs can produce IL-12 in response to various viruses,
to CpG oligodeoxynucleotides, and in vivo to mouse cy-
tomegalovirus (MCMV) (32). Iwasaki and Kelsall (7,8)



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-15 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 11:28

462 Chapter 15

demonstrated that CD11b–CD8α+ Peyer’s patch DCs but
not CD11b+CD8α– or double-negative subset produce IL-
12 p70 on stimulation in vitro.

Although the CD8α+ DC subset seems to have the great-
est capacity for IL-12 production, different stimuli can
change the balance. Escherichia coli LPS induces IL-12
p70 in the CD8α+ DC subset, presumably through TLR4,
whereas Porphyromonas gingivalis LPS does not. Both
LPSs activate the two DC subsets to up-regulate costim-
ulatory molecules and produce IL-6 and TNF-α (98). Of
note, all splenic populations respond with increased IL-
12 p70 production in vitro when IL-4 is present during
stimulation, whereas only CD8α+ DCs produce IL-12 in
the absence of IL-4 (99) (for review, see Maldonado-López
and Moser [100]). Both subsets have the capacity to pro-
duce IL-12 after in vivo priming with Toxoplasma extracts
(97). CD8α– DCs from IL-10–deficient animals have an in-
creased capacity to produce IL-12, in comparison with DCs
from wild-type animals, which suggests that IL-12 release
is tightly controlled in this subset (101).

In humans, Langerhans cells, particularly after matu-
ration, have been shown to release functional IL-12 het-
erodimer in vitro (102). Rissoan et al. (103) reported
that CD40L activation up-regulates the expression of
mRNA for IL-12 p40 in human monocyte–derived but not
plasmacytoid-derived DCs in vitro.

IL-12 exerts a powerful positive regulatory influence on
the development of Th1 helper T cell immune responses
and is a potent inducer of IFN-γ production and cyto-
toxic differentiation and function, which suggests that DCs
could dictate the class selection of the subsequent adaptive
response (see later discussion).

The release of heterodimeric IL-12 p70, which is po-
tentially harmful, appears tightly regulated in vivo. The
production of IL-12 has been shown to depend on two sig-
nals: initial APC activation by a microbial stimulus and an
amplifying signal through DC–T interaction (104). Numer-
ous negative regulatory mechanisms have been described
(105): IL-10 has been shown to down-regulate the produc-
tion of IL-12 by murine splenic DCs (101); IL-12 produc-
tion by DCs is rapid and intense but relatively short-lived
(97,106). This paralysis of DC IL-12 production is likely to
prevent infection-induced immunopathology (97). In addi-
tion, IL-12 inhibition can be achieved by the engagement
of G-protein–coupled receptors, by a mechanism mediated
by activation of the phosphatidylinositol 3-kinase-protein
3 kinase B/Akt pathway and JNK (105,107).

IL-12 is a disulfide-like 70-kD heterodimer composed
of 35-kD (p35) and 40-kD (p40) subunits, each of which is
encoded by a distinct gene. Although the regulation of IL-
12 expression may be largely focused on p40 in other cell
types, one report demonstrated that the regulation of IL-12
p70 expression at the transcriptional level by Rel/NFκB is
controlled through both the p35 and p40 genes in CD8α+

DCs (108).

IL-23

In 2000, it was discovered that p40 can also dimerize with
p19 to form IL-23. Like IL-12, IL-23 is primarily secreted
by activated DCs, monocytes and macrophages, and trans-
genic mice constitutively overexpressing IL-23p19 develop
fatal multiorgan inflammation (109).

IL-23 was first thought to activate adaptive Th17 cells
only. However, Kullberg et al. provided evidence that IL-23
induce both Th1 and Th17 cells (110). Using two models of
Helicobacter hepaticus-triggered T cell–dependent colitis,
they showed that IL-23, and not IL-12, was essential for the
development of maximal intestinal disease. Their results
support a model in which both Th1 and Th17 may be over-
activated by IL-23 and synergize to trigger severe intesti-
nal inflammation. Another study showed that depletion of
IL-23 was associated with decreased proinflammatory re-
sponses in the intestine but had little impact on systemic T
cell inflammatory responses (111). In a CD40-induced col-
itis, a strong increase in IL-12 and mainly IL-23 expression
was found in both DCs and monocytes/macrophages, with
the highest amount of IL-23 p19 found among colonic DCs
(112).

Interferon-α

In the mouse, a population of plasmacytoid cells has been
shown to produce IFN-α when cultured with inactivated
influenza virus. These cells were detected in low numbers
in the spleen, bone marrow, thymus, lymph nodes, blood,
lungs, and liver. In vivo activated CD8α+Ly6G/C+CD11b–

DCs appear to be the major producers of IFN-α/β dur-
ing MCMV but not LCMV infection, and they probably
derive from plasmacytoid CD11c+CD8α–Ly6G/C+CD11b–

immature APCs (32,113). Interestingly, IFN-α/β appear to
regulate DC cytokine production by enhancing their own
expression while inhibiting IL-12 synthesis during MCMV
infection (113). Another report demonstrates that among
the splenic DCs, only the CD4–CD8+ DCs produced IFN-α
in culture when stimulated by a combination of CpG and
polyinosine:polycytidylic acid poly(I:C) (99). The relation-
ship between both IFN-α–producing populations requires
further study, especially because a proportion of plasma-
cytoid APCs has been shown to express CD8α (32). In hu-
mans, plasmacytoid-derived DCs release IFN-α during vi-
ral infection or inflammation (31,114).

Interleukin-2

The analysis of genes that are differentially expressed upon
maturation induced by exposure to gram-negative bacte-
ria revealed that IL-2 mRNA was transiently up-regulated
at early time points (4 to 6 hours) after bacterial encounter
(115). The same authors showed that DC-derived IL-2 me-
diates T cell activation, inasmuch as the ability of IL-2–/–
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DCs to induce proliferation of allogeneic CD4+ and CD8+

T cells was severely impaired. Of note, DC-derived IL-2 and
type I interferons have been shown to promote the IFN-γ
production and cytotoxic function of NK cells (116).

In addition, DCs have been shown to produce IL-6 (117),
IL-10, and IFN-γ (118,119). Mature DCs, predominantly of
CD8α phenotype, appear to constitutively produce small
amounts of IL-12, which induces the secretion of IFN-γ ,
leading to up-regulation of IL-12 production. Liver-derived
DC progenitors (120) and freshly isolated Peyer’s patch
DCs (7) have the capacity to produce IL-10.

EXPRESSION AND FUNCTION OF
ACCESSORY MOLECULES

There are many molecules that are constitutively or poten-
tially expressed in almost all T cells and whose deficiencies
or expression anomalies affect the balance between effec-
tor and regulatory function. The critical positive costimu-
latory molecules are the immunoglobulin (Ig) superfamily
molecules CD28 and ICOS (inducible costimulator), which
bind the B7 family ligands B7-1/B7-2 and B7h, respectively.
The negative costimulatory receptors include cytotoxic T
lymphocyte antigen (CTLA)-4, which also binds to B7-1
and B7-2; programmed death (PD)-1, which binds PD-1 li-
gand (PD-L1 or B7-H1) and PD-L2 (also known as B7-DC);
and B and T lymphocyte attenuator, which binds herpes
virus entry mediator. Other B7 family ligands have been
identified (B7-H3 and B7-H4), but their receptors on T
cells are not yet known. More recently, members of the

TNF-R family have been shown to display costimulatory
fucntion.

The B7:CD28 Superfamily

The expression of B7-1 (CD80) and B7-2 (CD86) is
restricted to professional APCs, suggesting that these
molecules are mainly involved in initial priming in lymph
nodes. By contrast, other B7 family members are widely
expressed in many different tissues by both hematopoi-
etic and nonhematopoietic cells. For example, PD-L1 is
expressed in the placenta during gestation and is involved
in fetomaternal tolerance.

The members of the CD28 family (including ICOS,
CTLA-4, BTLA, PD-1) have a single extracellular Ig vari-
ablelike domain followed by a short cytoplasmic tail (Fig-
ure 15.5). The cytoplasmic domains of CD28, ICOS, and
CTLA-4 have a common Tyr-Xaa-Met motif that binds to
the SH2 domain of the p85 subunit of phosphatidylinositol
3-kinase.

Common to all three coreceptors is the recruitment
of PI3K and the downstream regulation of proteins with
pleckstrin-homology domains, such as PDK1 and PKB,
that leads to the regulation of events as diverse as cytokine
production, cell death and cellular metabolism (for review,
see [121]).

CD28
CD28 is a type I transmembrane glycoprotein expressed

constitutively on all murine T cells, all human CD4 T
cells, and 50% of CD8 T cells. Ligation of CD3 and CD28
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promotes increases in glucose metabolism, high levels of
cytokine/chemokine expression, resistance to apoptosis,
and long-term expansion of T cells.

Upon interaction with its ligand, CD28 becomes phos-
phorylated on tyrosines. One tyrosine (Y170 in mouse
CD28, Y173 in human CD28) permits CD28 to recruit
SH2-containing signaling molecules, including phospho-
inositide 3 kinase, Grb2, and Gads. Okkenhaug et al. (122)
built a CD28 mutant that uncouples these SH2-mediated
interactions from CD28. This mutant was unable to up-
regulate expression of the prosurvival protein Bcl-xL, but
still promoted T cell proliferation, IL-2 secretion, and pre-
vented the induction of anergy. Another report confirms
that the ability of CD28 to regulate proliferation and induc-
tion of Bcl-X(L) maps to distinct motifs: Indeed, mutation
of C-terminal proline residues abrogated the proliferative
and cytokine regulatory features of CD28 costimulation,
while preserving Bcl-X(L) induction. Conversely, mutation
of residues important in phosphatidylinositol 3-kinase ac-
tivation partially inhibited proliferation but prevented in-
duction of Bcl-X(L) (123).

The signals generated from CD28 ligation seem to mod-
ify the gene regulation induced by TCR stimulation rather
than turning on the expression of a separate subset of
genes. Indeed, Diehn et al. (124) have shown that the prin-
cipal effect of simultaneous engagement of CD28 was to in-
crease the amplitude of the CD3 transcriptional response.
They showed that CD28 signaling promotes phosphory-
lation, and thus inactivation, of the NFAT nuclear export
kinase glycogen synthase kinase-3 (GSK3), leading to de-
creased nuclear export of NFAT. This decreased nuclear
export and the increased nuclear import induced by in-
creased calcium flux (125) lead to increased NFAT activa-
tion and transcription of genes such as IL-2. These obser-
vations suggest a critical role of NFAT in the integration
of the TCR and CD28 signals. In addition, CD28 has been
shown to favor accumulation and activation of signaling
components, and amplify PLCγ 1 activation and Ca2+ re-
sponses (125).

Finally, CD28 costimulation enhances the downregula-
tion of transcripts of suppressor genes, such as genes cod-
ing for factors whose role is to keep T cells in G0. A strong
support for a quantitative view of costimulatory signal-
ing comes from microarray analysis showing that TCR-
induced expression of several thousands of genes in pri-
mary T cells is amplified or suppressed, but that no new
gene is induced by CD28 coligation (126).

It is interesting to note that an antigen-loaded APC may
present low numbers of potential TCR ligands (a few hun-
dred?) and much higher density of ligands with which
CD28 interacts, suggesting that CD28 may also stabilize
APC/T cell contact and favor TCR/MHC peptide engage-
ment. Of note, the CD86 costimulatory molecule is not
only abundant on DCs but also associates with antigen-
presenting MHC products in stable patches on the DC sur-

face. The polyvalent configuration may facilitate the acti-
vation of quiescent T cells (69).

Further, Viola et al. (127) proposed that CD28 may in-
duce a reorganization of the signaling machinery. They
stimulated human resting T cells with surrogate APCs,
consisting of beads coated with antibody to CD3 in the
presence or absence of CD28. They tested whether CD28
engagement affected the distribution of rafts, which con-
centrate various molecules involved in signal transduction
such as Lck, LAT, Ras. Using a fluorescent marker that
binds the GM1 glycosphingolipids, they showed that rafts
segregated in the zone of contact only when CD3 and CD28
were simultaneously engaged. In unstimulated T lympho-
cytes, the surface distribution of GM1 was homogeneous,
and this pattern did not change when the cells were stim-
ulated with anti-CD3–coated beads.

CTLA-4
CTLA-4 (CD152) was discovered by screening for

genes differentially expressed in cytotoxic T lymphocytes.
CTLA-4 expression is merely detectable on resting T cells
and undergoes complex intracellular trafficking mediated
by its binding to the clathrin-adaptor molecules AP-1 and
AP-2. Upon T cell activation, CTLA-4 trafficks to the sites
of TCR engagement (128) and is rapidly upregulated on
CD4+ and CD8+ T cells.

A crucial Met-Tyr-Pro-Pro-Pro-Tyr loop in the CD28 and
CTLA-4 Ig-like domain provides a structural specificity for
the interaction with CD80 and CD86, but the increased
strength of this binding by CTLA4 is mediated by noncon-
served residues in the CDR1- and CDR3-analogous regions
(129). CD28 has been shown to interact with a single bind-
ing domain, whereas each CTLA-4 dimer binds two inde-
pendent bivalent B7 molecules in the formation of a zip-
perlike matrix (130). This observation suggests that B7-1
interactions with CTLA-4 may be markedly favored over
interactions with CD28.

While there is a general agreement that CTLA-4 is a po-
tent inhibitor of T cell activation, the mechanism by which
this inhibition is achieved remains unclear. CTLA-4 may
out-compete with CD28 for their shared ligands, inhibit
proximal signal transduction by interacting directly with
TCR complex proteins, or transduce a negative signal to
T cells. CTLA-4 has been shown to inhibit signal trans-
duction by recruiting the tyrosine phosphatase SHP-2 to
the TCR, resulting in dephosphorylation of the ζ chain of
the complex and components of the RAS signaling path-
way (131). There is evidence (126) that CTLA-4 engage-
ment selectively blocks augmentation of gene regulations
by CD28-mediated costimulation and does not ablate gene
regulation induced by TCR triggering alone.

Chikuma et al. have shown that, after T cell activation,
CTLA-4 is induced and translocates from the intracellular
vesicles to the immunological synapse where it associates
with TCR ζ in the lipid rafts attenuating T cell signaling
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(132). Two phosphatases, SHP-1 and SHP-2, have been
suggested to mediate CTLA-4-mediated inhibition either
directly by dephosphorylating TCRζ or indirectly through
dephosphorylation of the regulatory tyrosine of ZAP-70.
A recent study has shown that CTLA-4 signaling may
also inhibit Akt directly by activation of the type II ser-
ine/threonine phosphatase (PP2A) (133).

CTLA-4 not only regulates TCR and CD28 signals in T
cells but also delivers signals via B7 into APC. Grohmann
et al. have shown that B7 can transmit suppressive sig-
nals into DCs, following engagement of CTLA-4: engage-
ment of B7-1/B7-2 on murine DCs by CTLA-4Ig activates a
signaling pathway that stimulates DCs to produce IFN-γ ,
which in turn induces indoleamine 2, 3-dioxygenase (IDO).
CTLA-4 on mouse CD4+CD25+ Treg can mediate the same
IDO-inducing effect in vitro (134–136,137) in DCs by inter-
acting with their CD80/CD86.

Although most of the evidence establishes that CTLA-
4 is a key negative regulator of T cell responses, it may
also act as a positive regulator of T cell activation. Linsley
et al. (138) have shown that CTLA-4 and CD28 could act
synergistically to enhance T cell proliferation. Ligation of
CTLA-4 with mutant B7-1 that had lost its ability to bind
CD28 also resulted in T cell clonal expansion.

CD4+CD25+ natural Tregs in the thymus and the pe-
riphery constitutively express CTLA-4 (139,140). There is
evidence that CTLA-4 may actively contribute to Treg sup-
pression, although the presence of functional Tregs in
CTLA-4–deficient mice suggest that CTLA-4 may be dis-
pensable in some conditions.

PD-1
PD-1 (CD279) was isolated as a gene upregulated in a

T cell hybridoma undergoing apoptotic cell death and was
thus named programmed death 1. PD-1 has an extracellular
domain with a single Ig domain and a cytoplasmic domain
with two tyrosines, one that constitutes an immunorecep-
tor tyrosine-based inhibitory motif. The broad expression
of PD-1 contrasts with the T cell–restricted expression of
CD28 and CTLA-4. Indeed, PD-1 is inducibly expressed on
CD4 and CD8 T cells, NKT cells, B cells, and monocytes
upon activation. PD-1 transduces a signal only when en-
gaged in combination with TCR ligation.

PD-L1 expression can be induced by IFN-γ (its pro-
moter region contains several IFN-γ –responsive elements)
in several tissues including tumor cells where it can facili-
tate tumor evasion (141). Keir et al. have recently reported
a greater increase in IL-2 and IFN-γ production in doubly
deficient mice (lacking PD-L1 and PD-L2), suggesting that
PD-L1 and L2 synergistically inhibit T cell activation.
Double-deficient NOD mice develop early and fulgurant
diabetes, with 100% penetrance in males and females
(142). Of note, PD-L1 is the main factor preventing au-
toimmune attack at the islet level, and PD-L1 expressed by
parenchyma cells seems to play a more important role in

preventing diabetes than PD-L1 expressed by APCs. B7-H4
is expressed in multiple nonlympoid tissues and in human
breast and ovarian cancers. Krycez et al. report (143) the
intracellular expression of B7-H4 in ovarian tumor cells
and the cell surface expression on macrophages isolated
from the tumor. B7-H4 is the critical immunosuppressive
molecule expressed by macrophages as blocking B7-H4,
but not arginase-inducible nitric oxide synthase, or B7-H1
restored the T cell stimulatory capacity of the macrophages
and contributed to tumor regression in vivo. This finding
adds a new level of regulation of tumor-specific immunity
by macrophages that have been shown to promote angio-
genesis and secrete matrix metalloproteinases and epider-
mal growth factor that promote the escape of the tumor
cells. Iwai et al. showed that liver nonparenchymal cells
and Kuppfer cells constitutively expressed PD-L1 and that
the blockade of the PD-1 pathway could augment antiviral
immunity (144). Recent studies have shown that PD-1 is
highly expressed by CD8 T cells during chronic LCMV in-
fection and that in vivo PD-1-PD-L blockade may reverse
CD8 exhaustion and reduce tumor load (145). Three re-
cent studies show that PD-1 expression is elevated on HIV-
specific CD8 T cells and that blocking this pathway leads
to increased T cell proliferation and effector functions, in-
cluding cytokine production and cytolysis (146–148).

Parry et al. (133) have shown that PD-1 and CTLA-4
blocked CD3/CD28–mediated up-regulation of glucose
metabolism and Akt activity, using distinct mechanisms.
PD-1 signaling inhibits Akt phosphorylation by prevent-
ing CD28-mediated activation of phosphatidylinositol 3-
kinase (PI3K), whereas CTLA-4 preserves the activity of
PI3K. These observations suggest that CTLA-4 and PD-1
may control T cell activation through additive or synergis-
tic mechanisms.

ICOS
The CD28 homolog ICOS is upregulated on T cells af-

ter activation. Like CD28 and CTLA-4, ICOS is a glycosy-
lated disulfide-linked homodimer. The ICOS cytoplasmic
tail contains a YMFM motif that binds to the p85 subunit
of PI3K, similar to the YMNM motif of CD28. Riley et al.
(126) compared gene expression triggered by CD28 and
ICOS costimulation. They showed that gene regulations
induced by ICOS and CD28 costimulation were very simi-
lar, although a few genes (IL-2, ICOS, IL-9, . . .) were more
regulated by CD28 than ICOS stimulation.

While CD28 costimulation is crucial for priming the im-
mune response, ICOS seems more important for maintain-
ing a T cell response and for the effector function. ICOS
does not stimulate T cell expansion. The level of expression
of ICOS has been shown to correlate with the type of cy-
tokines produced, with ICOShigh T cells linked to IL-10 pro-
duction, ICOSmedium T cells with IL-4, IL-5 and IL-13 (320)
secretion, and ICOSlow with IL-2, IL-6, IFN-γ production.
Studies in ICOS−/− and ICOSL−/− mice have revealed a
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critical role for ICOS in T cell–dependent B cell responses:
Mice lacking ICOS exhibit reduced germinal centers in re-
sponse to primary immunization and defects in IgG class
switching (321).

ICOS has been shown to be involved in the suppressive
function of regulatory T cells in vivo. Herman et al. have
reported (149) that Tregs and T effector cells coexist within
the pancreatic lesion before type 1 diabetes onset. These
CD4+CD25+ Tregs express higher levels of IL-10 and ICOS
than their lymph node counterparts. Of note, blockade of
ICOS rapidly converts early insulitis into diabetes.

ICOS and ICOS-L appear to be a monogamous pair, as
mice deficient for ICOS or ICOS-L display similar pheno-
types. ICOS-L has been detected on the surface of B cells,
macrophages, DCs, and other nonlymphoid cell types, in-
cluding endothelial cells and epithelial cells.

BTLA
B and T lymphocyte attenuator (BTLA), the most re-

cently recognized member of the CD28 family, is expressed
in activated B and T cells. BTLA is preferentially expressed
on CD4 Th1 cells (150), while ICOS may more dedicated
for Th2 and Treg cells.

BTLA contains a single IgV domain and two intracel-
lular immunoreceptor tyrosine-based inhibitory motifs
that are phosphorylated after BTLA coligation to antigen
receptors, resulting in recruitment of protein tyrosine
phosphatases SHP-1 and SHP-2 and inhibition of T cell
activation.

BTLA, as the other CD28-like proteins, does not inter-
act with members of the B7 family but instead interacts
with the TNFR family member HVEM (herpes virus entry
mediator). The interaction between BTLA and HVEM is
the only receptor-ligand interaction that directly bridges
the two families of receptors. There is evidence that en-
gagement of HVEM with its endogenous ligand (LIGHT)
from the TNF family induces a powerful immune response,
whereas HVEM interactions with BTLA negatively regu-
late T cell responses (151).

Tumor Necrosis Factor Receptor
Superfamily

Several members of the TNF receptor family, including
CD27 and its close relatives 4-1BB (CD137) and OX40
(CD134) have been shown to display the function of co-
stimulatory receptors.

CD27
The TNF-receptor family member, CD27, acts as a co-

stimulatory molecule to elicit T and B cell responses. Its
activity is governed by the transient availability of its TNF-
like ligand CD70 on lymphocytes and DCs. CD27 is found
on a large proportion of NK cells and on most CD4+ and
CD8+ T cells and is induced on B cells upon priming. CD27

determines the magnitude of primary and memory T cell
responses to influenza virus. Hendriks et al. (152) have ex-
amined the relative contributions of CD27 and CD28 to
generation of the virus-specific effector T cell pool and its
establishment at the site of infection (the lung). They re-
ported that, in contrast to CD28, CD27 does not affect cell
cycle entry but rescues activated T cells from death from
the onset of TCR/CD3 stimulation, throughout successive
divisions. Although the antigen-specific CD8+ T cell re-
sponse to intranasal influenza virus is reduced in CD28−/−

mice, significant accumulation of virus-specific CD8+

T cells in the lung still occurred, which was dependent on
CD27.

Of note, persistent delivery of costimulatory signals via
CD27-CD70 interactions, as may occur during chronic ac-
tive viral infections, has been shown to exhaust the T cell
pool, leading to lethal immunodeficiency (153). In particu-
lar, Matter et al. have analyzed the role of CD27 signaling in
the virus control after infection with LCMV. They recently
showed that, during LCMV infection, CD27 signaling on
CD4+ T cells enhances the secretion of interferon-γ and
TNF-α. These inflammatory cytokines lead to the destruc-
tion of splenic architecture and immunodeficiency with
reduced and delayed virus-specific neutralizing antibody
responses. Blocking the CD27-CD70 interaction reduced
immunopathology, improved antibody responses, and pre-
vented chronic infection (154). Interestingly, CD70 is over-
expressed on B cells and T cells in active HIV infection,
suggesting a possible role for this costimulatory pathway
in the induction of suppression.

OX40
OX40 is expressed very transiently on T cells.

OX40−/−CD8 cells become activated and expand relatively
normally, but fail to sustain their numbers over time. OX40
signaling has been shown to selectively promote TNF se-
cretion in CD4 and CD8 T cells and cytotoxicity in CD8 T
cells. Recent data using human DCs activated by thymic
stromal lymphopoietin (TSLP) have demonstrated a crit-
ical role of OX40/OX40L interaction in driving Th2 cell
responses but only in the absence of IL-12. By contrast,
OX40L has the ability to promote IL-12–mediated Th1 au-
toimmunity by enhancing TNF-α and IFN-γ production
while inhibiting IL-10 production. These observations sug-
gest that the development of a Th2 cell response depends
on a Th2 cell-polarizing signal OX40L, as well as a default
mechanim of no IL-12. Of note, only TSLP seem to stimu-
late DCs to provide both (155,156).

4-1BB
4-1BB is expressed on activated CD4+ and CD8+ T cells,

activated NK cells, and DCs. Its ligand 4-1BBL is expressed
on resting B cells and can be regulated on activated APCs.
Agonist anti-4-1BB can lead to opposite effects: Anti-4-1BB
can augment CTL generation and improve immunity
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against tumors and viruses, but it can also inhibit im-
mune responses in autoimmune models. Treatment with
an agonistic monoclonal antibody to 4-1BB blocks lym-
phadenopathy and spontaneous autoimmune diseases in
Fas-deficient mice and prolongs their survival. This treat-
ment rapidly augments IFN-γ production and induces the
depletion of autoreactive B cells and abnormal double-
negative T cells, probably by increasing their apoptosis
(157). Similarly, lupus-prone NZB × NZW F1 mice given
three injections of anti-4-1BB mAb can reverse acute dis-
ease and block chronic disease. The suppression of IgG
autoantibody production may be attributed to the suppres-
sion of B cell maturation in germinal centers due to the lack
of CD4+ T cell help. The authors hypothesize that the an-
tibody acts at the T cell–DC interface during antigen prim-
ing, at a time when DC, but not yet T cells, express 4-1BB.

4-1BB and OX40 appear to be closely related in terms of
their inducible expression patterns and their apparent sig-
naling capacity (e.g, they recruit TNFR-associated factors
[TRAF] and activate Pi3K-Akt-NF-kB pathways). Lee et al.
compared the role of OX40 and 4-1BB in generating effec-
tor CD8 T cells to Ag delivered by adenovirus. They demon-
strated that OX40 and 4-1BB physiologically operate in
an opposing manner during initial priming of CD8 effec-
tor cells: OX40-deficient CD8 T cells had multiple defects
in expression of effector cell surface markers, the synthe-
sis of cytokines and in cytotoxic activity, whereas 4-1BB–
deficient CD8 T cells displayed hyper-responsiveness, ex-
panding more than wild-type cells. These results suggest
that OX40 can positively regulate effector function and sur-
vival, whereas 4-1BB can initially operate in a negative
manner to limit primary CD8 responses.

Collectively, these observations suggest that several
TNFR family molecules, originally thought to play over-
lapping and potentially redundant roles, might function
as a positive manner (OX40, CD27), whereas others might
function positively and negatively (4-1BB, HVEM) depend-
ing on either the stage of the T cell response or the avail-
ability of multiple opposing ligands.

CD40-L (CD154)
The CD40-CD154 pathway is required for effective T

and B cell responses. Activated CD4+ T cells express CD154
and bind to APCs expressing CD40. Engagement of CD40
provides critical signals for B cell expansion, Ig produc-
tion, and isotype class switching. There is evidence that
CD154 binding on APCs enhances B7-1 and B7-2 and the
secretion of cytokines, suggesting that CD154 indirectly
promotes T cell differentiation. CD40 (a 40-45 kD type
I membrane protein) is expressed on B cells, activated
macrophages, DCs, thymic epithelium, and endothelial
cells, whereas CD154 (a 39 kD type II intramembrane pro-
tein) is expressed on activated CD4+ T cells, some CD8+

cells, eosinophils, basophils, and NK cells. CD40/CD154 in-
teractions are critical for the development of a protective

immune response against an intracellular parasite, bacte-
rial, and viral infections. Conversely, blocking this interac-
tion has been shown to prevent autoimmune disease and
transplant rejection. A model of NKT cell–mediated DC
maturation in vivo, using α-galactoceramide as activator,
demonstrated that antigenic and costimulatory signals do
not induce immunity and that a distinct CD40/CD40L sig-
nal is required to generate CD4+ T helper cells and CD8+

cytolytic T lymphocytes (36).

Adhesion Molecules

In addition to costimulatory moleules, adhesion molecules
seems to play a major role in strengthening the early in-
teraction between DC and T lymphocytes. Early studies
indicated that DC and T cells tend to form clusters in
an antigen-dependent manner (2). Exploiting a flow cy-
tometric adhesion assay, Figdor et al. tested the capacity
of DC and monocytes to bind to fluorescent beads coated
with ICAM-3-Fc. ICAM-3 was studied because of its ex-
tremely high expression on resting T cells. Whereas ICAM-
3 binding by monocytes was found essentially LFA-1 me-
diated, binding of ICAM-3 by DC was completely LFA-1
independent. The authors found that a novel ICAM-3 bind-
ing C-type lectin, exclusively expressed by DC, mediated
strong adhesion between DC to ICAM-3 on resting T cells
and was essential for DC-induced T cell proliferation (61).
DC-SIGN not only functions as a cell-adhesion recep-
tor that regulates DC migration (through its interaction
with ICAM-2 [158]) and DC–T cell interaction (via ICAM-3
binding), but is implicated in the recognition of multiple
pathogens. DC-SIGN recognizes the viral envelope glyco-
proteins that contain a large number of N-linked carbo-
hydrates, such as HIV-1, Ebola, Dengue, cytomegalovirus,
hepatitis C, etc. In addition, nonviral pathogens interact
with DC-SIGN, and in particular Mycobacterium tubercu-
losis, and parasites such as Leishmania amastigotes and
Schistosoma mansoni.

DENDRITIC CELLS AND T CELL–MEDIATED
IMMUNITY

Immunostimulatory Properties In Vitro

The first evidence that DCs have a potent capacity to acti-
vate T cells was provided in 1978 by Steinman and Witmer
(3), who showed that these cells are at least 100 times more
effective as MLR stimulators than are other splenic cells.
Selective removal of DCs dramatically reduced stimulation
of the primary MLR, whereas populations enriched in DCs
were potent stimulators (159). DCs have been shown to
activate both CD4+ and CD8+ T lymphocytes in various
models (160–162). Although DCs have the capacity to di-
rectly sensitize CD8+ T cells, differentiation of CD8+ T cells
into killer cells requires help from CD4+ T lymphocytes.
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The classical model suggests that T helper and T killer cells
recognize their specific antigens simultaneously on the
same APC and that cytokines (e.g., IL-2) produced by the
activated T helper cells facilitate the differentiation of
the killer cell. The three-cell interaction seems unlikely,
inasmuch as all cell types are rare and migratory. Accord-
ing to an alternative theory, proposed by P. Matzinger and
demonstrated by three independent groups (163,164,165),
the interaction could occur in two steps: The helper cell
can first engage and condition the APC and in particular
the DC (164), which then becomes empowered to stimulate
a killer cell.

Immunostimulatory Properties In Vivo

DCs were further shown to be powerful stimulators of im-
mune responses in vivo after adoptive transfer. Injection
of epidermal Langerhans cells (166) or splenic DCs (166),
coupled to trinitrophenyl, was shown to activate effector
T cells in mice, in contradiction with other coupled cells.
In a model of rat kidney allograft, Lechler and Batchelor
(167) found that injection of small numbers of donor strain
DCs triggers an acute rejection response, which suggests
that intrarenal DCs provide the major stimulus of a kidney
allograft. The in vivo priming capacity of DCs has been
documented in several CD4+ (117,168) and CD8+ T cell
responses in rodents and in humans (see later section on
tumor immunity). In addition, adoptive transfer of syn-
geneic DCs, pulsed extracorporeally with an antigen, in-
duces a primary humoral response characterized by the
secretion of IgG1 and IgG2a antibodies (169).

Whether the very same DCs that have captured anti-
gen migrate to the T cell areas in lymphoid organs and
directly sensitize T lymphocytes is still a matter of specu-
lation. Direct priming by injected antigen-pulsed DCs has
been suggested by studies showing that, in F1 recipient
mice, parental DCs prime only T cells restricted to the MHC
of the injected DCs (168,170). In addition, migratory DCs
(which may be apoptotic) can be processed, distributing
their peptides widely and efficiently to other DCs to form
MHC/peptide combinations (30). Surprisingly, a protein
from phagocytosed cells can be presented 1,000 to 10,000
times better than preprocessed peptide. DCs that have cap-
tured the antigen may also transfer their antigen through
the release of antigen-bearing vesicles (exosomes) (171).

In favor of an indirect priming, Knight et al. (172) have
provided evidence for a transfer of antigen between DCs
in the stimulation of primary T cell proliferation. In vivo
studies by Inaba et al. (30) demonstrated that short-lived
migrating DCs could be processed by most of the recipient
DCs in the lymph node. More recently, Allan et al. (26) have
shown that after skin infection with HSV, CTL activation
required CD8+ DCs rather than skin-derived DCs. Their
observations suggest that initial transport of antigen by
migrating DCs is followed by its spreading over a wider

DC pool, thereby increasing priming efficiency. Whether
this inter-DC antigen transfer is a general phenomenon or
is restricted to skin infection with HSV will require further
investigation.

Dendritic Cells as Physiological Adjuvant

Several observations suggest that DCs play a major role
in the initiation of immune responses in physiological sit-
uations in situ. DCs are the major cell type transporting
the antigen in an immunogenic form for T cells. Rat in-
testinal DCs have been shown to acquire antigen admin-
istered orally, can stimulate sensitized T cells in vitro, and
can prime popliteal lymph node CD4+ T cells in vivo after
footpad injection (170). DCs but not B cells present anti-
genic complexes to class II MHC–restricted T cells after
administration of protein in adjuvants (173). Pulmonary
DCs are able to present a soluble antigen shortly after it
is introduced into the airways (88). In spleens of mice in-
jected with protein antigens, DCs are the main cell type
that carry the protein in a form that is immunogenic for T
cells (174). DCs have been shown to migrate rapidly out of
mouse cardiac allografts into recipients’ spleen, where they
home to the peripheral white pulp and associate predom-
inantly with CD4+ T lymphocytes. This movement prob-
ably represents the initiation of the graft rejection (175).
The essential role of DCs in the activation of T cells in vivo
has been demonstrated in a model of asthma. Lambrecht
et al. (176) used conditional depletion of airway DCs by
treatment of thymidine kinase–transgenic mice with the
antiviral drug ganciclovir to deplete DCs during the second
exposure to ovalbumin. The depletion of DCs before chal-
lenge with inhaled antigen results in a decrease in the num-
ber of bronchoalveolar CD4 and CD8 T lymphocytes and
B lymphocytes and prevents the Th2 cytokine–associated
eosinophilic airway inflammation (176).

DCs are presented as nature’s adjuvant as they func-
tion to initiate immune responses in vivo. In line with this
hypothesis, DCs are activated by endogenous signals re-
ceived from cells that are stressed, virally infected, or killed
necrotically (177).

T Cell/Dendritic Cell Synapses

The concept of synapse proposes a central contact zone
between APCs and T cells and is characterized by the large-
scale segregation of cell surface molecules into concentric
zones. Synapse formation has been shown to follow and
depend on T cell antigen receptor signaling and may fulfill
several roles: It participates in sustained TCR signaling,
facilitates costimulation, polarizes the T cell secretory ap-
paratus toward the APC, and may play a role in the late
signaling. The zone contains multiple copies of molecu-
lar couples: the TCR and peptide/MHC molecules and the
adhesion and costimulatory molecules (Figure 15.5).
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Observations made in vitro have suggested that a large
number of productive interactions (5,000 to 20,000) are
needed for T cell activation. According to the serial trig-
gering model, proposed by Valitutti et al. (178), the thresh-
old could be reached by serial engagement of a limited
number of MHC molecules loaded by the cognate pep-
tide on each APC. The immunological contact appears dy-
namic, as, when offered another APC displaying ligands
in greater quantities, T cells that have been activated by
encounter with a first APC can form a new synapse within
minutes (179). The time of commitment of naı̈ve CD4+

cells varies from 6 hours (high antigen and costimulatory
APCs) to more than 30 hours (low antigen or absence of
costimulation). In contrast, primed CD4+ cells respond
rapidly, within 0.5 hours to 2 hours (180). Some results
suggest that CD8+ T cells might achieve commitment more
rapidly than CD4+ T cells (181). Indeed, naı̈ve CTLs be-
come committed after as little as 2 hours of exposure to
APCs, and their subsequent division and differentiation
can occur without the need for further antigenic stimu-
lation, whether priming is in vitro or in vivo.

An elegant study explored the in vivo significance of
the number of molecules engaged and the duration of en-
gagement in transgenic mice expressing TCRs in a quan-
titatively and temporally controlled manner (182). Very
few surface TCR molecules were found to be needed for
T cells to respond to immunization in vivo (100 or less).
These results would be compatible with models in which
TCR:MHC/peptide combinations form on a one-to-one ba-
sis and persist for a long time, rather than forming se-
rial engagements. Whether in vivo T cell differentiation
requires stimulation by a single DC or by continuously re-
cruited DCs is still a matter of speculation.

Zell et al. (183) analyzed signaling events in individual
CD4 T cells after antigen recognition in vivo. Phosphoryla-
tion of c-jun and p38 MAPK was detected within minutes
in virtually all antigen-specific CD4 T cells in secondary
lymphoid organs after injection of peptide antigen into
the bloodstream. The rapidity of signaling correlates with
the finding that about 60% to 70% of the naı̈ve DO11.10 T
cells are constantly interacting with class II+ MHC CD11c+

(presumably DCs) in the T cell zones of lymphoid organs.
Contrary to predictions from in vitro experiments, the rate
and magnitude of c-jun phosphorylation appears indepen-
dent of CD28 signals. Collectively, these observations high-
light the efficiency of T cell sensitization under physiologi-
cal conditions in vivo, in comparison with in vitro models.

Dynamics of Dendritic Cell–T Cell
Interaction In Vivo

A few reports have examined the dynamics of the contact
between antigen-bearing DC and antigen-specific T. In in-
tact explanted lymph nodes, Stoll et al. (184) have reported
cell–cell contact and prolonged interactions between DC

and T cells, followed by the activation, dissociation and
rapid migration of T cells away from the antigenic stimu-
lus. A similar sequence of events was observed in vivo in
lymph nodes where antigen-specific stable DC–T cell inter-
actions were observed during the induction of priming of
CD4+ (185,186) and CD8+ (187–189) T cells. Whether the
duration of interaction is associated with commitment to
immunity or tolerance is still unclear. Hugues et al. (190)
have shown that, in tolerogenic conditions, naı̈ve CD8 T
cells remained motile and established serial brief contacts
with multiple DCs, whereas Shakhar et al. have reported
that tolerance and immunity were similarly characterized
by an early arrest and stable CD4 T cell–DC interaction
followed by restoration of mobility (186).

Adjuvants

The induction of immune response in vivo is typically per-
formed with antigens administered in external adjuvants.
The presence of adjuvants has been shown to increase
the level of antibodies and the duration of the immune
response, to modify the Th1/Th2 balance, and to induce
an anamnestic response. The mechanism by which adju-
vants coinitiate an immune response is still poorly under-
stood. Their role could be to provide a signal of “danger”
that is necessary to turn on the immune system and could
be detected by DCs (177). In favor of this hypothesis, it
was shown that the adjuvant monophosphoryl lipid A pro-
vokes the migration and maturation of DCs in vivo (191).
LeBon et al. (192) demonstrated that type I interferons,
the major ones of which are IFN-α and IFN-β, potently en-
hance humoral immunity and can promote isotype switch-
ing by stimulating DCs in vivo. Adjuvants such as poly(I:C)
or complete Freund’s adjuvant (containing heat-killed my-
cobacteria) may act through the induction of endogenous
type I IFN production and the subsequent stimulation of
DCs by type I IFN (192). Although TLR were considered
as key contributors of enhancing effects of vaccine adju-
vants, Gavin et al. recently reported that mice deficient in
the critical signaling components for TLR mounted robust
antibody responses to T cell–dependent antigen given in
classical adjuvants (193). These observations suggest that
TLR signaling does not account for the action of alum,
Freund’s complete and incomplete adjuvants.

Immune Escape

Viruses and parasites have developed various means to
evade the immune response. MCMV infects and produc-
tively replicates in DCs and strongly impairs their endo-
cytic and stimulatory capacities (194). Of note, infected
DCs appear incapable of transducing the “danger” signals
required to induce antiviral immune responses. DCs ap-
pear to be the major target of measles virus proteins, which
is related to the profound defect in lymphocyte priming.
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The capacity of DCs to stimulate T cells was shown to
be impaired after measles virus infection in vitro, and
their production of IL-12 was down-regulated in vitro and
in vivo (195). Schistosomes have been shown to inhibit
Langerhans cell migration in vivo, probably through the
production of prostaglandin D2 (196).

DENDRITIC CELLS AND THE POLARIZATION
OF THE IMMUNE RESPONSE

There is evidence that the onset of an immune response
may not be sufficient to eliminate all pathogens but that
the character of the response (the Th1/Th2/Th17 balance)
determines its efficiency. Of importance is that an inad-
equate immune response may even be deleterious and
result in tissue damage, allergic reactions, or disease ex-
acerbation. Th1 cells, by their production of IFN-γ and
lymphotoxin, are responsible for the eradication of intra-
cellular pathogens, but they may also cause organ-specific
autoimmune diseases if dysregulated. Th2 cells, by their
production of IL-4 and IL-5, can activate mast cells and
eosinophils and induce humoral immune responses, but
they can also provoke atopy and allergic inflammation. The
recently described Th17 subset exhibits proinflammatory
cytokines such as IL-1β and TNF-α and mediates protec-
tive cellular immunity against bacterial infection, but in
addition appears to be responsible for tissue inflammation
in various autoimmune disorders. The identification of the
factors that affect T helper subset development is therefore
a prerequisite for the development of effective vaccination
strategies.

Role of Antigen-presenting Cells

Several observations suggest that APCs may govern the
development of T helper cell populations:

1. The development of Th1 versus Th2 cells seems to be
determined early on, at the stage of antigen presen-
tation. Indeed, T cell proliferation and up-regulation
of mRNA for interferon-γ in response to Swiss-type
murine mammary tumor virus and IL-4 in response to
haptenated protein has been shown to start on the third
day after immunization (197).

2. APCs release cytokines (IL-12, IL-23, IFN-γ , IL-10),
which play a central role in Th1/Th2/Th17 differenti-
ation.

3. The strength of interaction mediated through the TCR
and MHC/peptide combination or the dose of antigen
appears to affect lineage commitment (198). The num-
ber of TCR molecules engaged has also been correlated
with the outcome (for review, see Lanzavecchia et al.
[199]).

4. Membrane-bound costimulators, as CD80 or CD86,
may influence Th development in vitro and in vivo.

In favor of this notion, it was shown that the nature of
the cell presenting the antigen in vitro and in vivo (117)
strongly influences the development of Th1 versus Th2
cells.

Polarizing Dendritic Cell–derived Cytokines

IL-12 plays a major role in immunity to intracellu-
lar pathogens by governing the development of IFN-γ –
dependent host resistance (for review, see O’Garra [200]).
IL-12 receptor–deficient patients display severe mycobac-
terial and Salmonella infections, which indicates an essen-
tial role of IL-12 and type 1 cytokine pathway in resistance
to infections by intracellular bacteria (201).

DCs appear to be the initial cells to synthesize IL-12
in the spleens of mice exposed to microbial stimulants.
The production of IL-12 in mice exposed to an extract of
T. gondii or to LPS occurs very rapidly, is independent of
signals from T-lymphocytes, and is associated with DC re-
distribution to the T cell areas, which suggests that DCs
function simultaneously as APCs and as initiators of the
Th1 response (44). It was subsequently shown that CD40
ligation induces a significant increase in IL-12 p35 and IL-
12 p70 heterodimer production (104). Thus, production of
high levels of bioactive IL-12 appears to be dependent on
two signals: a microbial priming signal and a T cell–derived
signal.

There is strong evidence that the Th1-prone capacity of
murine DCs is dependent on its IL-12 production, although
the role of IL-23 (a combination of p19 and the p40 sub-
unit of IL-12 [202]) and IL-18 (203) has not been clearly
assessed in vivo. The role of IL-12 in Th1 priming by DCs
has been demonstrated by the correlation between IL-12
production and Th1-prone capacity (204). In parallel with
the loss of IL-12 production, human DCs appear to switch
from a Th1- to a Th2-inducing mode (106). An important
determinant of Th1 development in CD4+ T cells is STAT4
activation by IL-12 (205), although a STAT4-independent
pathway has been reported. Among the transcription fac-
tors selectively expressed in Th1 cells, T-bet seems to play
a crucial role, and its overexpression by retroviruses in T
cells increases the frequency with which Th1 and Th2 cells
that produce IFN-γ develop (206).

There is no evidence so far that indicates that DCs pro-
duce a Th2-prone cytokine. In contrast to IL-12, IL-4 has
been shown to skew the development of naı̈ve T cells to-
ward an IL-4–producing Th2 phenotype (207). Activated
CD4+ T cells themselves may provide the IL-4 required for
Th2 differentiation. Other sources of IL-4 or IL-13 include
mast cells and basophils (for rev see [208]). The contribu-
tion of DCs to Th2 development does not appear to require
APC-derived IL-4, inasmuch as injection of DCs from wild-
type or IL-4–deficient mice induces similar Th2-type re-
sponses in wild-type recipients (101). Also, in humans, ac-
tivated plasmacytoid-derived DCs do not seem to produce
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detectable amounts of IL-4, and blocking IL-4 at the be-
ginning of culture does not prevent generation of IL-4–
producing cells (103). This view is, however, still controver-
sial (209,210). The costimulatory molecule CD86 has been
shown to be required for Th2 development in vitro and
in vivo (117,211), whereas CD80 is a more neutral costim-
ulatory molecule. Of note, CD28 signaling alone appears
to induce the pro-Th2 transcription factor GATA-3 and the
presence of IL-12 has been shown to repress Th2 develop-
ment in vivo. Indeed, CD8α+ DCs from IL-12p40–deficient
mice prime for Th2, whereas the same subset from wild-
type animals primes for Th1 (204). It is, therefore, con-
ceivable that Th2 is a default pathway—that is, that type
II T cells would develop spontaneously in the absence of
IL-12. The hypothesis that Th2 is a default pathway sug-
gests that IL-12 has a greater opportunity to drive naı̈ve
T cells to polarize to Th1 than Th2-prone stimuli such as
IL-4. In favor of this notion, TCR ligation has been shown
to transiently desensitize IL-4R by inhibiting STAT6 phos-
phorylation (212). The mechanism by which IL-12 would
prevent Th2 priming is still unclear, but it involves inhi-
bition of GATA-3 expression by IL-12 signaling through
STAT4, indirect inhibition through IFN-γ production, or
both. The requirements for Th2 induction may, therefore,
be less stringent and may require only priming and relief
from Th1 induction.

Neutralization of IL-4 has been shown to prevent the
differentiation of Th2 responses, and IL-4 acts as antag-
onist of Th1-induced inflammatory responses. However,
it has been clearly demonstrated that, paradoxically, IL-
4 may promote Th1 development and induce IL-12 pro-
duction by DCs. These contradictory observations were re-
solved by a report showing that IL-4 has opposite effects
on DC development versus T cell differentiation. When
present during the initial activation of DCs by infectious
agents, IL-4 instructs DCs to produce IL-12 (213–215) and
favor Th1 development, but when present later, during the
period of T cell priming, IL-4 includes Th2 differentiation.
These opposing effects correlate with resistance/sensitivity
to Leishmania major in vivo (96).

Unlike murine T cells, human T cells respond to type I
interferons by inducing Th1 development. The basis of se-
lective Th1 induction by IFN-α in human T cells appears
to be a difference in IFN-α signaling between the mice and
humans (216). In particular, IFN-α has been shown to acti-
vate STAT4 in human but not mouse T cells. Of note, it has
been reported that the COOH-terminal region of human
and murine STAT2, which acts as an adapter for STAT4, are
widely divergent, because of the insertion of a minisatellite
region in mouse exon 23 (which encodes this region).

It has recently been recognized that in many of the
mouse autoimmune disease models that have been at-
tributed to Th1 cells, disease severity was in fact increased
in the absence of these cells. The characterization of a
third subset of T helper cells that secrete IL-17 and ex-

pand in response to IL-23 has helped to resolve the para-
dox. Within tissues, Th17 effector cells stimulate produc-
tion of a variety of inflammatory chemokines, cytokines,
metallopreoteases, and other proinflammatory mediators
and promote recruitment of granulocytes. Although IL-23
has a clear role in Th17-mediated inflammation in vivo, re-
cent studies have demonstrated that in vitro polarization of
naı̈ve CD4+ T cells to the Th17 lineage requires a combina-
tion of TCR stimulation and the cytokines TGF-β and IL-6,
but seems independent of IL-23 (217,218). Instead, IL-23
may be required for promoting survival or maintaining the
Th17 phenotype. Therefore, TGF-β at the steady state will
induce regulatory T cells, whereas, on infection or inflam-
mation, IL-6 produced by the activated immune system
(and in particular by DCs) will suppress the generation of
TGF-β–induced regulatory T cells and induce a proinflam-
matory response of Th17-type (217).

Ivanov et al. recently showed that the nuclear recep-
tor RORγ t directs the differentiation program of Th17+ T
helper cells. RORγ t induces transcription of genes encod-
ing IL-17 in naı̈ve CD4+ T cells and is required for their
expression in response to IL-6 and TGF-β, the cytokines
known to induce IL-17 (219).

Mechanisms of Dendritic Cell Polarization

Kalinski et al. (220) suggested that migrating DCs not only
provide an antigen-specific signal 1 and a costimulatory
signal 2, but also carry an additional signal 3, contributing
to the initial commitment of naı̈ve T helper cells into Th1
or Th2 subsets. This would allow the efficient induction
of T helper cells with adequate cytokine profiles during
early infections without requirement for a direct contact
between antigen-specific T cells and the pathogens (220).

Reports in the literature are consistent with three mod-
els through which DCs may control T cell polarization:
(a) subclasses of DCs, (b) the nature of the stimuli that
activate DCs, and (c) the kinetics of DC activation.

Dendritic Cell Subclasses

In the mouse, three in vivo studies have demonstrated
that DC subsets differed in the cytokine profiles that they
induce in T cells. In one study (221), TCR transgenic T cells
from DO11.10/SCID mice were adoptively transferred into
Balb/c recipients. CD11c+CD11bdull/– (mainly CD8α+)
or CD11c+CD11bbrightCD8α– cells were loaded with
ovalbumin peptide in vitro and injected into the footpads
of transferred animals. Both DC subpopulations induced
antigen-specific proliferation in vivo and in vitro upon
restimulation with the antigen. Assessment of cytokine
production revealed that both subsets induced IFN-γ and
IL-2 production but that the CD11c+CD11bbrightCD8α–

subset induced much greater levels of IL-10 and IL-4 pro-
duction. The differences in the cytokine profiles of T cells
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correlated with class-specific differences in the antibody
profiles. In the second study (204), antigen-pulsed CD8α+

and CD8α– DCs were injected into the footpads of syn-
geneic recipients. Administration of CD8α– DCs induced
a Th2-type response, whereas injection of CD8α+ DCs led
to Th1 differentiation. In a third study, CD11b+CD8α–

DCs from murine Peyer’s patch have been shown to prime
naı̈ve T cells to secrete high levels of IL-4 and IL-10
in vitro, whereas the CD11b–CD8α+ and double-negative
subsets from the same tissue primed for IFN-γ production
(8). The role of murine DC subsets in the regulation of
Th1/Th2 balance in vivo has been more directly assessed
by the targeting of antigens to receptors that are DC
subset-restricted. Steinman et al. have shown that injec-
tion of 33D1 mAb-coupled to an antigen targeted CD8α−

DCs and induced the development of T cells producing
IL-4 and little IFN-γ, whereas the same antigen coupled to
anti-DEC-205 mAb was presented by CD8α+ DCs and led
to the secretion of higher levels of IFN-γ and no IL-4 (322).

In humans, monocyte-derived DCs were found to in-
duce Th1 differentiation, whereas DCs derived from plas-
macytoid cells favor Th2 development of allogeneic T cells
(23). Subsequent work has demonstrated, however, that
the T cell stimulatory function of plasmacytoid-derived
DCs was regulated by the environment: Virus-induced plas-
macytoid DCs stimulate naı̈ve T cells to produce IFN-γ and
IL-10, whereas IL-3 induced plasmacytoid DCs stimulate
naı̈ve T cells to produce Th2-type cytokines (IL-4, IL-5, and
IL-10) (31). Cella et al. (114) reported that blood plasmacy-
toid DCs represent the principal source of type I interferon
during inflammation and participate in antiviral Th1-type
responses.

There is evidence that DC subsets express distinct
pattern-recognition and presentation receptors that differ-
entially regulate the production of cytokines known to di-
rect the T helper cell differntation (see previous discussion,
antigen uptake).

Little is known on the nature of the DCs which produce
IL-12 versus IL-23. Like IL-12, IL-23 is expressed predom-
inantly by activated DCs and phagocytic cells, and both
cytokines may induce IFN-γ by T cells. The discovery that
IL-23, but not IL-12, is essential in some models of chronic
inflammation led to a model in which IL-12 is required to
induce IFN-γ –producing Th1 cells, whereas IL-23 medi-
ates Th1 effector functions. In favor of this notion: (1) IL-23
has been shown to be the effector cytokine in two models of
intestinal inflammation (110,111) and in an experimental
model of autoimmune encephalitis. (2) Vaknin-Dembinsky
et al. have quantified the expression of IL-23 in monocyte-
derived DCs in multiple sclerosis patients and found that
DCs from these patients secrete elevated amounts of IL-23
(222). They reported increased IL-17 production by CD4+

T cells, but no differences in IFN-γ secretion. (3) IL-23
appears as an essential promoter of end-stage collagen-
induced arthritis in mice, whereas IL-12 paradoxically me-
diates protection from autoimmune inflammation (223).

Other reports, however, suggest that the IL-23/IL-17 axis
may display suppressive functions. Mice deficient for IL-
23 appear highly susceptible for the development of exper-
imental T cell–mediated TNBS colitis (224). The authors
reported an over-expression of IL-12 by DCs from lamina
propria in the absence of IL-23, suggesting that IL-23 in-
hibits IL-12 secretion. Similarly, IL-17 has a dual role: It
is essential during antigen sensitization to establish aller-
gic asthma and attenuates the allergic response in sen-
sitized mice by inhibiting DCs and chemokine synthesis
(225).

Morelli et al. (226) have analyzed the APC function
of different subsets of human DCs that migrate sponta-
neously from human skin explants. Langerhans cells and
dermal DCs induced Th1 memory cells, and this function
depended on their ability to produce IL-23.

Nature of the Stimuli

Vieira et al. (227) showed that the Th1- and Th2-inducing
function of human monocyte-derived DCs is not an in-
trinsic attribute but depends on environmental instruc-
tion. DCs that matured in the presence of IFN-γ induce
Th1 responses, whereas DCs that matured in the presence
of prostaglandin E2 induce Th2 responses. Similarly, the
presence of IL-10 during maturation has been shown to
lead to the development of DCs with Th2-driving function,
whereas incubation of DC subsets with IFN-γ favors the
priming of Th1 cells to the detriment of Th2 cell develop-
ment (101,220,228). This provides evidence for the adap-
tation of DC function to the conditions that they encounter
in the pathogen-invaded tissue.

The antigen itself has been shown to regulate DC func-
tion. DCs have the capacity to discriminate between yeasts
and hyphae of the fungus Candida albicans and release dis-
tinct cytokines (209). Using oligonucleotides microarrays,
Huang et al. (229) measured gene expression profiles of
DCs in response to E. coli, C. albicans, and influenza virus.
The data show that a common set of 166 genes, as well as
particular subsets of genes, is regulated by each pathogen,
which demonstrates that DCs discriminate between di-
verse pathogens and elicit tailored pathogen-specific im-
mune responses.

TLRs have been shown to translate the information re-
garding the nature of the pathogens into differences in the
cytokines and the chemokines produced by DCs: Re et al.
have reported that activation of DCs by microbial agonists
of TLR2 and TLR4 led to comparable activation of NF-kB
and MAPK family members but that only the TLR4 agonist
promoted the production of IL-12 p70 and the chemokine
IP-10, which is associated with Th1 responses (230) (see
also earlier discussion, antigen uptake).

It is interesting that synergic TLR stimulation appears
to increase the production of IL-12 and IL-23 as well as
the Delta-4/Jagged-1 ratio, leading to DCs with enhanced
Th1-polarizing capacity (231).
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Sporri and Reis e Sousa have tested whether inflam-
matory mediators produced in physiological amounts
in vivo can substitute for direct PAMP recognition in DC
activation and T cell priming (230). Interestingly, they
have shown that indirectly activated DCs upregulate MHC
molecules and costimulation and drive T cell prolifera-
tion, but not their differentiation in cytokine-producing
T helper cells. They conclude that direct PAMP recogni-
tion is required for T helper–polarizing signals (of Th1- or
Th2-types).

Kinetics of Dendritic Cell Activation

In addition to the nature of the maturation stimulus, the
kinetics of activation may influence the capacity of DCs
to induce different types of T cell responses. Recent in
vitro observations suggest that, indeed, DCs produce IL-12
during a narrow time window and afterward become re-
fractory to further stimulation. The exhaustion of cytokine
production has been shown to affect the T cell polarizing
process: DCs taken at early times after induction of mat-
uration (active DCs) prime strong Th1 responses, whereas
the same cells taken at later times (“exhausted” DCs) pref-
erentially prime Th2 and nonpolarized cells (106). These
observations, although made in vitro, suggest a dynamic
regulation of the generation of effector and memory cells
during the immune response.

Two subsets of memory T lymphocytes with distinct
homing potentials and effector functions have been de-
scribed (232). Expression of CCR7, a chemokine receptor
that controls homing to secondary lymphoid organs, di-
vides memory T cells into CCR7– effector memory cells,
which migrate to inflamed tissues and display immedi-
ate effector function, and CCR7+ central memory cells,
which home in the lymph nodes and lack immediate effec-
tor function. Both subsets may persist for years, and the
central memory cells give rise to effector memory upon
secondary stimulation.

It has been proposed that the nature of DCs bear-
ing antigen and costimulatory molecules, as well as
the amount and duration of TCR triggering, determines
whether effector memory or central memory cells are gen-
erated. A short TCR stimulation may expand nonpolarized
T cells that home to lymph nodes and respond promptly to
antigenic stimulation. In contrast, a prolonged stimulation
in the presence of polarizing cytokines may drive differen-
tiation of Th1 or Th2 effector cells that home to inflamed
peripheral tissues.

DENDRITIC CELLS AND T CELL TOLERANCE

Central Tolerance

The normal development of T cells in the thymus requires
both positive and negative selection. During positive se-
lection, thymocytes mature only if their TCRs react with

some specificity to host MHC and host peptides. Laufer
et al. (233) used the keratin promoter to reexpress a class
II MHC antigen in class II–negative mice and showed that
autoimmunity develops in transgenic mice in which class
II MHC products are expressed only by epithelial cells and
not by bone marrow–derived APCs. Autoreactive cells that
constitute up to 5% of the peripheral CD4 T cells were gen-
erated.

During negative selection, developing T cells reacting
strongly to self-peptide/self-MHC combinations are elimi-
nated. Brocker et al. (234) demonstrated that thymic DCs
are sufficient to mediate negative selection in vivo. Using a
CD11c promoter, they targeted the expression of an MHC
class II I-E transgene to DCs and showed that tolerance to
I-E was induced. These observations demonstrate that thy-
mocyte development is a sequential process: Positive selec-
tion occurs on thymic cortical epithelium independently of
negative selection, which is mediated by thymic DCs.

Of note, a report demonstrates that the level of class
I MHC protein is 10-fold higher on thymic DCs than on
thymic epithelial cells and that an increase in the level of a
particular cognate peptide/MHC ligand may be sufficient
to result in negative rather than positive selection. This
finding suggests a role for the quantitative differences in
the level of MHC expression in thymic selection (235).

Mathis et al. have emphasized the crucial role of the
transcription factor AIRE (autoimmune regulator gene) in
the “central” tolerance. They showed that AIRE regulates
autoimmunity by promoting the ectopic expression of
peripheral tissue-restricted antigens in thymic medullary
epithelial cells (apparently not in DCs) (236). They re-
cently reported that AIRE exerts its tolerance-promoting
function not by positive selection of regulatory T cells,
but rather by negative selection of T effector cells. It is
interesting that, in addition, AIRE appears to enhance the
antigen-presentation capability of medullary epithelial
cells by a mechanism still unknown. Very recent data have
confirmed the link between aire-driven regulation of tissue
specific expression in the thymus and the development
of a spontaneous autoimmune disease in mice. It was
shown that autoimmune eye disease in aire-deficient mice
develops as a result of loss of thymic expression of a single
eye antigen, interphotoreceptor retinoid-binding protein
(IRBP). In addition, lack of IRBP expression solely in the
thymus, even in the presence of aire expression, is suffi-
cient to trigger spontaneous eye-specific autoimmunity
(237).

Peripheral Tolerance

Many proteins, however, may not have access to the thy-
mus during development, and a significant proportion of
self-reactive T cells has been shown to escape negative se-
lection, which suggests that a mechanism must be able
to silence autoreactive T cells in the periphery. Bouneaud
et al. (238) studied a peptide-specific T cell repertoire in the
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presence and absence of the deleting ligand. The authors
used mice transgenic for the TCR-β chain of an anti-HY
T cell clone and compared the preimmune repertoire
reactive to the male-specific peptide in male and female an-
imals. Interestingly, their results showed that a large pro-
portion of CD8+ T cells specific for the male-specific pep-
tide persist in male animals, as detected by MHC/peptide
tetramer staining and functional assays. Of note, male
T cells (specific to the male peptide) that escape clonal
deletion do not react with the endogenous male peptide,
as predicted by the observation that the threshold of anti-
genic stimulation is lower for negative selection that for
activation of mature cells, but those cells are still capable
of functional reactivity with self-peptides when facing high
doses of antigen.

There is evidence that, besides their immunostimula-
tory functions, DCs may also maintain and regulate T cell
tolerance in the periphery. This control function may be
exerted by certain maturation stages, specialized subsets,
or cells influenced by immunomodulatory agents such as
IL-10.

Immature Dendritic Cells

In the periphery, immature DCs are specialized for anti-
gen capture but display weak stimulatory properties for
naı̈ve CD4+ and CD8+ T cells. Several observations (65,66)
show that immature DCs express MHC/peptide combina-
tions, albeit at low levels. On the basis of in vitro stud-
ies showing that TCR engagement in the absence of cos-
timulation may lead to anergy of T cell clones (239), it
was postulated that immature DCs may induce a state of
unresponsiveness in antigen-specific T lymphocytes. This
hypothesis would be in agreement with several observa-
tions: (a) Both immature and mature DCs are constantly
acquiring peptide cargo, although immature DCs clearly
display lower levels of antigen/MHC combinations; (b) im-
mature DCs are in close contact with T lymphocytes in lym-
phoid organs; and (c) immature DCs present self-antigens
(240).

Consistent with tolerogenic properties of DCs, several
reports suggest a major flux of tissue antigens via DCs
migrating to the lymph nodes. Huang et al. (90) have iden-
tified in rat a DC subset (OX41−) that constitutively trans-
ports apoptotic bodies derived from the intestinal epithe-
lium to T cell areas of mesenteric lymph nodes in vivo.
OX41− DCs are weak APCs despite expressing high levels
of B7 molecules and may play a role in inducing and main-
taining self-tolerance. In addition, rat intestinal lymph
contains another subset of OX41+ DCs that are strong
APCs but may not reach the T cell area in the absence of in-
flammation. Specific migratory DCs rapidly transport anti-
gen from the airways to the thoracic lymph nodes in base-
line conditions (89). These observations suggest that DC
internalize potential self-antigens from tissues and from

noninfectious environmental proteins. It is important to
note that exposure of DCs to primary tissue cells or apop-
totic cells do not induce their maturation (241). These ob-
servations led to the hypothesis (242) that immature DCs
phagocytose tissue cells undergoing normal cell turnover
by apoptosis, leading to unresponsiveness of self-reactive
T cells in the draining lymph node.

Hawiger et al. (243) examined the function of murine
DCs in the steady state, using as antigen delivery system
a monoclonal antibody to a DC-restricted endocytic re-
ceptor DEC-205. Targeting the antigen on DCs resulted in
transient antigen-specific T cell activation, followed by T
cell deletion and unresponsiveness. T cells initially acti-
vated by DCs in these conditions could not be reactivated
when the mice were challenged with the same antigen in
complete Freund’s adjuvant. In contrast, coinjection of the
DC-targeted antigen and anti-CD40 agonistic antibody re-
sulted in prolonged T cell activation and immunity. These
observations suggest that, in the steady state, the primary
function of DCs may be to maintain peripheral tolerance.
Consistently, an initial burst of CD8+ T cell proliferation
followed by deletion was observed when antigen was ex-
pressed as transgene in pancreatic β cells, in kidney prox-
imal tubular cells, and in the testes of male mice. The anti-
gen was shown to be presented not by pancreatic β cells,
but by bone marrow–derived APCs in the draining lymph
nodes (244). Similar results were obtained by Morgan
et al. (245), who further demonstrated a direct correlation
between the amounts of antigen expressed in the periph-
ery and the rate of tolerance of specific CD8+ T cells. An-
other study showed that administration of immature DCs
may prolong cardiac allograft survival in nonimmunosup-
pressed recipients (246). Probst et al. used an elegant sys-
tem to demonstrate that resting DCs induced peripheral
CD8+ T cell tolerance (247). Injection of double-transgenic
DIETER (DC-specific inducible expression of T cell epi-
topes by recombination) mice with tamoxifen induced the
presentation of three transgenic CTL epitopes by 5% of
all DCs. Of note, this presentation resulted in peripheral
tolerance if the DCs are resting and in protective immu-
nity if DCs are activated in vivo by coinjection of agonistic
CD40 antibodies. The authors further reported that CD8+

T cell tolerance depended on signaling via the costimula-
tory molecule PD-1 (248). Collectively, these observations
support the hypothesis that activation of T cells in a nonin-
flammatory environment, presumably by immature DCs,
could be part of a normal mechanism of peripheral toler-
ance.

In humans, Dhodapkar et al. (249) analyzed the im-
mune response induced after injection of immature DCs
pulsed with influenza matrix peptide and keyhole limpet
hemocyanin (KLH) in two healthy subjects. A decline in
matrix peptide–specific IFN-γ –producing T cells was ob-
served, whereas such cells were detected in both subjects
before immunization as expected, because most adults
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have been exposed to the influenza virus. Of note, the
decline in IFN-γ production was associated with the ap-
pearance of IL-10–producing cells specific for the same
antigen. KLH priming was much greater when mature
DCs were used and KLH-specific, IFN-γ –secreting cells
were detected. In vitro studies (250) have shown that
repetitive stimulation with immature human DCs induced
nonproliferating, IL-10–producing CD4+ T cells. These
T cells, in co-culture experiments, have been shown to
inhibit the antigen-driven proliferation of Th1 cells in
a contact- and dose-dependent but antigen-nonspecific
manner.

The Existence of Specialized Subsets
of Dendritic Cells

The existence of these cells, which would display tolero-
genic properties, is still a matter of speculation. Initial in
vitro studies by Suss and Shortman (251) demonstrated
that splenic CD8α– DCs induced a vigorous proliferative
response in CD4+ T cells, whereas CD8α+ DCs induced a
lesser response that was associated with T cell apoptosis.
The tolerogenic capacity of CD8α+ DCs was demonstrated
in vivo in one report, but the negative regulatory effect
appears restricted to tumor/self-peptide P815AB and was
not observed with other antigens (252). The potential role
of CD8α+ DCs in peripheral tolerance was challenged by
numerous reports showing that these DCs are the major
producers of IL-12 and induce the development of IFN-γ –
producing T cells in vivo (see earlier discussion).

There is evidence that DC subsets may display tolero-
genic functions. De Heer et al. have shown that lung plas-
macytoid DCs had an essential role in preventing asth-
matic reactions in mice (253). Depletion of pDCs during
inhalation of normally inert antigens led to cardinal fea-
tures of asthma, whereas adoptive transfer of plasmacy-
toid DCs before sensitization prevented disease. Recently,
plasmacytoid DCs were identified as phagocytic APCs es-
sential for tolerance to vascularized cardiac allografts in
mice (254). These cells acquire and process MHC class
II–derived donor allopeptide in allografts, migrate to pe-
ripheral lymph nodes across high endothelial venules, and
induce the peripheral development of CD4+CD25+FoxP3+

Treg. Depletion of plasmacytoid DCs or prevention of their
lymph node homing inhibited peripheral regulatory T cell
development. In humans, herpes virus–stimulated plasma-
cytoid DCs have been shown to induce allogeneic naı̈ve
CD4+ T cells to differentiate into cytotoxic regulatory T
cells that inhibit proliferation of coexisting naı̈ve CD4+

T cells (255). Similarly, human CD40−activated plasma-
cytoid DCs induce the differentiation of CD8 T cells into
IL-10–producing anergic CD8 T cells that suppress the al-
lospecific proliferation of naı̈ve CD8 T cells.

A recent report by Kaplan et al. (256) examined the func-
tional requirement of LCs in skin immunity and generated

mice with a constitutive and durable absence of epidermal
Langerhans cells. Unexpectedly, they found that Langer-
hans cells were dispensable for contact hypersensitivity
but regulated the response.

Powrie et al. (257) have identified a subpopulation of
DC at mucosal sites that expresses CD103 (the αE integrin)
and is crucial to allow CD4+ CD25+ Treg cells to dom-
inate and suppress the colitogenic effector cell response.
They showed that CD103+DCs, but not their CD103− coun-
terparts, promoted expression of the gut-homing receptor
CCR9 on T cells. Although the mechanism by which CD103
regulates the balance of effector and regulatory responses
in the intestine is still unknown, it may involve TGF-β,
which has been shown to induce CD103 on T cells (258).
A minor population of murine splenic CD19+ DCs (dis-
tinct from plasmacytoid DCs) appears to acquire potent
IDO-dependent T cell suppressive functions following CpG
oligonucleotide treatment (259).

A population of CD11clowCD45RBhigh DCs has been de-
scribed in the spleen and lymph node of normal mice,
which displays plasmacytoid morphology, secretes high
levels of IL-10 after activation, and induces tolerance
through the differentiation of Tr1 cells (260). Finally,
Svensson et al. (261) reported that spleen-derived stro-
mal cells promote the development of CD11cloCD45RB+

IL-10–producing regulatory DC from lineage-negative
c-kit+ progenitor cells. These DCs have the capacity to sup-
press T cell responses and induce IL-10–producing Treg.
Stromal cells from Leishmania donovani–infected mice
are more efficient in supporting their development, sug-
gesting that regulatory DCs may have an impact on the
outcome of parasitic disease.

Interleukin-10

IL-10 has been shown to suppress multiple activities of
the immune response. The immunosuppressive properties
of IL-10 on DCs are caused by a reduction in the up-
regulation of expression of class II MHC, costimulatory,
and adhesion molecules, as well as an inhibition of the
production of inflammatory cytokines (IL-1, IL-6, TNF-α,
and IL-12). Of note, IL-10 modulates the function of im-
mature DCs but has little effect on mature DCs (for review,
see Jonuleit et al. [262]). Human DCs generated from pe-
ripheral progenitors and exposed to IL-10 for the last 2
days of culture were shown to induce a state of antigen-
specific anergy in T cells (263). The tolerogenic properties
of these IL-10–treated DCs correlate with a reduced ex-
pression of class II MHC molecules, CD58 and CD86 co-
stimulatory molecules, and the DC-specific antigen CD83.
The role of IL-10–producing DCs has been illustrated in the
lung (264). Pulmonary DCs from mice exposed to respira-
tory antigen transiently produce IL-10 and induce antigen
unresponsiveness in recipient mice. Although they are phe-
notypically mature, these DCs stimulate the development
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of CD4+ T regulatory cells that also produce high amounts
of IL-10. Upon transfer, these pulmonary DCs induce anti-
gen unresponsiveness in recipient mice.

DENDRITIC CELLS AND REGULATORY
T CELLS

The mechanims responsible for peripheral T cell tolerance
can be divided into those acting directly on the responding
T cells, such as inactivation or deletion of specific T cells (T
cell intrinsic), and those that act through additional cells or
factors, such as regulatory T cells or suppressive cytokines
(T cell extrinsic).

Interest in Treg cells has exploded since the discovery
by Sakaguchi et al. of a minor population of CD4+ CD25+

T cells that plays a central role in the prevention of au-
toimmune reactions in vivo (for review see [265]). “Natural
Treg” develop in the thymus, are present in naı̈ve animals,
and their depletion causes the development of a spectrum
of autoimmune diseases.

By contrast, “adaptive or induced” Treg develop in pe-
ripheral lymphoid tissues under partcular conditions of
antigen stimulation. In particular, TGF-β seems to be in-
volved in the conversion of CD4+ CD25− T cells into CD4+

CD25+ FoxP3+ (317). Another factor is the mode of antigen
presentation: Regulatory T cell populations can be induced
in subimmunogenic conditions and expanded by delivery
of antigen in immunogenic conditions (266), suggesting
that a limited antigen dose and the delivery of antigen to
unactivated DC may be a strategy to develop adaptive Treg.

The role of CD8+ T cells as Treg cells is still poorly
documented. Of note, a few reports (267,268) have shown
that plasmacytoid DC could induce antigen-specific CD8+

IL-10–producing cells.
The respective role of thymic-derived versus peripher-

ally generated FoxP3+ Treg still needs to be established.
The molecular mechanism(s) underlying their suppres-
sive activity is (are) still elusive and may involve cell-
contact pathway, suppressor cytokines, or killing. A recent
report (269) suggests that mast cells are critical in Treg-
dependent allograft tolerance and would be recruited and
activated through IL-9, which is produced by all categories
of Treg cells, Therefore, Treg through the production of
IL-9, IL-10, and TGF-β may interact with cells of the in-
nate system (mast cells, macrophages, and DCs) leading to
inhibition of the immune responses.

Bidirectional Dendritic Cell-T Signaling:
Role of CD28 and CTLA-4

It is interesting that tolerogenic DCs not only display anti-
gens in a way that makes T cells tolerate that antigen,
but that the Treg cells can modulate DC function, so that
they are no longer able to alert the adaptive cells to dan-
ger. Grohmann et al. have identified a reverse signaling

through B7 molecules in tolerogenic DCs, which leads
to cytokine-dependent tryptophan catabolism. Thus, ex-
posure of DCs to CTLA-4-Ig in vitro and in vivo induces
IDO protein expression and promotes a tolerant state and
long-term allograft survival (137). Of note, Munn et al.
have identified the GCN2 kinase as a downstream medi-
ator for the immunoregulatory action of IDO in T cells
(270). GCN2 is a stress-response kinase that can be ac-
tivated by elevations in uncharged tRNA. In addition,
in vivo studies have demonstrated that regulatory T cells
can modify DCs to down-regulate expression of costim-
ulatory molecules (271,272). In particular, CD4+ CD25+

FoxP3+ T cells appear in the airway mucosa and re-
gional lymph nodes within 24 hours of initiation of aerosol
exposure and inhibit subsequent T helper–mediated up-
regulation of resident airway mucosal DC functions (272).

DENDRITIC CELLS AND B CELL ACTIVATION

Several observations have underscored the role of DCs in
the induction of humoral responses. Inaba et al. (273,274)
demonstrated that DCs were required for the development
of T cell–dependent antibody responses by murine and
human lymphocytes in vitro. Injection of syngeneic DCs,
which have been pulsed in vitro with soluble protein anti-
gen, induced a strong antibody response in mice that were
boosted with soluble antigen (169). Antigen-specific anti-
bodies of isotypes similar to the Ig classes produced after
immunization with the same antigen in complete Freund’s
adjuvant were detected in treated animals. In particular,
IgG1 and IgG2a antibodies were produced, which suggests
that Th1 and Th2 cells are activated and a memory re-
sponse was induced.

The classical view of DC function in antibody formation
was that these cells activate CD4+ T helper cells, which in
turn interact directly with B cells to provide help. However,
more recent findings have suggested a role for direct DC–B
cell interaction. CD40-activated DCs have been shown to
enhance both the proliferation and IgM secretion of CD40-
activated B lymphocytes (275) and to switch naı̈ve IgD+

cells to become IgA secretors in the presence of IL-10 (276).
Further, Grouard et al. (277) identified a population of

DCs capable of stimulating T cells in the germinal center.
This population of germinal center DCs is distinct from the
follicular DCs, which retain immune complexes and pro-
mote the activation and selection of high-affinity B cells.
Germinal center DCs express CD11c and CD4 and repre-
sent 0.5% to 1% of all germinal center cells in human ton-
sils, spleen, and lymph nodes. Germinal center DCs dis-
play much stronger T cell stimulatory function than do
germinal center B cells and were found in close associa-
tion with memory T cells in situ, which suggests that they
may maintain the germinal center reaction by sustaining
the activation state of germinal center memory T cells.
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DENDRITIC CELLS AND CELLS OF THE
INNATE SYSTEM

In addition to their major role in the induction or adapta-
tive immune responses, DCs appear to activate the innate
arm of antitumor immunity; that is, NK and NKT effector
cells.

NK cells participate in the innate response against
transformed cells in vivo (278). Murine DCs have been
shown to enhance proliferation, cytotoxicity properties,
and IFN-γ production by NK cells in vitro (279). Moreover,
in mice with class I MHC–negative tumors, DCs promote
NK-dependent antitumor effects in vivo. The activation de-
pends on direct DC–NK cell contact and on secreted factors
that include IL-12, IL-18, and possibly IL-15. In addition,
IL-2 released by DCs (115) could play a role in the activa-
tion of NK functions by DCs.

Gerosa et al. (46) analyzed the interaction between hu-
man peripheral blood NK cells and monocyte-derived DCs.
Fresh NK cells were activated, and their cytolytic activ-
ity was strongly augmented by contact with mature DCs.
Reciprocally, fresh NK cells cultured with immature DCs
strongly enhance DC maturation and IL-12 production.
A recent study shows, however, that immature NK cells
may suppress DC functions during the development of
leukemia in a mouse model (280).

NKT cells are TCRα/β+ CD4+ or CD4–CD8– T cells
that display distinctive phenotypic and functional prop-
erties (281–283). They can be distinguished from conven-
tional T cells by their expression of the NK cell locus-
encoded C-type lectin molecule NK1.1. Another hallmark
of murine NKT cells is their restricted TCR repertoire: The
great majority express an invariant TCR-α chain struc-
ture. NKT cells are relevant in innate antitumor immuno-
surveillance. Both mouse and human NKT cells rapidly
secrete cytokines associated with both Th1 (IFN-γ ) and
Th2 (IL-4) responses upon TCR engagement or stimulation
with the synthetic CD1d ligand, the α-galactosylceramide.
This ligand induces IL-12 production by DCs and IL-12 re-
ceptor expression on NKT cells, thereby activating NKT
cells for production of IFN-γ (284). Injection of the
α-galactosylceramide has been shown to stimulate the
full maturation of DCs in situ, by a mechanism de-
pendent on NKT cells, and to induce T helper CD4+

and CD8+ T cell immunity to a coadministered protein
(285).

Neutrophils are also able to communicate with DCs.
Neutrophils not only instantly kill pathogens when they
invade tissues, but they can also travel from the site of
infection to the nearest lymph node to directly or indi-
rectly present antigen. Neutrophils can induce DCs to ma-
ture and to produce IL-12, thereby favoring a Th1-type
response. Of note, DCs and neutrophils are found in close
proximity in the mucosa of patients with Crohn’s disease
(a Th1-type inflammation) (286).

DENDRITIC CELL–BASED
IMMUNOTHERAPY FOR CANCER

The first experimental evidence that lack of immunogenic-
ity could be caused by the tumor’s inability to activate the
immune system rather than the absence of tumor antigens
was provided by Boon and Kellerman in 1977 (287). This
observation was confirmed in various tumor models and
paved the way for a vaccination therapy of cancer.

As a complement to other less specific therapies, the
immunotherapy may be highly beneficial to tumor pa-
tients because it would ideally induce an antigen-specific,
widespread, long-term protection. DCs are currently under
active clinical investigation, mostly for their immunostim-
ulatory properties in cancer.

A large body of literature involves animal models
showing that DCs loaded with tumor-associated anti-
gens are able to induce a protective immune response,
even to established tumors. In mice, successful protec-
tion against a B cell lymphoma was achieved by immu-
nization with idiotype-pulsed splenic DCs (288). Naı̈ve
mice injected with bone marrow–derived DCs pulsed with
tumor-associated, class I–restricted peptides were pro-
tected against a subsequent lethal tumor challenge and
against preestablished C3 sarcoma cells or 3LL lung carci-
noma cells (289).

In addition, immunity has been induced against
unidentified antigens by injecting DCs pulsed with tumor
cell membranes, RNA from tumors, peptides eluted from
class I MHC molecules, or DC/tumor cell hybrids. The fu-
sion of DCs with tumor cells has been shown to generate
hybrid cells that display the functional properties of DCs
and present one or more tumor antigens. Administration
of hybrid cells prevents the growth of preimplanted tumor
cells in various models, induces long-lasting tumor resis-
tance in vivo (290–292), and can reverse unresponsiveness
to a tumor-associated antigen (293). Another strategy is
to expand DCs in vivo through administration of Fms-like
tyrosine kinase 3 (FLT-3) ligand, which results in mobiliza-
tion of DC precursors from the bone marrow and induction
of antitumor immunity. FLT-3 ligand and CD40L synergize
in the generation of immune response against two poorly
immunogenic tumors, leading to complete rejection in a
high proportion of mice and long-lasting protection (294).

Although animal studies provided the proof of princi-
ple for antigen-pulsed DC vaccination against cancer, this
approach is still in an early stage in humans, due to numer-
ous variables to be tested that are pertinent to DC function
and induction of innate and adaptive immune responses
against cancer.

The use of DCs as adjuvants for immunotherapy of can-
cer has been possible because of the discovery that DCs
might be generated from peripheral monocytes or CD34
bone marrow precursors, in the presence of certain cy-
tokines such as GM-CSF, IL-4, and TNF-α (295).
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DCs loaded with tumor antigens have been used in a
number of trials in humans (for review, see Fong and
Engelman [296] and Gunzer and Grabbe [297]). It was
initially demonstrated that DCs can be used to vaccinate
B cell lymphoma patients with the induction of antigen-
specific T cells, and clinical responses were achieved in
two of four patients (298). DCs were further used to treat
melanoma, prostate cancer, and bladder cancer (for re-
view, see Nestle [299]). Nestle et al. (300) injected the DC
preparation directly under ultrasound control in a normal
inguinal lymph node. KLH was added as a CD4 helper
antigen and immunological tracer molecule. DC vaccina-
tion induced delayed-type hypersensitivity reactivity to-
ward KLH in all 16 patients and toward peptide-pulsed
DCs in 11 patients. Objective clinical responses were ob-
tained in five patients. In another trial (301), injection
of mature monocyte-derived DCs, pulsed with a MAGE-3
peptide and a recall antigen, was shown to enhance circu-
lating MAGE-3–specific cytotoxic effectors in patients with
melanoma and lead to regression of individual metastases
in 6 of 11 patients. Antigen-specific immune response was
induced after intradermal injection but decreased after in-
travenous injection (301). In another study, Banchereau
et al. (302) used DCs derived from CD34+ cells that con-
sist of two phenotypically and functionally distinct popu-
lations: Langerhans cells and the interstitial/dermal DCs
(similar to those derived from blood monocytes). Patients
with metastatic melanoma received subcutaneous injec-
tions of CD34 progenitor–derived autologous DCs, pulsed
with peptides derived from four melanoma antigens, as
well as control antigens (influenza matrix peptide and
KLH). The long-term outcomes in vaccinated patients
showed that patients who have survived longer are those in
whom vaccination with CD34-DCs elicited T cell immunity
to at least two melanoma peptides (303).

It is still unclear whether the rates of tumor regression
are clearly different in the trials involving DCs from those
observed with other vaccine modalities. Of note, the anal-
ysis of the clonal diversity of CTL responses in patients
vaccinated with DCs pulsed with the HLA-A1–restricted
MAGE-3 peptide showed that several CTL clones were
amplified (304). This polyclonality contrasts with the mon-
oclonality of the CTL responses observed in patients vac-
cinated with MAGE-3.A1 peptide or with ALVAC recombi-
nant virus coding for this antigenic peptide.

A critical aspect of immunotherapy is the identifica-
tion of immunologic markers that will permit prediction
of clinical efficacy. The analysis of immune responses in
melanoma patients vaccinated with antigens encoded by
MAGE genes revealed a possible involvement of T cells
directed against tumor antigens other than the vaccine
antigen (305,306). T. Boon, P. Coulie, et al. found a low
frequency of antivaccine T cells and a high frequency of
antitumor CTLs with high enrichment in regressing metas-
tases, suggesting that the antivaccine CTLs are not the ef-
fectors that kill the tumor cells, but that their interaction

with the tumor induces activation of competent tumor-
specific CTL.

Although promising, DC vaccination is in an early stage,
and several parameters that may be critical for the im-
munological and clinical outcome need to be defined: the
DC type, antigen loading, site of injection, DC dosage, and
frequency of injections. Labeling studies with radioactive
tracers have demonstrated significant differences in the
distribution of DCs administered by different routes, al-
though only a minor fraction of the injected DCs can be
recovered in the draining lymph nodes in mouse and hu-
man experiments (307,308). A more direct and less la-
borious strategy would be to target antigens in vivo via
specific surface receptors. DEC-205 and DC-SIGN (DC-
specific intercellular adhesion molecule 3-grabbing non-
integrin) were identified as target molecules. Steinman,
Nussenzweig, et al. found that proteins delivered to DCs
by antibodies to DEC-205 receptor in combination with a
maturation stimulus were higly effective in inducing cel-
lular (59) and humoral (309) immune responses. Figdor
et al. developed a humanized antibody directed against
the C-type lectin DC-SIGN, which was crosslinked to an
antigen. They demonstrated delivery of antigen to DCs via
DC-SIGN, resulting in naı̈ve as well as recall responses by
T cells (309). Steinman et al. introduced the HIV p24 gag
protein into a mAb that targets DEC-205 and assessed
the processing of noreplicating internalized antigens onto
MHC class I (cross-presentation) for recognition by CD8+

T cells (79). They found that αDEC205-gag stimulated pro-
liferation and IFN-γ production by CD8+ T cells isolated
from blood of HIV-infected donors. αDEC205 was found
more effective than αDEC209/DC-SIGN.

There is clear evidence that, although immunity can be
induced in cancer patients, mechanisms may exist that im-
pair effective tumor rejection. Suppressive cell populations
have been described and include myeloid suppressor cells,
natural or induced regulatory T cells, NKT cells, etc. There-
fore, novel therapeutic approaches are envisaged that
combine vaccination and treatment(s) to overcome tol-
erance.

“Killer” Dendritic Cells
Two recent reports have identified a novel subset of cells

coexpressing DC and NK cell markers, which kills tumor
cells through a predominantly TRAIL-dependent pathway
(310). The infiltration of activated NK/DCs into the tumor
mass was induced by a combination of IL-2 and Gleevec
(imatinib mesylate), and the NK/DCs recognize and kill
tumor cells in vitro and in vivo. These cells produce sub-
stantial amounts of IFN-γ and were termed interferon-
producing killer DCs (IKDC). There is evidence that their
cytolytic capacity is inversely regulated with their antigen-
presenting activity (311), suggesting that these cells pro-
vide a link between innate and adaptive immunity. It is still
unclear whether a human equivalent exists and whether
immunosurveillance is a normal function of IKDC (i.e, in
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mice not treated with Gleevec and IL-2). Further studies
are needed to determine whether the IKDC are indeed a
form of antigen-presenting DC or a form of NK cell.

DENDRITIC CELLS AND THE
DEVELOPMENT AUTOIMMUNITY

An interesting question is whether cells of the dendritic
family are implicated in the onset and the pathogenesis of
autoimmune diseases. Indeed, these cells produce inflam-
matory cytokines, play a key role in immunity and periph-
eral tolerance, and express TLRS, which appear to have an
important role in triggering disease onset in experimental
models of arthritis, multiple sclerosis, and diabetes (for
review see [312]).

Nonobese Diabetic Mouse Model
Studies of autoimmune diabetes are facilitated by

mouse models such as nonobese diabetic (NOD) mice,
which develop diabetes spontaneously. This disease is
biphasic: in the first stage, named insulitis, the islets are
invaded by DCs, macrophages, and B and T cells, but this
is followed by a benign interlude. Progression to diabetes
occurs only at a second stage, when the islet infiltrate con-
verts to a destructive process, resulting in destruction of β

cells, and eventually loss of insulin and glucose homeosta-
sis. There is evidence that CD4+ or CD8+ T cells, specific
for β cell epitopes in the context of self-MHC, are first sen-
sitized in pancreatic lymph nodes at 15 days of age. Turley
et al. have tested whether changes in APCs may underlie
the initiation of antigen exposure. Interestingly, they found
that the stimulus initiating insulitis was a ripple of β cell
death that occurs physiologically and that the APC that fer-
ries β cell debris from the pancreas to the draining lymph
nodes is a DC of CD11b+CD8α− phenotype (313).

The reason why this sequence of events leads to immu-
nity and not tolerance (as apoptotic cells are considered
as tolerogenic) is still unknown, but could involve the loss
of the balance between effector and regulatory T cells. Of
note, a recent report (314) visualized islet-specific regula-
tory T cells and helper T cells in vivo in the lymph nodes of
NOD mice. It was found that regulatory T cells can dampen
the stability of T helper–DC interactions, possibly prevent-
ing T helper cells from receiving optimal activation signals
from DCs.

Recent studies have shown that DCs are active APCs for
expanding natural Treg, as well as differentiating or induc-
ing Treg from Foxp3 and CD25 negative, CD4+ precursors.
These treg exhibit efficacy in treating recent onset diabetes
in NOD mice (315).

Human Diseases
There is some evidence that DCs may also play a role in

the induction of autoimmune diseases in humans. Jego
et al. (316) underscored the role of two DC subsets in

patients suffering from systemic lupus erythematosus.
They found that the sustained overproduction of IFN-α
produced by plasmacytoid DCs, contributes to periph-
eral tolerance breakdown through the activation of im-
mature conventional DCs, leading to expansion of au-
toreactive B cells and sensitization of cytotoxic CD8+ T
cells. Plasmacytoid DCs were also found to massively in-
filtrate the skin of psoriatic patients and become acti-
vated to produce IFN-I during disease formation. Howard
et al. have shown that two retinal antigens, S-antigen and
interphotoreceptor retinoid-binding protein, which are as-
sociated with uveitis, can attract immature DCs and lym-
phocytes, suggesting that DCs may be involved in the
early steps of autoimmune uveitis (317). Similarly, the
autoantigen PR3, which is involved in the pathogenesis
of autoimmune-mediated vasculitis in Wegener granulo-
matosis, is increased in the extracellular space and in-
duces phenotypic and functional maturation of a fraction
of blood monocyte–derived iDCs, leading to increased ex-
pression of interferon-γ (IFN-γ ), which favors the devel-
opment of a granulomatous inflammation. Of note, PR3-
maturated DCs derived from WG patients induce a higher
IFN-γ response of PR3-specific CD4+ T cells compared
with healthy controls (318).

CONCLUSION

DCs perform several tasks with high efficiency. They
present the antigenic sample at the time of danger through
evolutionary conserved pattern-recognition systems and
sensitize lymphocytes specific for these dangerous anti-
gens. They also seem to play an active role in central
and peripheral tolerance by silencing autoreactive T cells
generated by the stochastic recombination of the T cell
variable pattern-recognition receptors. There is indeed ev-
idence that DCs constitutively present self-antigens and
that tolerogenic DCs that directly or indirectly prevent
the activation of T cells specific to self may exist. Reg-
ulatory DCs may also control and dampen immune re-
sponses to foreign antigens to avoid excessive inflam-
matory responses that are deleterious to the organism.
This dual role—ensuring tissue integrity through acti-
vation of adaptive reactions and maintenance of privi-
leged microenvironment—seems to be a general feature
of innate cells, as illustrated for mast cells (269), and
macrophages.

The immune system is confronted with the difficult task
of combining the detection of potential pathogens in the
periphery with the ability of adequately instructing cells
of the adaptative immune system often located in lym-
phoid organs distant from the infection site. In general,
when distant cells of a multicellular organism must com-
municate with one another, they secrete chemicals (hor-
mones) that travel in the bloodstream to reach their target
cells (endocrine communication). The immune system has
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developed a unique form of cell–cell communication, im-
plying the migration of DCs carrying the biological infor-
mation gathered at the site of infection (signals 1, 2, and
3) to the lymphoid organ, where they establish immuno-
logical synapses with lymphoid cells, exchanging informa-
tion through locally secreted (paracrine communication)
or membrane-bound molecules. This unique form of cell
communication (which may be referred to as motocrine
communication), combines long-distance communication
between the periphery and the lymphoid organs, with the
confidentiality and specificity of a short-range synapse.
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GENERAL DESCRIPTION

Natural killer (NK) cells were initially described as such
because they spontaneously kill certain tumor targets
(1,2,3,4). Morphologically, NK cells are typically large lym-
phocytes containing azurophilic granules (5). However, the
large granular lymphocyte (LGL) morphology is not in-
variably associated with NK cells because small, agranular
lymphocytes may display natural killing (6) and activated
cytotoxic T lymphocytes (CTLs) can display this morphol-
ogy (7). Indeed, human LGL leukemias are now recognized
to contain NK and T cell variants (8).

Recent studies have provided strong evidence that NK
cells belong to the lymphocyte lineage (discussed in de-
tail later). Although NK cells express B220 (CD45R) that

is often used as a B cell–specific marker indicating that
CD19 rather than B220 is more reliable to distinguish B
cells from NK cells (9), NK cells more closely resemble T
cells than B cells. Indeed, before the molecular description
of the T cell receptor/CD3 (TCR/CD3) complex, NK cells
were frequently confused with T cells. Thus, it is useful to
compare and contrast these two lymphocyte populations
as well as consider another enigmatic cell termed “lym-
phokine activated killer” (LAK) cell.

NK Cells versus T Cells

NK cells are most often confused with T cells because they
may have similar morphologies, express several cell sur-
face molecules in common (10,11), and share functional
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capabilities, including responses to target cells, such as
cytotoxicity and cytokine production (described in greater
detail later). However, mature NK cells are clearly not T
cells by several criteria (12). NK cells do not require a
thymus for development and are normal in athymic nude
mice. NK cells do not express the TCR on the cell sur-
face, do not produce mature transcripts for TCR chains,
and do not rearrange TCR genes (13,14). Mice with the
scid mutation or deficiencies in Rag1 or Rag2 lack TCR
gene rearrangements and mature T cells but possess NK
cells with apparently normal function (15,16,17,18). Sev-
eral CD3 components may be found in the cytoplasm of
NK cells, particularly immature NK cells, but they are not
displayed on the cell surface (19), with the exception of
CD3ζ . But CD3ζ is expressed in association with Fcγ RIII
(CD16) and other NK cell activation receptors instead of
the TCR/CD3 complex (20,21). Whereas mice lacking CD3ζ

lack most T cells, NK cell number and function are mini-
mally affected (22). However, NK cells are completely ab-
sent in mice with only partial defects in T cell subsets,
such as in mice lacking components of the IL-15R (dis-
cussed later). Finally, in an important functional distinc-
tion from CD8+ major histocompatibility complex (MHC)
I–restricted T cells, NK cells do not require the presence of
MHC class I molecules on their targets for lysis. Instead,
NK cells kill more efficiently when their targets lack MHC-I
expression. Thus, NK cells can be clearly distinguished
from T cells.

NK Cells and LAK Cells

Another area of overlap between NK and T cells con-
cerns responses to high concentrations of IL-2 (800 U/mL
to 1,000 U/mL) that induce robust lymphocyte prolifera-
tion in vitro (i.e., generation of LAK cells) (23–25,26). Al-
though most are CD3− NK cells, TCR/CD3+ T cells are
also found. To distinguish NK cells within this popula-
tion, they are sometimes called “CD3− LAK” cells or “IL-2-
activated NK cells.” In a related phenomenon, NK cells
are activated when mice are injected with polyinosinic-
polycytidylic acid (poly I:C) or other agents that trigger
through Toll-like receptors (TLRs), often on plasmacytoid
dendritic cells (pDCs) (27). NK cells can also be activated
in vitro with IFNα/β, IFNγ or low concentrations of IL-2
that are insufficient to induce proliferation (3,4,28). NK
cells activated in these various ways display enhanced
killing of typical NK-sensitive targets.

Activated NK cells also kill a broader panel of targets,
including those that are generally resistant to freshly iso-
lated NK cells, such as the murine P815 mastocytoma cells,
and freshly explanted tumors. Many agents that enhance
killing by NK cells may also activate T cells, such that even
T cell clones may display promiscuous killing of targets
that is no longer MHC-restricted (29). This phenomenon

was a source of confusion between NK cells and T cells
during the initial characterization of both cell types.

Why IL-2-activated NK or T cells display enhanced
killing is not completely understood. Cytokines enhance
expression of perforin and granzymes that presumably
contribute to more lytic capacity (30). The activated cells
express additional receptors that may deliver stimulatory
signals (31,32), but their contribution to the LAK phe-
nomenon is as yet unclear. Recent studies implicate a
receptor termed NKG2D (discussed later), although how
much this applies to conventional NK cells is not under-
stood (33). Enhanced killing may also be due to adhe-
sion molecules on targets and their appropriate counter-
receptors on the effector cells (34,35).

It seems unlikely that high concentrations of IL-2 can
be achieved, even locally, to stimulate NK cells in vivo.
Further, NK cells tend to be early responders in immune
responses, whereas the prime reservoir of IL-2 is the ac-
tivated T cell that produces it somewhat later. Although
recent studies suggest that dendritic cells (DCs) can pro-
duce IL-2 to enhance NK lytic activity (36), whether such
IL-2 concentrations is sufficient to generate LAK cells is
unclear. Interestingly, NK cells are apparently normal in
mice with a targeted mutation in the IL-2 gene or the IL-
2Rα chain (37,38), indicating that IL-2 itself is not required
for normal NK cell development.

Paradoxically, NK cells are deficient in mice with a mu-
tation in either IL-2Rβ or IL-2Rγ (39,40,41). In brief, the
high-affinity IL-2 receptor (IL-2R) is a heterotrimeric re-
ceptor complex comprised of α (p55), β (p75), and γ (p64)
chains (42). Although individual components may bind
IL-2 with low affinity, only the intermediate-affinity βγ

receptor (Kd ∼1nM) and the high-affinity αβγ receptor
(Kd ∼10 pM) are capable of signaling. Resting NK cells
constitutively express IL-2Rβγ (42,43) and, upon activa-
tion, may induce α and further up-regulate γ chain ex-
pression (42). In contrast, resting T cells generally do not
express any functional IL-2 receptors, and most naı̈ve T
cells do not respond to high concentrations of IL-2 (44).

The discrepancy in NK cell dependence on IL-2 versus
IL-2R may be best understood when considering that the
IL-2Rγ chain is also termed the common γ subunit (γ c)
because it is a required component of the multimeric re-
ceptor complexes for other cytokines, including IL-4, IL-7,
IL-9, IL-15, and IL-21 (45), with IL-15 having special rel-
evance to NK cells. IL-15 does not bind to IL-2Rα but
instead utilizes a unique IL-15Rα chain to form a high-
affinity complex with IL-2Rβγ (46,47). The IL-15Rα chain
does not directly signal. Its distribution is widespread on
numerous cell and tissue lineages, including NK cells. IL-
15 is required for NK cell development and also has anti-
apoptotic effects on NK cells (48–50). Interestingly, IL-
15 is expressed at very low levels and is difficult to detect
in vivo (51). The IL-15Rα chain can present IL-15 in trans
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to NK cells that can respond through IL-2/15Rβγ (52).
For example, IL-15Rα–deficient NK cells develop in bone
marrow (BM) chimeric mice in which IL-15Rα–deficient
BM was used to reconstitute IL-15Rα–sufficient animals
(53). It remains to be established whether trans presenta-
tion of IL-15 is physiologically important to NK cell func-
tion. When NK cells are transferred to NK cell–deficient
mice, there is “homeostatic” proliferation (54,55), akin to
T cell homeostatic proliferation (56). Like memory CD8+ T
cell homeostasis, NK cell homeostasis is IL-15-dependent
(54,55), to a more or less degree (57), consistent with the
role of IL-15 as a proliferative and anti-apoptotic factor
(50). Finally, LAK cells can be generated with IL-15 (58).
These studies strongly suggest that LAK cells are gener-
ated because high-dose IL-2 acts through the IL-2Rβγ that
is expressed with IL-15Rα as components of the consti-
tutively expressed IL-15 receptor complex on resting NK
cells. Thus, the LAK cell phenomenon has helped illustrate
the importance of IL-15 and its receptor in NK cell biology.

SELECTIVE NK CELL SURFACE MARKERS

The constitutive expression on NK cells of IL-15R complex
with IL-2Rβ has practical usefulness because anti–IL-2Rβ

(CD122) is sometimes used to identify naı̈ve CD3− NK cells
or deplete them in mice (59). (Anti–IL-15Rα antibodies are
not widely available at this time.) Other markers have also
proven to be useful for analysis of NK cells.

The NK1.1 molecule is especially important as a marker
on mouse NK cells in C57BL strains (12). NK1.1 is encoded
by Nkrp1c (60), a member of the Nkrp1 gene family (dis-
cussed later). In FACS sorting experiments, the NK1.1+

fraction contained all of the natural killing activity in the
spleen (61). In vivo administration of the anti–NK1.1 mAb
PK136 (62) abrogated natural killing but did not affect
adaptive immune responses (63). (mAb PK136 is avail-
able from the American Type Culture Collection [ATCC],
Manassas, VA [HB-191] and is an IgG2a isotype [ATCC,
and data not shown], not IgG2b as originally described
[62].) Unfortunately, mAb PK136 recognizes an epitope on
NK1.1 that is confined to C57BL/6, C57BL/10, and a few
other strains (62). Moreover, in Swiss.NIH and SJL/J mice,
mAb PK136 recognizes another NKRP1 family member,
NKRP1B (64,65). However there are now available NK1.1+

congenic strains, such as BALB.B6-Cmv1r (catalogued as
C.B6-Klra8C mv1−r/UwaJ, stock number 002936 at The Jack-
son Laboratory, Bar Harbor, ME) in which the C57BL/6
allele of NK1.1 has been genetically bred onto the BALB/c
background which otherwise lacks the NK1.1 epitope.

A subpopulation of T cells expresses NK1.1 (66). These
so-called NKT cells express the TCR/CD3 complex and typ-
ically are restricted by the nonclassical MHC-I molecule,
CD1, which presents glycolipid antigens to NKT cells. NKT

cells respond early during the course of an immune re-
sponse and may potently activate conventional NK cells
(67). NKT cells are described in detail in Chapter 17; they
can be distinguished from conventional NK cells by ex-
pression of TCR/CD3 complex (i.e., conventional NK cells
are NK1.1+ CD3−).

The mAb DX5 recognizes a molecule that is coexpressed
on most NK1.1+ CD3− cells and on small populations of
splenocytes in NK1.1− strains, consistent with identifica-
tion of NK cells in all strains. However, mAb DX5 recog-
nizes the α2 integrin that is widely expressed on other
leukocytes, not just NK cells (68,69), and its expression
is regulated (70). Nevertheless, the DX5 mAb is helpful in
identifying NK cells, especially in mouse strains that do
not express the NK1.1 epitope, especially when coupled
with other nonpolymorphic markers, such as NKG2D or
CD122.

The glycolipid determinant asialo-GM1 is expressed by
most if not all murine NK cells and a subpopulation of
T cells (71–73). Although the functional significance of
this molecule is unknown, polyclonal rabbit anti–asialo-
GM1 (Wako Chemicals USA, Richmond, VA) has been used
to effectively deplete NK cells. In more recent studies,
the anti–NK1.1 mAb PK136 has become the reagent of
choice for NK cell depletion because of an available de-
fined mAb and its more restricted reactivity with NK cells
(12,61,62,63). However, anti–asialo-GM1 remains useful
when mAb PK136 cannot be used due to absence of the
NK1.1 allele (62).

Human NK cells selectively express CD56. Although it
is also found on neural tissues and some tumors, CD56
is generally not expressed by other hematopoietic cells or
lymphocytes (74,75,76). This 140 kDa molecule is derived
from alternative splicing of the gene encoding neural cell
adhesion molecule (NCAM) involved in nervous system de-
velopment and cell–cell interactions (77,78). CD56 may be
involved in adhesion between NK cells and their targets
(79), but this function is controversial. Curiously, mouse
CD56 is not expressed on hematopoietic cells (80), suggest-
ing that its functional role on NK cells is not conserved.
Nevertheless, CD56 is particularly useful as a pan-NK cell
marker in humans.

Recent data suggest that human NK cells can be
functionally divided according to the level of CD56 ex-
pressed (75,81). Most human peripheral blood NK cells
are CD56dim, a phenotype associated with more cytotoxi-
city and less cytokine production than a smaller subset of
NK cells that express CD56 at higher levels (CD56bright).
These cells also tend to differentially express receptors in-
volved in target recognition as well as CD16. The CD56bright

cells may undergo a different maturation process than the
CD56dim subpopulation (82).

Additional specific markers on NK cells are more thor-
oughly discussed later under the general topic of NK cell
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receptors because they are molecularly defined and their
ligands are known.

A MOLECULAR DEFINITION OF NK CELLS?

A precise molecular definition of NK cells has been elu-
sive. There are no known molecules that are exclusively
expressed on NK cells and are responsible for critical func-
tions only displayed by NK cells. The NK cell is therefore
still defined by function to the exclusion of other cells, a
concept first articulated 20 years ago (12).

The defining functional feature of NK cells remains
their intrinsic ability to perform natural killing—that is,
they spontaneously lyse certain tumor cells in a perforin-
dependent manner. Unlike other lymphocytes, NK cells do
not express surface immunoglobulin (Ig) or the TCR/CD3
complex and generally do not require MHC-I expression on
targets for lysis. Therefore, a current working definition is
that an NK cell is a sIg−, TCR/CD3− lymphocyte that can
mediate perforin-dependent natural killing against targets
that may lack MHC-I expression.

It is noteworthy that T cells were historically defined by
an awkward functional definition (thymus-derived, sIg−

lymphocytes responsible for cell mediated immunity) (83).
With the molecular definition of the TCR and coexpressed
CD3 molecules, immunologists can now define a T cell as a
cell expressing the TCR/CD3 complex (84). The availability
of molecular probes and mAbs directed against this com-
plex provides precise definition even in pathologic tissue
sections, without the need for functional analysis (cell me-
diated immunity, thymus dependence). Similarly, a molec-
ular definition should permit unequivocal identification of
NK cells to define their role in normal immune responses
and pathologic settings.

Presumably such a definition will require further knowl-
edge of the molecular basis for NK cell function, such as
the receptors involved in natural killing. On the other hand,
one difficulty is that the function that is most attributed to
NK cells, natural killing, can be displayed by other cells,
such as cytokine-treated T cells. Moreover, NK cells can
utilize more than one receptor for target recognition, and
individual NK cells can simultaneously express several of
these receptors. Thus, there is, as yet, no consensus on the
elusive “NK cell receptor” analogous to the TCR.

Meanwhile, most investigators consider the following
phenotypes to be surrogate markers of bona fide NK
cells. Mouse NK cells are typically NK1.1+ (in appropriate
strains), Fcγ RIII+ (CD16), CD122+, and CD3−. Human
NK cells are generally CD56+ and CD3−. Note that these
markers are generally correlated with cells having natu-
ral killing capacity, but the markers themselves are not re-
quired for target recognition. Nevertheless, these markers
have helped shape our current concepts of NK cell biology
and elaborate their effector functions.

EFFECTOR FUNCTIONS OF NK CELLS

Cytotoxicity

“Natural killing” does not require prior host exposure to
the target cells and is mediated by granule exocytosis.
Like CTLs, NK cells possess preformed cytoplasmic gran-
ules that resemble secretory lysosomes with properties of
both secretory granules and lysosomes (85). Granule for-
mation is affected by Lyst, the molecule defective in beige
(bg) mice and humans with Chediak-Higashi syndrome
(86,87). The granules contain perforin and granzymes
(granule enzymes). Perforin, a pore-forming protein, is
rendered inactive by association with calreticulin and ser-
glycin, and is activated by a cysteine protease (reviewed
in [88]). Granzymes are first produced as inactive pro-
enzymes that are activated by N-terminal cleavage by
dipeptidyl peptidase I (DPPI), also known as cathepsin C.
However, granzymes are rendered inactive by the acidic
pH of the granules. Upon activation by a sensitive tar-
get, NK and T cells are triggered to polarize the granules
and reposition the microtubule organizing center (MTOC)
and Golgi apparatus toward the target (89,90). By a pro-
cess requiring Rab27a, a GTPase in the Ras superfamily,
the granule membrane ultimately fuses with the plasma
membrane and externalizes, releasing granule contents.
Ca++-dependent polymerization of perforin results in “per-
foration” of the target cell plasma membrane, leading to
apoptosis. This exocytic process can be initiated by spe-
cific activation receptors for target cell ligands and is
blocked by inhibitory receptors (described in more detail
later).

Human T and NK cells also express another pore-
forming molecule, granulysin, that is related to a family
of saposin-like proteins that includes NK-lysin, found in
porcine T and NK cells (91). Based on crystallographic
studies, these molecules appear to be active against bac-
teria, fungi, and tumor cells by charge association with
target membranes and subsequent disruption, leading to
target cell lysis (92). Granulysin, however, is not expressed
in mouse cytotoxic lymphocytes.

Natural killing was first assessed with a simple in vitro
assay for target membrane integrity that is still used to-
day, the standard 51Cr-release assay (93). The prototypi-
cal NK-sensitive tumor target for mouse NK cells is YAC-1
(TIB-160 from ATCC), a thymoma derived from Moloney
virus–infected A strain mice, whereas the standard human
target is K-562 (CCL-243 from ATCC), an erythroleukemic
cell line derived from a human patient with chronic myel-
ogenous leukemia in blast crisis (94). Although a small
amount of label is released spontaneously, much larger
amounts are released into the supernatant when mem-
brane integrity is disrupted during the killing process. In
most experiments, the data are represented according to
a standard formula that takes into account spontaneous
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and maximal release of 51Cr from labeled targets. Varying
numbers of effector cells are often used as indicated by
effector-to-target (E:T) ratios. Maximal killing by enriched,
activated NK cells usually occurs with E:T ratios of <10:1,
whereas unfractionated, freshly isolated peripheral blood
or splenocyte preparations usually require E:T ratios of
>100:1. Even at high E:T ratios, not all targets are killed,
with % specific cytotoxicity typically ranging from ∼10%
with fresh NK cells to ∼80% with activated NK cells. Note
that perforin-dependent leakage of 51Cr is mostly complete
at about one hour; 4-hour assays are standard. Longer pe-
riods may assess other apoptotic processes, such as Fas-
induced apoptosis.

While 51Cr-release is still the standard assay, there
are also numerous nonradioactive tests for perforin-
dependent killing, including release of intracellular en-
zymes or use of fluorochromes for target labeling (95–97).
The release of granule components, including granzymes,
into the supernatant can be determined by conver-
sion of an appropriate substrate, such as granzyme
A–mediated cleavage of alpha-N-benzyloxy-carbonyl-L-
lysinethiobenzyl ester (BLT) (also known as BLT-esterase
activity) (98). New assays have been developed that ex-
ploit the association of cytotoxic granules with lysosomal-
associated membrane protein-1 (LAMP-1, CD107a) on
the luminal side. During granule exocytosis, the gran-
ule fuses with the plasma membrane, resulting in ex-
ternalization of the granule membrane and exposing
CD107a on the surface as an indicator of NK cell ac-
tivation (99,100,101). By contrast to other assays, the
CD107a assay provides the opportunity for measuring in-
dividual NK cell responses, isolating triggered NK cells
(102), and possibly simultaneously assessing other NK cell
functions.

Activated NK cells and CTLs also induce perforin-
independent target cell killing by expressing Fas ligand
(TNF superfamily 6, TNFSF6) that binds Fas (TNF recep-
tor SF 6, TNFRSF6) on the target, triggering apoptosis
(103–108). Similarly, other tumor necrosis factor (TNF)
superfamily members, such as TNF-related apoptosis-
inducing ligand (TRAIL, TNFSF10), can be involved in re-
lated processes (109). However, mice deficient in TNF fam-
ily members or their receptors may manifest significant
alterations in lymphoid organogenesis and splenic archi-
tecture, and NK cell number and function (110–112), such
that the relative contributions of these pathways to NK
cell function are incompletely understood. On the other
hand, NK cells from mice deficient in perforin, granzymes,
or molecules involved in granule formation or exocytosis
(Lyst, Rab27a) demonstrate profound defects in natural
killing in vitro (113,114,115). Similar defects have been
found with NK cells derived from patients lacking these
components (116). Thus, the available data strongly sug-
gest that granule exocytosis is the predominant mecha-
nism for natural killing.

Cytokine Production

When exposed to NK-sensitive targets or cross-linking
of receptors, NK cells also produce cytokines, including
interferon-γ (IFNγ ), TNF-α, and granulocyte-macrophage
colony stimulating factor (GM-CSF) (117,118,119). They
can also be similarly triggered to produce chemokines,
such as RANTES, lymphotactin, MIP-1α and MIP-1β

(120). NK cells also produce a similar repertoire of cy-
tokines in response to other cytokines. For example, in
response to IL-12, NK cells produce IFNγ (121). Similarly,
NK cells respond to type I IFNs (IFNαβ), which are gener-
ated by in vivo administration of poly-I:C and other TLR
ligands. Cytokine-stimulated responses tend to be indepen-
dent of expression of target recognition receptors such that
they may obscure detection of specific activation in vivo
(120).

In immune responses, NK cell production of cytokines
should occur relatively early and may thereby influence the
subsequent adaptive immune response. Moreover, their re-
sponses to cytokines are regulated by complex interacting
pathways (122). A more in-depth description of NK cell
cytokine responses and production is discussed in the up-
coming sections on NK cell responses during infections
and interactions with DCs.

NK CELL RECOGNITION OF TARGETS

Intense interest in the past two decades devoted to de-
lineation of the receptors responsible for target recogni-
tion and activation yielded several surprises. In contrast
to CTL recognition: 1) The NK cell receptors are germline-
encoded, and the receptors are not strictly “clonotypic”
as defined in terms of clonotypic TCRs (unique receptor
only expressed by the rare effector clone and its progeny.)
2) Individual NK cells express both inhibitory and acti-
vation receptors for target recognition and often simulta-
neously express several different receptors of each type.
3) The receptors are often promiscuous and frequently
have overlapping specificities. 4) NK cell receptors specifi-
cally bind MHC-I molecules, but they are functionally and
structurally distinct from other receptors that bind MHC-I
(i.e., TCR and CD8). In the following sections, we will dis-
cuss NK cell receptors involved in target recognition by
first considering the relationship between target suscepti-
bility to natural killing and expression of MHC-I.

Target Cell MHC-I and NK Cells: The
“Missing-Self” Hypothesis

Whereas initial studies suggested that natural killing was
“MHC-unrestricted” (12), substantial progress in under-
standing NK cell recognition began with ascertaining the
role of MHC-I molecules in natural killing (Figure 16.1).
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FIGURE 16.1 MHC-I expression on targets is inversely related
to natural killing. Targets expressing MHC-I are more resistant to
lysis by NK cells than targets lacking MHC-I expression, such as
following viral infection. This is the exact opposite of the require-
ments for MHC-I–restricted CTLs that recognize foreign peptides
presented by MHC-I. As depicted, viruses may evade T cells by
down-regulating MHC-I, but infected cells should then become
more susceptible to NK cells.

Kärre and colleagues discovered that MHC-I–deficient tu-
mors remained susceptible to in vivo rejection, appar-
ently by NK cells (123). Conversely, target cell expres-
sion of MHC-I molecules appeared to have a protective
effect against NK cell–mediated lysis in vitro. A number of
methods, such as IFNγ treatment, to upregulate MHC-I
correlated with target protection, but other effects could
not be excluded (124). There was significant variability
in capacity of specific MHC-I molecules to protect targets
(125,126), in vitro culture conditions could influence NK
cell specificities (127), and the specificities of individual
human NK cell clones were not easily assignable to spe-
cific MHC-I alleles (128). Thus, the MHC-I effect on natural
killing was controversial for some time.

Several groups, however, observed that MHC-I–
expressing parental targets were resistant to natural
killing, whereas mutants selected for absence of MHC-I
expression became susceptible (Figure 16.1). The parental
(resistant) phenotype could be restored by reconstitu-
tion of MHC-I expression by transfected expression of
molecules to correct the defect, such as β2-microglobulin
(β2m) (129) or transporter associated with processing
(TAP) (130,131). Studies utilizing mice with a targeted
mutation in the β2m gene added substantial support to
the MHC-I protective effect, because normal expression
of MHC-I heavy chains requires β2m (132,133). β2m-
deficient lymphoblasts were susceptible to lysis by normal
NK cells. Moreover, β2m−/− BM transplanted into oth-
erwise syngeneic normal hosts was rejected by recipient
NK cells (133,134). These results resembled hybrid resis-
tance, whereby NK cells in irradiated F1 hybrid mice reject
parental BM transplants (135). Hybrid resistance is regu-
lated by parental determinants that are genetically linked
to the MHC-I region, H-2D (136). Thus, in several dis-
tinct NK cell recognition systems, the target cell expression

of certain MHC-I molecules correlated with resistance to
natural killing, whereas absence of MHC-I was associated
with susceptibility to NK cells.

NK cells, therefore, have a different relationship to tar-
get cell MHC-I molecules than MHC-I–restricted CTLs
(Figure 16.1). Strictly speaking, NK cell lysis is “MHC-
unrestricted” (12), at least as far as MHC restriction is
precisely defined for T cells having a requirement for spe-
cific self-MHC molecules presenting a given peptide anti-
gen (137). However, the term MHC-unrestricted (and its
synonyms) is now somewhat outdated because it implies,
when defined in a broader sense, that MHC plays no role
in NK cell cytotoxicity. Avoidance of these terms will min-
imize confusion concerning the relationship of target cell
MHC-I molecules with NK cell specificity.

As initially observed and discussed by Kärre in the
“missing-self” hypothesis, the relationship between target
expression of MHC-I and resistance to natural killing high-
lights a fundamental distinction between NK and T cells
(138) (Figure 16.1). Whereas T cells are triggered by de-
tection of “foreign” epitopes, Kärre proposed that NK cells
are equipped to detect the absence of “self” epitopes. The
“missing self” hypothesis suggests that NK cells survey
tissues for expression of MHC-I molecules that are nor-
mally ubiquitously expressed and that chronically prevent
NK cell activity. If MHC-I molecules are down-regulated
or mutated, NK cells are released to lyse the target. The
generally opposite requirements of NK and T cells for tar-
get cell MHC-I expression may be physiologically impor-
tant. Several pathogens, including herpes viruses, possess
mechanisms that prevent the normal expression of MHC-
I molecules on infected cells, providing means to avoid
MHC-I-restricted T cells (139). Moreover, tumorigenesis is
frequently associated with alterations in MHC molecules,
either mutation in structural genes or decreased expres-
sion, again leading to escape from T cell surveillance (140–
142). In either case, however, the MHC-I–deficient cells
should become more susceptible to natural killing. The
host therefore is endowed with two components (T and
NK cells) with opposing requirements for self–MHC-I ex-
pression. This fail-safe system should eliminate pathologic
processes that might otherwise evade immune responses
by any alteration of MHC-I expression (either increased to
avoid NK cells or decreased to avoid T cells). The missing-
self hypothesis thus provided a teleological explanation
for MHC-I–associated resistance, creating a framework
for initial attempts to define NK cell recognition of their
targets.

Current Principles of Target Recognition by
NK Cells

The MHC-I–associated resistance to natural killing in-
spired a panoply of models and their variants to explain
not only resistance but also natural killing (125). The target
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interference or masking model predicted that a single NK
cell receptor activates natural killing when it engages its
putative target cell ligand (138). MHC-I molecules mask
the putative target cell ligand and block its recognition by
the NK cell receptor. This hypothesis was initially favored
because it was the simplest (143). Moreover, it made the
most sense if one considered that NK cells should have
only one defined receptor analogous to the TCR. The effec-
tor inhibition or inhibitory receptor model suggested that
NK cells are inhibited from natural killing by an NK cell
receptor that binds MHC-I on the target and delivers neg-
ative signals overriding a default pathway of activation
(138).

Although the target interference model has not been
refuted, it is now known that NK cells express inhibitory
receptors specific for MHC-I (144) (Figure 16.2). All known
inhibitory receptors contain cytoplasmic immunorecep-
tor tyrosine-based inhibitory motifs (ITIMs) consisting of
V/I/L/SxYxxL/V (single amino acid code where x is any
amino acid) (145). Ligand engagement leads to phosphory-
lation of the ITIM, presumably by a Src family tyrosine ki-
nase. Two phosphorylated ITIMs are generally required for
recruitment of the intracellular tyrosine phosphatase, SHP
(SH2-containing protein tyrosine phosphatase)-1 (also
known as SHP; hematopoietic cell phosphatase, HCP; pro-
tein tyrosine phosphatase 1C, PTP1C; and protein-tyrosine
phosphatase, nonreceptor-type, 6, PTPN6). Other phos-
phatases, such as SHP-2, and SHIP (SH2-containing in-

ositol polyphosphate 5-phosphatase) can also be recruited
to phosphorylated ITIMs, depending on the receptor and
cell, but the predominant phosphatase recruited by the NK
cell inhibitory receptors appears to be SHP-1, which is ac-
tivated by ITIM recruitment, leading to inhibition of NK
cell activation.

MHC-I inhibitory receptors on NK cells have either of
two general structures (146): (a) C-type lectinlike recep-
tors that are disulfide-linked dimers with type II trans-
membrane topology (extracellular carboxyl termini); these
receptors are encoded in the NK gene complex (NKC)
and were first described in mice. (b) Ig-superfamily recep-
tors that have type I transmembrane orientation. These
molecules are encoded in a different genetic region, termed
the leukocyte receptor complex (LRC), and were first de-
scribed in humans. Although ongoing studies indicate that
both structural types of receptors are expressed on mouse
and human NK cells, the lectinlike receptors (Ly49 recep-
tors) are the major MHC-specific inhibitory receptors in
mouse, whereas the Ig-like receptors (killer Ig-like recep-
tors, KIRs) predominate in human.

The absence of MHC-I does not always result in killing,
indicating that release from inhibition does not result in
activation by default (Figure 16.2B). Instead, it was sug-
gested that NK cells express two functionally different re-
ceptors for target cell ligands (147,148). In this two receptor
model, one receptor would be capable of interacting with
a target cell ligand for activation (Figure 16.2C) whereas
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FIGURE 16.2 Current principles of target recognition by NK cells. Pictured are several sce-
narios of interactions between ligands on targets (top row) and receptors on NK cells (bottom
row). Successful activation of NK cells is shown by the dashed upward line. A: Targets expressing
MHC-I are resistant to lysis by NK cells because of MHC-I–specific inhibitory receptors. B: The
absence of MHC-I (or lack of receptors specific for target MHC-I, not depicted) does not auto-
matically result in target killing. C: Activation receptor engagement is required to trigger target
killing. D: In the situation where both inhibitory and activation receptors are engaged, the in-
hibitory receptor effect often dominates and no killing occurs. E: In the induced-self model,
induced expression of NKG2D ligands can overcome the inhibitory influence of MHC-I, resulting
in NK cell activation. F: Normal epithelium masks ligands for NK cell activation receptors at
the tight junctions. G: Under pathologic situations, the epithelial architecture may be disrupted,
leading to ligand exposure. (Not depicted are inhibitory ligands at the epithelial tight junctions,
which may inhibit NK cells when they transmigrate through epithelial barriers.) NK cells can
also recognize pathogen encoded ligands on infected cells (not shown but similar to C or E).
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MHC-I–specific receptor inhibits activation by negative
signaling. In many circumstances, the inhibitory recep-
tor effect dominates over the activation receptor (Figure
16.2D), but the outcome is likely to reflect the integration
of signals from both types of receptors that can be affected
by ligand expression or affinities (not shown).

Many NK cell activation receptors are encoded in the
NKC and LRC, having similar structural properties as
their inhibitory receptor counterparts except for absence
of cytoplasmic ITIMs. The activation receptors typically
do not have signaling motifs in their cytoplasmic do-
mains but contain charged transmembrane residues that
facilitate association with reciprocally charged residues
in the transmembrane domains of signaling chains hav-
ing immunoreceptor tyrosine-based activation motifs
(ITAMs) analogous to ITAMs in TCR and BCR complexes
(D/ExxYxxL/Ix6−8YxxL/I). NK cells express three ITAM-
containing signaling chains: CD3ζ , FcεRIγ , and DAP12
(DNAX associated protein of 12 kDa, also known as killer
activating receptor associated protein, KARAP; Ly83; ty-
rosine kinase binding protein, Tyrobp). NK cells also ex-
press DAP10 (hematopoietic cell signal transducer, Hcst)
that lacks ITAMs and instead contains a motif for recruit-
ment of phosphatidylinositol 3-kinase (PI3K). The signal-
ing chains typically endow the activation receptors with
two major functions, capacity for cell surface expression,
and signal transduction.

To date, the ligands for activation receptors fall into sev-
eral major groups. One group is encoded by the host and
expressed normally. Presumably, NK cell attack against
cells expressing these ligands is limited by inhibitory re-
ceptors (Figure 16.2D). Another group of ligands is char-
acterized by their relatively low expression on normal tis-
sues and is induced expression under “stress” conditions
(Figure 16.2E). Other ligands become exposed when tis-
sue architecture is altered (Figure 16.2F,G). Because the li-
gands are encoded in the normal host genome, they would
be recognized by the NK cell as indicators of pathologic
conditions, either as “induced-self” or “exposed-self,” re-
spectively. Another group of ligands is found on infected
cells and is encoded by the pathogen (not shown but sim-
ilar to Figure 16.2C or E).

Finally, many other NK cell receptors have been discov-
ered that do not fall neatly into the categories described
here. Some appear to have similar inhibitory function
as the MHC-specific inhibitory receptors but bind non-
MHC ligands, strongly suggesting MHC-independent self-
recognition. The function of these and other receptors re-
main under intense investigation.

In the following sections, we will describe the major
receptors on NK cells in detail by first discussing the
MHC-specific inhibitory receptors, which helped eluci-
date NK recognition paradigms, before delving into MHC-
independent inhibitory receptors, activation receptors,
and other receptors found on NK cells.

NK CELL RECEPTORS

Inhibitory NK Cell Receptors Specific
for MHC-I Molecules

Mouse Ly49
The Ly49A receptor was the first inhibitory MHC-I–

specific receptor to be described in molecular terms
(144,149). Ly49A was originally identified as a molecule
of unknown function on a T cell tumor (150,151). It is a
disulfide-linked homodimer (44 kDa subunits), with type II
membrane orientation, and has C-type lectin superfamily
homology (152,153). Previously termed Ly49, it is now ap-
preciated that Ly49A (Klra1) belongs to a family of highly
related molecules (148,154,155,156). Indeed, genetic anal-
ysis revealed that the genes for Ly49A and NK1.1 are
linked in the NKC (Figure 16.3), leading to studies in-
dicating that Ly49A is constitutively expressed on a dis-
tinct subpopulation (20%) of NK cells in C57BL/6 mice
(156).

Multiple lines of evidence indicate that Ly49A is an in-
hibitory receptor specific for MHC-I, particularly H2Dd:
1) Functional analysis: The Ly49A+ NK cell subset could
not lyse a large panel of targets that were lysed by Ly49A−

NK cells; this phenotype was related to MHC-I expression
of certain H2 haplotypes (144,157,158). Transfected ex-
pression of H-2Dd selectively rendered a susceptible target
resistant to natural killing by Ly49A+ NK cells. Moreover,
killing through disparate stimuli by Ly49A+ NK cells was
also inhibited. 2) Cell binding: Ly49A+ tumor cells bound
specifically to immobilized MHC-I molecules (159) and to
H-2Dd-transfectants (160). 3) Antibody blocking: F(ab’)2

fragments of mAb directed against either Ly49A or the
α1/α2 (but not the α3 domain) of H-2Dd reversed resis-
tance in killing experiments (permitted lysis) and blocked
the cell binding assay (144,157,159,160). 4) In vivo ex-
pression: The apparent level of Ly49A expressed per NK
cell was down-regulated in MHC congenic and trans-
genic (Tg) mice expressing H-2Dd (161,162,163). This was
not due to negative selection because the percentage of
Ly49A+ NK cells was unchanged. 5) Gene transfer: Pri-
mary NK cells and T cells expressing a Ly49A transgene
and a Ly49A-transfected NK cell line were specifically
inhibited by H-2Dd (164,165). 6) Inhibition by Ly49A is
ITIM-dependent, based on gene transfer of mutant Ly49A
molecules (165). 7) H2Dd tetramers bind Ly49A transfec-
tants (166). 8) Ly49A tetramers bind H2Dd on transfected
cells (167,168). 9) Biophysical studies: Recombinant Ly49A
binds recombinant H2Dd in surface plasmon resonance
(SPR) studies with KD = ∼2.0 μM (169). 10) Crystallog-
raphy: The structure of Ly49A complexed with H2Dd was
determined (170). 11) Less extensive studies also indicate
that Ly49A recognizes H-2Dk and H2Dp (144,161,166,171).
Therefore, Ly49A is an MHC-I–specific receptor for H-2Dd,
H-2Dk and H2Dp.
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Leukocyte Receptor Complex (LRC)

NK Gene Complex (NKC)

FIGURE 16.3 The genomic organization of the NKC and LRC in humans and mice. The figures
are not drawn to scale, but the organization is accurate. The grey shading is coordinated to
represent related genes. Question marks indicate genes whose precise location is not known.
An “X” indicates genes not homologous to other aligned genes. Double slashes represent large
genomic distances. Note that most but not all genes are expressed on NK cells. Many remain
orphan genes because the functions of their gene products have not been determined. Modified
from (246).

The nature of the Ly49A interaction with MHC-I,
however, is fundamentally different from TCR/MHC-I
interactions because the former appears to be indepen-
dent of the specific peptide bound by H2Dd (172,173).
However, bound peptides are required for appropriately
folded MHC-I molecules that can be recognized. De-
spite its structural homology to C-type lectins that are
carbohydrate-binding proteins (174,175), Ly49A does not
have the residues for coordinate binding to Ca++ that is re-
quired for lectin binding. Notwithstanding initial studies
to the contrary (176–178), Ly49A binding to its MHC lig-
ands is not carbohydrate-dependent because Ly49A func-
tionally interacts with H2Dd molecules with mutations
in all of its Asn-linked residues (179). Further, SPR re-
veals binding between bacterially produced H2Dd (lacking
carbohydrates) and Ly49A (169). Although carbohydrates
could still affect receptor-ligand interactions, such as their
affinities or kinetic parameters, this has not been studied
in depth.

The x-ray crystallographic structure of lectinlike do-
main of Ly49A complexed to H2Dd was solved to 2.3Å reso-
lution (170) (Figure 16.4). Two interaction sites were seen:
site 1 involving the “left” side of the peptide-binding cleft of
H2Dd and a wedgelike site 2 involving the undersurface of
the peptide-binding cleft. The residues in Ly49A involved
in binding either ligand site are overlapping. Mutational
analysis revealed that Ly49A binds site 2, where it contacts
α1, α2, and α3 of H2Dd and β2m (167,169,180). This site
is near Asn80, an Asn-linked glycosylation site conserved
in all MHC-I molecules, leaving open the issue of whether
carbohydrates could affect the interaction. These studies
also provide a structural explanation for species-specific
β2m requirements (181) as revealed by functional stud-
ies. Thus, Ly49A recognizes site 2 in the MHC molecule in

terms of trans recognition between the NK cell receptor
and target cell MHC-I molecule.

Recent studies strongly suggest that Ly49 molecules
also bind MHC in a cis interaction between receptor and
ligand on the NK cell itself (182,183). For example, an
MHC ligand for Ly49A or Ly49C on the same cell pre-
vents binding of MHC tetramer (182,183). If the cells
are briefly exposed to mild acidic conditions, MHC-I ex-
pression is lost (due to disruption of the noncovalently
linked MHC-I heterotrimer), and Ly49A binding to cognate
MHC-tetramers is restored. This cis interaction is depen-
dent on site 2 residues in the MHC molecule. These find-
ings may help explain the observation that the presence
of self-MHC ligands leads to “down-regulation” of Ly49
expression, as previously noted on primary NK cells in
MHC congenic mice (161,162,163). Cis interactions may
also explain functional differences in NK cells that do
or do not express MHC ligands in Tg mice that are mo-
saic for MHC expression (184,185). At the moment, how-
ever, the physiologic importance of cis interactions is in-
completely understood but may be relevant because NK
cells do express MHC-I molecules (as well as MHC-specific
receptors).

Other Ly49 receptors are also MHC-I-specific inhibitory
receptors, although they have been less well studied than
Ly49A. First noted by Southern blot analysis and cDNA
cloning, genome sequence analysis now reveals 16 com-
plete Ly49 genes in C57BL/6 mice (152,153,154,155,186).
Notably, Ly49C has broad specificity for H2 alleles as re-
vealed by tetramer staining and is the only known recep-
tor specific for an H2b haplotype allele (H2Kb) in C57BL/6
mice (166,183,187). It is recognized by two mAbs, 5E6
which also binds Ly49I and 4LO3311 which has exquisite
specificity for Ly49C (188–190). Ly49G2 (also known as
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FIGURE 16.4 Crystal structures of NK cell re-
ceptors in complex with their ligands. A: Mouse
Ly49A bound to H2Dd at site 1 (PDB ID = 1QO3)
(170). Site 2 interaction is not shown. B: Mouse
Ly49C bound to H2Kb at site 2 (PDB ID = 1P1Z)
(193). Ly49A interaction with site 1 of H2Dd is
very similar (170). C: Human LILRB1 (LIR1, ILT2)
bound to HLA-A2 (PDB ID = 1P7Q) (266). Figures
were produced using the UCSF Chimera package
from the Resource for Biocomputing, Visualiza-
tion, and Informatics at the University of Cali-
fornia, San Francisco (www.cgl.ucsf.edu/chimera)
(776). The structures are viewed from the side with
the NK cell positioned at the top of the figure and
the target cell surface at the bottom. The MHC
molecules are oriented similarly. (See color insert.)

LGL-1, recognized by mAb 4D11) binds H2Dd in tetramer
binding experiments, and conversely, H2Dd binds several
different Ly49 receptors, indicating the overlapping and
promiscuous specificities (166,191). Finally, there is evi-
dence for alternative splicing of the Ly49 genes (155,192),
though their importance has not been elucidated.

X-ray crystallographic studies have indicated that
Ly49C binds H2Kb in a manner similar to Ly49A interac-
tion with H2Dd (193) (Figure 16.4). Only a site 2 interac-
tion was seen with the contact residues showing a similar
but distinct topology to the Ly49A-H2Dd interaction. In-
terestingly, however, peptides bound to H2Kb clearly affect
functional interactions with Ly49C (194) and affinities as
measured by SPR (193). However, Ly49C does not directly
engage the peptide, indicating long-range effects. Thus,
Ly49 receptors bind their MHC ligands in a structurally
related manner.

Individual NK cells may express multiple Ly49 receptors
simultaneously (163,190,195), often (but not always) two
or more Ly49s, suggesting that individual NK cells may
be inhibited by more than one MHC-I molecule. Detailed
ontogenetic studies demonstrate that the total repertoire of
Ly49 expression does not reach adult levels until sometime
after 3 weeks of age, concomitant with attainment of full
NK cell cytolytic activity (196). Thereafter the expression
of Ly49 receptors is generally thought to be fixed and stable
on an individual NK cell.

The expression of Ly49 receptors appears to occur in a
stochastic manner. There is evidence for monoallelic ex-
pression of Ly49 receptors (expression from one chromo-
some), initially described as allelic exclusion, a term that
has fallen out of favor because it has a specific meaning

and mechanism for TCRs and B cell receptors (197). Re-
cent studies indicate that Ly49 genes possess bidirectional,
overlapping promoters, directed in opposite orientations
(198). Factors driving transcription in one direction pre-
vent binding of other factors driving transcription in the
opposite direction. Directionality and monoallelic expres-
sion may also be controlled by DNA methylation (199). A
“probabilistic” model has been proposed to explain these
findings, and it may also explain the stochastic expression
of Ly49 genes and their stable expression.

The description of the Ly49 receptors thus far is based
on analysis of the C57BL/6 alleles, but the Ly49 receptors
display extensive polymorphism. The Ly49 family is en-
coded in the NKC located on mouse chromosome 6 with
the syntenic human region being chromosome 12p13.2
(148,156,200,201) (Figure 16.3). Although the NKC also
contains genes for other lectinlike receptors, the Ly49
genes are clustered with the exception of Ly49b. Cor-
responding to restriction fragment length polymorphic
(RFLP) variants originally detected with the Ly49A cDNA
(156), there is significant allelic polymorphism of the Ly49
cluster between inbred mouse strains with differences in
gene number as well as alleles for the Ly49 genes (186,202–
205). Genomic sequence analysis shows 8 putative Ly49
genes in BALB/c mice, and 19 potential Ly49 genes in
129S6 mice (of which at least 9 appear to be pseudogenes),
in contrast to C57BL/6 mice. There are also multiple al-
leles for individual Ly49 family members (186,197,204–
206). Thus, there is significant polymorphism of the Ly49
molecules.

The polymorphisms raise practical issues when study-
ing NK cells. mAbs specific for one Ly49 allele may bind

http://www.cgl.ucsf.edu/chimera
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another molecule with a different function or specificity
in another mouse strain (207,208,209). Perhaps the pro-
found allelic differences are to be expected because the
Ly49 molecules bind highly polymorphic MHC molecules.

Human Killer Immunoglobulinlike Receptors (KIRs)
In contrast to mouse NK cells, human NK cells can be

cloned by limiting dilution in the presence of irradiated
feeder cells, phytohemagglutinin, and IL-2, leading to es-
tablishment of short-term NK cell clones that have differ-
ences in target killing and surface molecules. mAbs were
isolated that reacted specifically with these clones; reactiv-
ity correlated with the capacity of the clones to kill certain
tumors, and the mAbs affected cytotoxicity. This general
approach led to the identification of the human NK cell
receptors.

A series of studies, for example (210,211,212), showed
that the mAbs GL183 and EB6 identify serologically dis-
tinct 55 kDa or 58 kDa molecules, initially termed p58.
These molecules had several features: 1) Selective expres-
sion on overlapping NK cell subsets. 2) Expression on NK
cell clones correlated with expression of certain HLA class
I alleles on resistant targets. 3) A target susceptible to a
given NK cell clone bearing p58 molecules reactive with
either mAb was made resistant by transfection of cDNAs
encoding certain HLA-C molecules. 4) The otherwise resis-
tant HLA-C-transfected targets could be lysed in the pres-
ence of the appropriate anti-p58 mAbs. The mAb effect
occurred with F(ab’)2 fragments, suggesting that the inter-
action between p58 and an HLA class I molecule on the
target cell inhibits the NK cell. Thus, the p58 molecules
displayed features consistent with a role as inhibitory hu-
man NK cell receptors specific for MHC-I, analogous to the
mouse Ly49A receptor that was being studied in parallel as
described earlier.

Other studies noted that NK cell specificity was skewed
when the NK cells were grown in the presence of cells bear-
ing allo-MHC determinants (213,214). This specificity cor-
related with reactivities that mapped to paired residues at
position 77 and 80 in the α1 domain of HLA-C. All known
HLA-C molecules could be divided into two groups, one
with Asn77-Lys80 (HLA-Cw2, Cw4, -Cw5, -Cw6) and the
other with Ser77-Asn80 (HLA-Cw1, -Cw3, -Cw7, -Cw8).
Indeed, transfection analysis showed that p58 specificity
for HLA-C molecules was related to expression of the EB6
epitope for the former (specificity 1), whereas the latter
was related to the GL183 epitope (specificity 2) on the
NK cell clones (213,215,216). Thus, human NK cell recep-
tors showed promiscuous specificity that was dependent
on residues 77 and 80 in HLA-C.

The NKB1 (p70) molecule was serologically similar to
p58 molecules with regard to subset expression and cor-
relation of expression on NK cell clones to specificity for
HLA class I (217,218). In contrast to p58 molecules, how-
ever, NKB1 had a distinct Mr (70 kDa) and specificity for

HLA-B. The NKB1+ clones were specifically inhibited by
targets expressing transfected HLA-Bw4 molecules, and
the anti-NKB1 mAb reversed the inhibition. Analysis of
informative HLA-B alleles showed that this specificity was
conferred by a region in the α1 domain overlapping the
area on HLA-C recognized by p58 molecules (219). Finally,
HLA-A3, -A11-specific receptors have similar properties to
p58 and NKB1 except that they appear to be disulfide-
linked dimers termed p140 (220), whereas others have
found that a monomeric HLA-A3–specific receptor resem-
bles NKB1 (221). Thus, representative alleles of all clas-
sical HLA class I loci are capable of inhibiting NK cells
through p58/NKB1/p140 receptors, although HLA-B and
-C alleles dominate human NK cell specificities, and it is
not yet known whether there are receptors reactive with
each HLA allele.

When the cDNAs for the p58 and NKB1 molecules
were cloned, they were surprisingly found to encode
type I integral membrane proteins with Ig-like domains
(222,223,224) rather than features similar to the lectinlike
Ly49 family of type II receptors. Subsequently, multiple
cDNAs were identified (212,214,218,225–229).

The Ig-like receptors are now collectively known as
killer Ig-like receptors (KIRs) or CD158 (230). The KIR
nomenclature is based on whether the receptor has two or
three Ig-like external domains (KIR2D or KIR3D, respec-
tively), and possession of a long (L) or short (S) cytoplas-
mic domain. In general, the L forms are inhibitory because
they contain ITIMs, whereas the S forms appear to be ac-
tivation receptors (discussed later). Each distinct receptor
is also designated by a number. The KIR2DL1 (CD158a,
p58.1) molecule thus bears the original EB6 epitope and
is specific for HLA-C (Asn77-Lys80), whereas KIR2DL2
(CD158b, p58.2) has the GL183 epitope and is specific for
HLA-C (Ser77-Asn80). KIR3DL1, originally named NKB1,
is specific for HLA-Bw4. KIR3DL2 was originally named
p140 and has HLA-A specificity.

There is unequivocal evidence that the KIR2DL and
KIR3DL molecules are inhibitory HLA class I–specific
receptors. In addition to the data with NK cell clones
and mAbs mentioned earlier, the following have been de-
scribed: 1) KIR bind directly to HLA class I: Soluble
KIR2DL-Fc fusion proteins bind cells expressing the ap-
propriate transfected HLA class I alleles (231,232). In ad-
dition, a soluble KIR2DL molecule containing only the
extracellular domain bind specifically to its HLA-C li-
gand in solution (233). 2) Gene transfer of KIR: KIR2DL
specificity and inhibitory function were transferred when
KIR2DL cDNAs were transiently expressed with vaccinia
constructs in human NK cell clones (231). Similarly, Tg
expression of KIR2DL2 conferred inhibition of rejection
of BM expressing Tg HLA-Cw3 (234). 3) SPR measure-
ments indicate that the KIRs bind their HLA ligands with
Kd = ∼10 μM (235,236,237). Binding is affected by pep-
tide bound by HLA molecule (237). Through histidine-rich
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domains, the KIRs bind Zn++, which affects KIR multi-
merization and binding kinetics to HLA ligands (238,239).
4) Crystallographic studies demonstrate KIR2DL1 (2.8
Å resolution) and KIR2DL2 (3.0 Å resolution) interac-
tions with their cognate HLA ligands (236,240). Thus, KIR
molecules are clearly MHC-I–specific inhibitory receptors
on NK cells.

Interestingly, the KIR molecules bind HLA class I
molecules in a manner analogous to recognition of MHC
by TCRs (Figure 16.5). In particular, both KIR2DL1 and
KIR2DL2 use surface loops near their interdomain hinge
regions to bind their cognate HLA-C ligands (Cw4 and
Cw3, respectively) with a footprint overlying the “right”
side of the peptide-binding cleft (when viewed from
the “top” in standard depictions of MHC-I molecules)
(236,240). The receptors bind both α1 and α2 helices with
interactions between KIR2DL1 and Lys80 of HLA-Cw4 and
between KIR2DL2 and Asn80 of HLA-Cw3. These interac-
tions with residue 80 of the HLA-C molecules would be
lost if the reciprocal residues were swapped, accounting
for the previously described HLA-C groupings and KIR
specificities in functional studies (213,214) and mutational
analysis indicating that residue 80 is more significant for
KIR interaction than residue 77 (241–244). Although nei-
ther KIR2DL molecule has extensive contacts with pep-
tides bound to HLA-C, KIR2DL interactions with HLA-C
imposes physical constraints on the p8 position of the pep-
tide, accounting for observed peptide preferences in func-
tional studies (245). Thus, KIRs and Ly49s bind their MHC

ligands in markedly different ways, despite their analogous
functions as MHC-specific inhibitory receptors.

Also unlike the Ly49s, the KIRs are encoded in the
leukocyte receptor complex (LRC) on human chromo-
some 19q13.4 that encodes many other Ig-like recep-
tors (Figure 16.3); the KIR genes are clustered toward
the telomeric end of the LRC (246). Interestingly, the
mouse LRC on chromosome 7qA1 does not include
genes for KIR-like molecules that instead are encoded on
the X chromosome (247,248). However, like the Ly49s,
the KIRs display remarkable polymorphism (249,250).
(See http://www.ebi.ac.uk/ipd/kir/index.html for updated
database.) The human KIR complex demonstrates con-
siderable haplotype diversity (249,250). Two major types
of haplotypes have been described. Haplotype A con-
tains nine genes that appear to be fixed but may dis-
play extensive allelic polymorphism. Haplotype B shows
more widespread variation in gene content, with more
than 20 different haplotypes described. Regardless, the
3DL3, 3DP1, 2DL4, and 3DL2 genes (P designates pseudo-
gene) and possibly 2DL2 (or 2DL3) and 3DL1 (or 3DS1)
have been termed framework loci because they appear
to be present in all haplotypes described thus far. With
such extensive polymorphism, a large number of differ-
ent KIR genotypes have already been described, and they
are distributed differently in the various ethnic popu-
lations. Studies of these genetic variants have not only
provided clues to new receptors and ligand specificities,
but also valuable links to the role of NK cells and their

A

HLA-Cw3

KIR2DL2

 β2m 

B

NKG2D

MICA FIGURE 16.5 Additional structures of NK
cell receptors in complex with their ligands.
A: Human KIR2DL2 with HLA-Cw3 (PDB ID =
1EFX) (236). Two KIR molecules are apparent
in the crystal structure with only one molecule
(KIR A) contacting the HLA molecule. In this
view, the D2 domain of the KIR A obscures
the D1 domain behind it. B: Human NKG2D
with MICA (PDB ID = 1HYR) (412). The fig-
ures were produced and oriented as described
in Figure 16.4. (See color insert.)

http://www.ebi.ac.uk/ipd/kir/index.html
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receptors in disease pathogenesis and, more broadly, hu-
man evolution.

Recent studies also suggest that understanding of KIR
specificities may be clinically useful. For example, in BM
transplantation for leukemia, donor NK cells may help
provide an anti-leukemia effect against residual malignant
cells in the recipient if there is a mismatch between the
donor and recipient HLA alleles (251). However, this ob-
servation has not been uniformly observed in other trans-
plant centers (252,253,254). It is possible that differences
in transplantation protocols may influence this effect or
that there are additional parameters affecting NK cell tol-
erance (255).

Combinations of KIR and HLA genotypes may af-
fect clinical outcomes (250,256,257,258,259). For example,
hepatitis C virus (HCV) can cause a chronic, persistent in-
fection in some patients, whereas other patients resolve
the infection. Interestingly, patients who are homozygous
for a KIR gene (KIR2DL3) are more likely to clear HCV if
they are also homozygous for the HLA-C alleles recognized
by KIR2DL3 (257). In papillomavirus infections that can
go on to produce cervical carcinomas, resistance to devel-
oping neoplasia is similarly associated with genotypes en-
coding certain KIR-HLA receptor-ligand pairs (258). While
the means by which certain KIR-HLA combinations lead
to protection is a topic under current investigation, the
emerging data nonetheless demonstrate the importance
of NK cells and KIR specificities in human disorders and
treatments.

Other Human Ig-like Receptors Specific for MHC
The human LILR (leukocyte Ig-like receptor) family is

encoded in the LRC (Figure 16.3), just centromeric to the
KIR genes. In contrast to the highly polymorphic KIR
genes, the LILR genes appear to be much more stable
(260). There are two general forms of these receptors: sub-
family A, which appear to be activation receptors, and
subfamily B, which have the ITIMs characteristic of in-
hibitory receptors. At least two members, LILRB1 (also
known as CD85, Ig-like transcript 2 [ILT2] or leukocyte Ig-
like receptor 1 [LIR1]) and LILRB2 (ILT4 or LIR2), rec-
ognize HLA class I molecules (261,262,263). LILRB1 is
broadly expressed, whereas LILRB2 is not expressed on
NK cells but is expressed by myelomonocytic cells, includ-
ing DCs and monocytes, and can bind HLA-G tetramers
(264). Interestingly, a human cytomegalovirus (CMV) pro-
tein, UL18, binds LILRB1 with 1,000-fold higher affinity
than HLA molecules, implicating a role for LILRB1 in host
defense (265).

LILRB1 has four Ig-like domains and binds a conserved
region in the α3 domain of most, if not all, classical and
nonclassical HLA class I molecules (HLA-A, -B, -C, -E,
-F, and -G) (265). Interestingly, the crystal structure of
LILRB1 bound to HLA-A2 (3.4 Å resolution) reveals that
it binds MHC molecule under the peptide-binding domain

where it contacts α3 and β2m, more akin to Ly49 engage-
ment of MHC than KIR (266) (Figures 16.4, 16.5).

Human and Mouse CD94/NKG2
The analysis of CD94 (Klrd1) and NKG2 (Klrc, exclud-

ing NKG2D [Klrk1]) family of molecules was especially
challenging and required insightful investigations. Iden-
tified by subtractive hybridization, the human NKG2
molecules are type II integral membrane proteins with
external C-type lectin domains (267) encoded in the NKC
(268) (Figure 16.3). Initial attempts to express NKG2
molecules on the cell surface were thwarted. Meanwhile,
mAb reactivity suggested that CD94 was variably expressed
on human NK cells as a disulfide-linked dimer (70 kDa NR,
43 kDa R) (269), and both activation and inhibition func-
tions for CD94 were described (270–273). Surprisingly,
cDNA cloning revealed that CD94 has a short 7 amino
acid cytoplasmic domain, suggesting that it cannot signal
on its own (272). Further, anti-CD94 immunoprecipitates
were not detectable from radiolabeled CD94 transfectants,
despite easily detectable expression on FACS analysis with
the same mAbs (274,275). These apparent discrepancies
were resolved when it became clear that CD94 het-
erodimerizes with NKG2 molecules (274); NKG2A is the
43 kDa molecule previously identified as Kp43 with anti-
CD94 mAbs (276,277). (NKG2B is an alternatively spliced
form of NKG2A. The rest of the NKG2 family is discussed
later.) Although CD94 may be expressed as a homodimer,
the NKG2 partner provides the signaling motif, whether
activation (discussed later) or inhibition (276,278).

The ligand specificity for NKG2/CD94 receptors was
also initially thought to be promiscuous as interactions
with many classical (class Ia) and nonclassical (class
Ib) HLA molecules had been described (271,274,276,
279–282). However, human CD94/NKG2 receptors directly
recognize HLA-E, a MHC-Ib molecule homologous to
mouse Qa-1 (283,284,285). HLA-E (and Qa-1) is widely
expressed with limited polymorphism (286–288). While
HLA-E heavy chain is expressed with β2m and a pep-
tide occupying its peptide-binding cleft, its peptide reper-
toire is largely derived from the leader sequences of
MHC-Ia molecules, as previously noted for mouse Qa-1
(289,290). HLA-E (or Qa-1) expression thus requires nor-
mal production of HLA-E (or Qa-1) and synthesis of cer-
tain MHC-Ia molecules. Mouse CD94/NKG2 recognizes
Qa-1 that shares many features with HLA-E (291,292).
These findings need to be considered in the context of
the prevailing view at the time that mouse and hu-
man NK cells use structurally different receptors to rec-
ognize MHC-I molecules (293). Clearly, the studies on
CD94/NKG2 receptors and their ligands in humans and
mice indicate the conservation of this receptor-ligand
pair.

Despite its conservation, the role of CD94/NKG2 recep-
tors in NK cell function is still incompletely understood.
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For example, viruses encode peptides that bind and en-
hance expression of HLA-E, providing a CD94/NKG2A-
dependent mechanism to avoid NK cell attack (294,295).
However, human NK cells expressing CD94/NKG2C (an ac-
tivation receptor) expand in response to CMV-infected tar-
gets (296). When a large number of human NK cell clones
were obtained from two normal individuals, CD94/NKG2
seemed to account for the majority of self-MHC–specific
receptors on clones from one individual, whereas KIRs
dominated the self-specific receptors on clones from the
other individual, suggesting that some individuals may de-
pend on CD94/NKG2 for self-tolerance (297). Qa-1 and
HLA-E can present peptides derived from other molecules,
including the signal sequence of heat shock protein 60
(Hsp60) that is induced by a number of stimuli (298,299), a
multidrug resistance transporter (300), or blastocyst MHC
expressed in embryonic tissues (301). This may result in
loss or gain of recognition by the inhibitory CD94/NKG2A
receptor, suggesting intrinsic mechanisms to perturb inhi-
bition by CD94/NKG2A in certain circumstances. Yet CD94
appears to be dispensable in certain strains of mice, such
as DBA/2J, that do not appear to have any untoward NK
cell phenotype (302).

CD94/NKG2 molecules may be important in T cell func-
tion. CD94/NKG2A is rapidly induced on antigen-specific
CD8+ T cells during polyoma virus and other infections
(303,304,305), and CD8+ T cells expressing CD94/NKG2A
preferentially proliferate during persistent infection, sug-
gesting that CD94/NKG2 receptors may play a role in
memory T cell responses (306) and that TCR specificity is
correlated with CD94/NKG2A expression by human CTL
(307). Indeed, CD94/NKG2A inhibits antigen-specific cy-
totoxicity in polyoma virus responses although this effect
is pathogen-dependent. Thus, CD94/NKG2 receptors may
regulate T cell responses.

Convergent Evolution of MHC-Specific Receptors
More than a decade has passed since the mouse Ly49s

and human KIRs and LILRs were first cloned and identi-
fied. Detailed genome sequence information is available on
the NKC and LRC in mice and humans and other species.
In the mouse, MHC-specific NK cell receptors with Ig-like
domains have not yet been described, although there is
conservation of several genes in the broader LRC on mouse
chromosome 7 (246) (Figure 16.3). Activated mouse NK
cells do express gp49b (Lilrb4), an Ig-like inhibitory re-
ceptor also expressed on other leukocytes, including mast
cells (308–311). However, it is not expressed by resting
NK cells and is not specific for MHC. Instead it binds
the integrin αvβ3 and appears more important in terms
of neutrophil and inflammatory responses (312,313,314).
A mouse molecule is closely related to human KIR3DL1
(247,248). It is encoded on the X chromosome (Figure
16.3) and expressed in NK and T cells, but its function and
ligand are not known. The Ly49 locus in humans consists

only of LY49L (KLRA1), which is a pseudogene because of
a point mutation that gives rise to a splicing abnormality
(315). Perhaps further investigation may reveal additional
human or mouse NK cell receptors for MHC-I ligands that
are orthologues to Ly49 or KIR, respectively, because ge-
nomic sequencing has revealed a multitude of candidate
orphan receptors in the LRC and NKC that have yet to be
studied.

The alternative view is that mice and humans indepen-
dently evolved analogous receptors to serve the same func-
tion. While both human and mouse NK cells express a
conserved lectinlike receptor, CD94/NKG2, it does not pos-
sess many of the features that are shared by mouse Ly49
and human KIRs: 1) Both are constitutively and selectively
expressed on naı̈ve, unstimulated NK cells (with excep-
tions for rare populations of T cells). 2) Both bind MHC-I
molecules with intermediate affinity (KD = ∼2 to 10 μM).
3) Binding to MHC is promiscuous. 4) MHC-bound pep-
tides have only a modest effect, if at all, on recognition.
5) Both use ITIMs to inhibit NK cell activation. 6) They are
expressed in a stochastic fashion on overlapping subsets of
NK cells. 7) A single NK cell simultaneously expresses one
or more of either type of inhibitory receptor; each may
be functional. 8) Once they are expressed, their expres-
sion appears to be stable. 9) Both are germline encoded by
small families of genes that are clustered in the genome.
10) Both display impressive polymorphism, in terms of
gene number and alleles for each gene. 11) Both are related
to molecules that lack ITIMs and instead are activation re-
ceptors. Thus, the mouse Ly49 receptors and human KIRs
are analogous receptors in a striking example of conver-
gent evolution (316).

In other species, Ly49 and KIR genes have been ana-
lyzed primarily with respect to sequence and gene num-
ber. For example, the LY49L gene in baboons appears to
be functional, but the putative polypeptide lacks an ITIM
(317). In rats, the Ly49 cluster appears to have markedly
expanded with at least 25 genes (318,319), demonstrating
one of the most rapid rates of gene expansion (320). Dog,
cat, and pig appear to have only one Ly49, whereas the
horse represents the only known nonrodent mammal with
several Ly49 genes (321). However, multiple KIR genes
have been described in primates and cattle (322–325). In
rat, a KIR-like sequence has been reported (248). Studies
on the expression and functions of these putative receptors
should be forthcoming.

Additional studies of the Ly49- and KIR-like molecules
and their specificities will be of interest to evolutionary
biologists, especially when considered in the context of
MHC genes that are co-evolving (326) and the possibil-
ity that these molecules may have evolved other func-
tions. In a somewhat broader context, the NKC, not just
Ly49, has been described in other species and a num-
ber of genes are conserved, suggesting that the NKC
is conserved in all placental species (327). Evolutionary
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consideration of the NKC also demonstrates complex-
ity and heterogeneity at several levels. More distantly,
the chicken genome has several lectinlike receptor genes,
and at least some are genetically linked to the MHC
(327,328,329). In teleost fish, a large number of novel
immune-type receptors (NITRs) with Ig-like domains
have been described with sequence homology to mam-
malian LRC-encoded receptors (330). Interestingly, genes
for these molecules are clustered with genes for putative
lectinlike receptors (331).

MHC-independent NK Cell Inhibitory
Receptors

As already mentioned, NK cells also express inhibitory
receptors for non-MHC ligands, such as mouse gp49b,
which binds the αvβ3 integrin (312), and there is a grow-
ing list of other molecules (332). Some of these receptors
(2B4, Nkrp1, Klrg1, and CEACAM1) will be discussed in a
more appropriate context in the following sections. Most
of these receptors contain cytoplasmic ITIMs, so their in-
hibitory function can be predicted even if not directly
tested, though some caution is required because the motifs
may be involved in other signaling processes.

Human and mice NK cells express the ITIM-bearing
LAIR-1 (leukocyte associated Ig-like receptor 1), which is
an Ig-like molecule broadly expressed by most leukocytes
(333,334). Initial reports indicating that LAIR-1 binds ep-
ithelial cellular adhesion molecule (Ep-CAM) were proven
to be irreproducible (335,336). A recent report suggests
that LAIR-1 binds multiple forms of collagen (337). Al-
though the in vivo context for functional interaction awaits
further characterization, it is reminiscent of the broader
reactivity of the Siglecs.

The Siglecs (sialic acid binding Ig-like lectins) are CD33-
related type I receptors with varying numbers of Ig-like do-
mains expressed on a broad array of cells and encoded in
the “extended” LRC (246,338) (Figure 16.3). Despite hav-
ing sialic acid recognition in common, the Siglecs appear
to show differences in carbohydrate recognition, depend-
ing on the specific glycan context (338). Human NK cells
express Siglec-7 (p75, adhesion inhibitory receptor 1, or
AIRM1)(339), Siglec-9, and Siglec-11, whereas mouse NK
cells express a related Siglec-E (338,340,341). Siglec-7 has
been most extensively studied. As expected, its cytoplas-
mic ITIM can recruit SHP-1 and inhibit NK cell functions
(339,342). Moreover, expression of its ligand on targets in-
hibits NK cells in a Siglec-dependent manner (343). How-
ever, the effects appear to be modulated by cis interactions
between the Siglec receptor and its carbohydrate ligands
on the NK cell itself (338,343,344).

Thus, NK cells (and other leukocytes) express multiple
inhibitory receptors that are capable of MHC-independent
recognition. How they participate in NK cell responses is
beginning to be elucidated, and some appear to play a spe-

cific role in the context of activation receptors, as discussed
later.

NK Cell Activation Receptors

Despite evidence for MHC-independent inhibitory recep-
tors, NK cells clearly kill MHC-I-deficient targets more ef-
ficiently than MHC-I-sufficient targets. However, this en-
hanced killing does not occur simply because a nonspecific
default pathway is released when MHC-I is absent. Instead,
evidence indicates that susceptible targets express ligands
for NK cell activation receptors. These receptors and their
ligands have been under intense investigation during the
past few years.

Approaches to Identification of Activation Receptors
Initial progress in elucidating NK cell activation recep-

tors was difficult. The approaches that yielded the molecu-
lar definition of the TCR, such as subtractive hybridization,
mutagenesis of T cell tumors, and anticlonotypic mAbs
(345–347), were of limited success (348,349). Indeed, there
was incomplete understanding of what principle governed
NK cell activation by targets, unlike the working paradigm
of MHC-restriction that guided the molecular identifica-
tion of the TCR. Breakthroughs in identifying NK cell ac-
tivation receptors thus required other approaches.

Some receptors were recognized because they were first
identified on other cells, such as Fcγ RIII. Other activation
receptors were identified by genetic means, such as cDNA
clones for molecules resembling the inhibitory receptors
but lacking cytoplasmic ITIMs. Others were identified by
a genetic positional cloning approach. The ability to induce
specific stimulation of NK cells through mAbs proved to
be extremely useful for the initial identification of candi-
date activation receptors and for validating the activation
function of receptors identified by other means.

NK cells can be stimulated to mediate antibody-
dependent cellular cytotoxicity (ADCC) through the
Fcγ RIII (CD16) receptor which binds the Fc portion of
IgG coating a target. In a related way, anti-Fcγ RIII can
also trigger through CD16 in a process termed redirected
lysis or reverse ADCC, because the antibody binds in the op-
posite orientation to ADCC. Several mAbs can activate NK
cells in the redirected lysis assay, highlighting a relatively
unique functional property of the recognized molecules,
since activation does not occur when most NK cell surface
molecules are cross-linked. First popularized for analysis
of anti-TCR antibodies (350), redirected lysis occurs when
IgG reacts specifically with the NK cell receptor and its
Fc portion binds a target cell Fc receptor (Fcγ R) that ap-
parently provides bridging and cross-linking effects (350).
Target lysis does not occur if Fcγ R binding on the target is
prevented with Fcγ R-deficient targets, F(ab′)2 fragments
of the anti-NK cell receptor antibody, or anti-target cell
Fcγ R Ab blockade. In the latter case, Fc regions must be
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removed to prevent inadvertent triggering of conventional
ADCC via CD16 on the NK cell. Thus, the redirected lysis
assay is a very helpful experimental tool.

Gene transfer studies have been helpful adjuncts to
study NK cell receptors. NK cells are difficult to transfect,
and there are few useful tumors with the notable exception
of RNK-16, a rat NK tumor line (351). Viral vectors, such as
vaccinia virus, have been useful for gene transfer with the
caveat that functional experiments have to be performed
within a small time frame (352).

Recent studies have exploited reporter cell assay sys-
tems similar to those used to identify TCR ligands (353).
ITAM-mediated signaling leads to inducible, NFAT (nu-
clear factor of activated T cells)–dependent expression of
a reporter molecule, such as β-galactosidase or green fluo-
rescent protein (GFP). Even an inhibitory receptor can be
used to activate the reporter cell by fusion of its extracellu-
lar domain to a suitable transmembrane and cytoplasmic
domain containing ITAMs. Such reporter cells can then be
used to detect ligands on other cells (354–356).

In the following sections, we will describe NK cell ac-
tivation receptors with an emphasis on those with known
ligands.

Activation Receptors Related to MHC-specific
Inhibitory Receptors

Despite initial characterization as inhibitory receptors
for MHC-I, other members of the Ly49 family—that is,
Ly49D and Ly49H in C57BL/6 mice—do not contain cy-
toplasmic ITIMs. Instead, they are activation receptors as-
sociated with DAP12 (357–360). Although Ly49H will be
considered later in the context of viral infection, Ly49D
has no known role in viral defense. A positional cloning
approach indicated that Ly49D is the product of the Chok
locus, which controls NK cell specificity for killing of
a xenogeneic target, Chinese hamster ovary (CHO) cells
(361,362), due to recognition of a Chinese hamster MHC-
I molecule (363). Interestingly, when Ly49D was trans-
fected into RNK-16 cells, Ly49D can recognize H2Dd

(351), but H2Dd tetramers do not bind Ly49D for un-
clear reasons (166,207). Several other Ly49 receptors have
been identified in other mouse strains that have prop-
erties of activation receptors (charged transmembrane
residues, no ITIMs), but they have been less well char-
acterized (204,205). Finally, the available anti-Ly49 mAbs
show cross-reactivity with inhibitory and activation recep-
tors, depending on the allele and mouse strain (207,364).
Thus, some members of the Ly49 family are activation re-
ceptors involved in recognition of MHC-I molecules on
targets.

Molecular cloning of the KIR family also led to the iden-
tification of two domain receptors (also known as p50)
or three domain Ig-like receptors with short cytoplasmic
domains lacking the ITIM (365,366). These molecules are
now known as the KIR2DS or KIR3DS, respectively, and

can be recognized by anti-p58 mAbs for the KIR2DL in-
hibitory receptors, making it sometimes difficult to dis-
tinguish activating from inhibitory receptors by mAb re-
activity alone. KIR2DS2 and KIR2DS4 can associate with
DAP12 and can activate NK cells in the redirected lysis
assay. Also, T cell clones constitutively express p50 that
are costimulatory with concomitant activation through the
TCR/CD3 complex (367). For example, KIR2DS4-Ig binds
HLA-Cw4–expressing cells and not HLA-Cw6–expressing
cells, and it binds less well than KIR2DL1-Ig proteins
(368). KIR2DS1 binds HLA-Cw7, but much weaker than
KIR2DL1 (369), and KIR2DS2 did not bind any HLA allele
tested (370). Thus, the activating forms of KIRs apparently
bind HLA alleles less well than the inhibitory receptors,
perhaps providing an explanation for the dominance of
inhibition over activation (Figure 16.2D), although ligand
information for the activating KIRs is limited.

Alternatively, the activating forms of the Ly49s and KIRs
have other ligands, and perhaps their MHC specificities
are misleading or cross-reactive. Indeed, this has been
demonstrated for Ly49H that recognizes a virus-encoded
ligand with a putative MHC-I-like fold (354,356). More-
over, KIR2DS4 may recognize a non-MHC ligand (371).
However, rat Ly49 activation receptors can recognize MHC
allodeterminants (372,373), providing an explanation for
genetic analysis showing that MHC-linked allorecognition
is stimulatory for NK cells (374). Thus, further analysis is
required for understanding the role of Ly49 and KIR ac-
tivation receptors in MHC recognition, particularly with
respect to their inhibitory counterparts.

In addition to NKG2A, the NKG2 family also contains
NKG2C, NKG2E, and NKG2F, which are products of dif-
ferent genes (267,375). (NKG2H is an alternatively spliced
isoform of NKG2E). NKG2C and NKG2E lack cytoplas-
mic ITIMs and contain charged transmembrane residues
for association with DAP12 (376). Although the role of
NKG2F is unknown because it lacks an external domain
and remains inside the cell, associated with DAP12 but not
with CD94 (377), NKG2C and NKG2E form functional het-
erodimers with CD94 (276). Like NKG2A/CD94 receptors,
these heterodimers recognize HLA-E or Qa-1, but unlike
NKG2A/CD94 receptors, they activate NK cells (378,379).
Interestingly, the inhibitory form appears to bind with
higher affinity to HLA-E than the activating form (380).
There also appears to be some peptide preference between
the different functional forms (381) that may be relevant
in certain stress situations. Thus, perhaps unlike the ac-
tivating and inhibitory forms of the Ly49s and KIRs, the
CD94/NKG2 receptors may discriminate between subtle
differences in their MHC-Ib ligands.

FcγRIII (CD16)
Frequently overlooked but perhaps the first molecu-

larly defined activation receptor on NK cells is Fcγ RIII
(CD16), through which NK cells mediate ADCC against
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IgG-coated targets (382,383). Unlike other Fcγ receptor-
bearing effector cells, NK cells are generally thought to ex-
press only one of the known Fcγ receptors that binds IgG
with low affinity (384), although others suggest that hu-
man NK cells may express Fcγ RII isoforms (385). There
are two human Fcγ RIII isoforms with identical extracellu-
lar domains (384). Human NK cells express only Fcγ RIIIA,
which is a transmembrane molecule, whereas Fcγ RIIIB
has a glycosylphosphatidyl-inositol (GPI) linkage and is
expressed by neutrophils. In mice, only the transmem-
brane isoform (Fcγ RIII) is present (386) and displays
95% sequence conservation with muFcγ RII. There are
species differences in CD16 binding to mouse IgG isotypes;
mouse IgG3 mAbs bind human CD16 the most efficiently
(3>2a>2b>>1), while they bind mouse CD16 with the
lowest affinity (2b>2a>1>>3) (384). In the laboratory, a
rabbit anti-mouse Ig polyclonal Ab, which binds strongly
to both human and mouse CD16, could be added to facili-
tate Fc receptor binding.

The transmembrane Fcγ RIII molecules are physically
associated with FcεRIγ and less commonly with CD3ζ

(387). Fcγ RIII can also associate with γ –ζ heterodimers.
The associated chains are required for optimal cell sur-
face expression of Fcγ RIII and for signal transduction.
After cross-linking, Fcγ RIII activates biochemical events
that are reminiscent of T cell activation, leading to gran-
ule exocytosis and cytokine production (118,388,389–391).
In vivo, ADCC may be useful in host defense against
pathogens or infected cells if Abs are bound to their sur-
face, triggering not only killing but also cytokine produc-
tion and other NK cell responses. Although NK cells are
generally thought to participate early in a primary im-
mune response (discussed later), the delay required for
isotype switching to IgG production suggests that CD16
cross-linking on NK cells plays a role in secondary immune
responses in vivo.

Regardless, ADCC is remarkably similar to natural
killing and was important for the initial establishment
of the concept of NK cell activation receptors (118). Yet
CD16 is not required for NK cell target recognition because
human CD16−CD3− lymphocytes can still mediate natu-
ral killing (392). Moreover, CD3ζ is phosphorylated upon
CD16 ligation, but not when NK cells are exposed to NK-
sensitive targets. Deficiency of γ chain abrogated ADCC
but not natural killing (382). Thus, CD16 is not involved in
natural killing.

CD16-related artifacts must be considered when study-
ing NK cells. Flow cytometry experiments may be flawed
if CD16 binding is not taken into account. To eliminate
this possibility, F(ab’)2 fragments should be used. Alterna-
tively, blockade of Fcγ RIII binding may be sufficient with
protein A or G (that bind Fc region on Ig) or anti-Fcγ RIII
mAbs, such as unlabeled mAb 2.4G2 (ATCC HB 197) that
reacts with both mouse Fcγ RII and Fcγ RIII (386). Simi-
larly, as discussed earlier, antibody blockade experiments

should be done with caution if the antibody specifically
reacts with the target because ADCC may be stimulated.

NKG2D
NKG2D (KLRK1) was first cloned from human NK

cells as a cDNA related to NKG2A and C (267). However,
NKG2D is distinct from other NKG2 molecules for several
reasons. There is only limited sequence homology between
NKG2D and other NKG2 molecules (28% amino acid
identity for the lectinlike domain), whereas other NKG2
molecules are closely related to each other (70% identity).
Rather than heterodimerizing with CD94, NKG2D is
expressed as a disulfide-linked homodimer on all NK cells
in humans and mice. In humans, NKG2D is also expressed
on all γ δTCR+ and CD8+ T cells, whereas in mice, NKG2D
is expressed on most NKT and γ δTCR+ T cells, but not
on resting CD8+ T cells (393–395). However, essentially
all activated mouse CD8+ T cells express NKG2D. In both
humans and mice, CD4+ T cells do not normally express
NKG2D, but it is found on a subset CD4+CD28− T cells
in rheumatoid arthritis patients (396). Finally, NKG2D
has functional properties and ligand specificities that
distinguish it from the other NKG2 molecules, indicating
that NKG2D should not be considered as a member of the
NKG2 family.

NKG2D does not have any known cytoplasmic motif
and was first shown in humans to preferentially associate
with a signaling chain termed DAP10, encoded by a gene lo-
calized 130 bp away from the gene for DAP12 (397). DAP10
does not have any ITAMs; instead it contains a YxxM mo-
tif for recruitment of PI3K (397) (similar to CD28), and
initial functional studies suggested that NKG2D acts as a
costimulatory molecule on human T cells (398).

Other studies have suggested that NKG2D functions as
a primary activation (triggers alone) rather than costim-
ulatory receptor (does not stimulate unless it synergizes
with another receptor) on NK cells (399,400). Such stud-
ies will need to be reconsidered now that several factors
that have come to light: 1) Many studies of NKG2D func-
tion use targets that are poorly killed by NK cells. When
transfected with NKG2D ligands, killing is enhanced in
an NKG2D-dependent manner. However, such studies do
not distinguish whether NKG2D functions as a primary
activation receptor or as a costimulatory receptor (anal-
ogous to CD28 requirement for full activation of T cells)
because the same experimental outcome is anticipated in
either case. When cross-linking is done with immobilized
mAbs alone, NKG2D functions as a costimulatory recep-
tor on mouse IL-2-activated NK cells (400). 2) In mice but
not humans, there are two alternatively spliced isoforms
of NKG2D (401,402). A long form (NKG2D-L) contains
a 13 amino acid extension at the amino terminus (cyto-
plasmic domain) as compared to the short form (NKG2D-
S). Resting NK cells predominantly express NKG2D-L that
preferentially associates with DAP10. However, activation
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of NK cells with cytokines causes a transient increase in
NKG2D-S that associates with DAP12 as well as DAP10.
These latter two points, however, appear to be unresolved,
as others have found that NKG2D-L can associate with
DAP12, albeit to a lesser degree, and that both isoforms
are present in resting NK cells (403). Regardless, in the
absence of DAP10, mouse NKG2D can associate with
DAP12 (404), allowing it to signal akin to a primary ac-
tivation receptor. Thus, mouse NKG2D is an unusual ex-
ample of a receptor with the same extracellular domain
(and presumably ligand specificity) but with potentially
different functional outcomes (primary activation versus
co-stimulation), depending on its associated partner chain
(DAP12 versus DAP10, respectively).

Human NKG2D ligands are MICA and MICB (MHC-I
chain-related) encoded on chromosome 6p21.3), and the
ULBP (UL16 binding protein) family encoded on chromo-
some 6q24.2-q25.3 (393,405). The ULBPs are also known
as being encoded by genes in the 10 member RAET1
gene family (official HUGO nomenclature) discovered by
genomic mining. ULBP1 (RAET1I), ULBP2 (RAET1H),
ULBP3 (RAET1N), ULBP4 (RAET1E), and RAET1G have
been most extensively studied as ligands for NKG2D
(405,406,407), whereas RAET1F, RAET1J, RAET1K, and
RAET1M are pseudogenes (408). Mouse NKG2D inter-
acts with H-60, the retinoic acid early inducible gene-1
(RAE-1) family, consisting of RAE-1α, β, γ , δ, and ε, and
murine ULBP-like transcript (MULT1) (394,395,409,410).
There are reciprocal strain-specific differences in ligand
expression—BALB/c mice express H60, RAE-1α, β, and γ,

whereas C57BL/6 mice do not express these molecules and
express RAE-1δ and ε (411). Finally, there is remarkable
plasticity for NKG2D in that it can bind many apparently
disparate ligands that are only superficially related to each
other by sequence alignment (only ∼20% to 25% amino
acid identity in pairwise comparison), and mouse NKG2D
can bind human ligands and vice-versa.

Where studied, all NKG2D ligands have structural re-
latedness to MHC-I, although they do not associate with
β2m or bind peptides (412,413,414,415). Many contain
only the α1/α2 platforms and many are GPI-linked to the
plasma membrane. The ligands display binding to NKG2D
in two ways based on affinity (410,412,416,417). RAE1α,
β, γ , and δ demonstrate a low-affinity interaction with
mouse NKG2D, similar to MICA to human NKG2D (KD =
∼300 to 1,000 nM). In contrast, RAE1ε, H60, and MULT1
show a much higher-affinity interaction (KD = 6 to
30 nM). Thus, closely related molecules may display wide
disparity in affinities, whereas distantly related molecules
can show high affinity with NKG2D.

Structural studies indicate that NKG2D binds its li-
gands more analogous to TCR docking on MHC (Figure
16.5) and unlike Ly49 recognition (Figure 16.4), despite
the relationship of NKG2D and Ly49 receptors as NKC-
encoded, lectinlike homodimers that bind MHC-related
molecules (412,418,419). Moreover, NKG2D uses largely

nonoverlapping patches to engage a similar orthogonal
footprint on its disparate ligands. Two mechanisms have
been proposed to account for this binding, induced fit
where NKG2D has conformational flexibility (413) and
rigid adaptation in which NKG2D has a rigid binding site
(419), an important issue in the context of multispecific
immune receptors (420). Thermodynamic studies support
the rigid adaptation mechanism to explain how one recep-
tor can bind disparate ligands (421,422). However, struc-
tures of NKG2D complexed with other ligands may yield
other information.

NKG2D function has been described in the “induced-
self” model (Figure 16.2E) because the expression of many
of its ligands appears to be inducible and can override in-
hibitory influences of MHC-I (423,424,425). Human MICA
and MICB expression is markedly enhanced on epithe-
lial tissues in inflammatory bowel disease (426). In mice,
RAE-1 transcripts are induced by retinoic acid treat-
ment or by phorbol ester stimulation (409). Moreover,
TLR signaling and ionizing irradiation and other DNA-
damaging agents can induce NKG2D ligand expression
(427,428). Recent studies also indicate that NKG2D ligand
expression can be regulated by the transcription factor
JunB (429). Thus, while transcripts for the ULBP and
MULT1 molecules are readily detectable in normal tissues
(405,410), the function of NKG2D is generally thought to
trigger immune cells in the context of inflammatory re-
actions which lead to stress-induced expression of self-
molecules (430).

Chronic exposure to NKG2D ligands results in down-
regulation of NKG2D expression and lower functional
responsiveness (431–433). Soluble forms of NKG2D li-
gands can also mediate these effects. Patients with tumors
expressing MIC frequently contain soluble MIC in their
peripheral blood, presumably as a result of proteolytic
cleavage of membrane-expressed ligands (431). Localized
ligand expression can also result in impotent NKG2D re-
sponses in mice (434). These findings may explain why tu-
mors frequently express NKG2D ligands which otherwise
would enhance their susceptibility to NK cell attack, sup-
porting a role for NKG2D in tumor surveillance.

Additional studies support a role for NKG2D in tu-
mor surveillance. For example, mice are more sensitive
to developing methylcholanthrene-induced fibrosacromas
when NKG2D is neutralized (435). Moreover, mice lacking
γ δT cells are more susceptible to carcinogenesis appar-
ently due to an NKG2D-dependent effect (409). IFNγ is a
known host mediator that shapes the tumor phenotypes in
a broader process known as “immunoediting” (436,437),
and IFNγ also mediates down-regulation of H60 expres-
sion on tumors (438). Thus, NKG2D and its ligands are
important in the host response (or lack thereof) to tumors.

A role for NKG2D in antiviral responses is indicated
by studies indicating that viruses encode molecules that
interfere with ligand recognition by NKG2D. This was first
noted when the human CMV protein UL16 was found to
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bind ULBPs (405). In infected cells, UL16 retains some
(MICB, ULBP1, and ULBP2) but not all NKG2D ligands
in the endoplasmic reticulum and cis-Golgi, preventing
their expression on the cell surface and protecting from
NK cell lysis (439,440,441). In mice, murine CMV (MCMV)
encodes gp40 from the m152 open reading frame (ORF)
that down-regulates all five RAE-1 ligands but has no ef-
fect on H60 or MULT1 (411,442). However, H60 is down-
regulated by the product of the m155 ORF at a post-Golgi
level, perhaps by targeting H60 for proteasomal degrada-
tion (443,444) and MULT1 expression is affected by m145
(445). Recent studies also indicate that H60 and MULT1
are down-regulated by the herpesvirus Fc receptor (fcr-1),
the product of the m138 ORF (446). Thus, the multitude of
CMV proteins that affect NKG2D ligands strongly suggest
that NKG2D plays an important role in the host response
to CMV infections.

Finally, emerging data suggest that NKG2D may play a
role in autoimmune disorders. There is an unusual popula-
tion of CD4+ CD28− T cells that is expanded in human pa-
tients with inflammatory syndromes, such as rheumatoid
arthritis (RA), Wegener’s granulomatosis, and unstable
angina (447–449). NKG2D may provide a missing costimu-
latory signal, at least in RA (396). NKG2D expression is up-
regulated by TNFα and IL-15 and RA synovium expresses
NKG2D ligands. IL-15 also induces NKG2D expression on
intestinal epithelial T lymphocytes, which then display a
LAK cell-like promiscuous killing capacity against entero-
cytes, which upregulate NKG2D ligands from gliadin expo-
sure, suggesting that NKG2D may play a pathogenic role in
celiac sprue (33,450,451). Finally, NKG2D ligands are ex-
pressed in the prediabetic NOD mouse pancreas, and anti-
NKG2D blockade prevents autoimmune diabetes mellitus
(452). Thus, NKG2D may play a pathogenic role in several
autoimmune disorders in humans and mouse models.

Nkrp1 and Clr (LLT1)
First identified in redirected lysis assays with mAb 3.2.3,

rat Nkrp1 is expressed as a disulfide-linked homodimer
with 30 kDa subunits (453). Expression is relatively se-
lective for NK cells, although in rats and mice, Nkrp1
molecules are also expressed by NKT cells (454,455) (see
Chapter 17). Nkrp1 (Klrb1) is now known to belong to a
family of lectinlike molecules with type II orientation en-
coded in the mouse and rat NKC (60,200,456–458) (Figure
16.3). However, there is only a single gene (NKRP1A) in
humans that is expressed on a subpopulation of NK cells
(459). The continuing allure of the Nkrp1 family stems
from observations that NK1.1 (the best serologic marker
of NK cells) is encoded by Nkpr1c (Klrb1c) in C57BL/6 mice
(60), Nkrp1 receptors are conserved, and they have inter-
esting genetics with respect to their ligands.

Initial functional studies indicated that rodent Nkrp1
molecules can activate NK cells through redirected lysis
(31,453,460–462), which can be prevented by inhibitory
Ly49 receptor engagement (98). Mouse Nkrp1c (NK1.1)

is functionally associated with FcεRIγ , although its defi-
ciency does not affect NK1.1 expression (463). An Nkrp1a
loss mutant of rat RNK-16 cells failed to kill certain
targets; transfection restored killing capacity, suggest-
ing that rat Nkrp1a is an activation receptor specific
for target determinants (464). Thus, Nkrp1 molecules
were among the first described NK cell-specific activation
receptors.

Inasmuch as Nkrp1 molecules are homologous to C-
type lectins, the ligands for Nkrp1 molecules were pre-
sumed to be carbohydrates, but Nkpr1 molecules lack
residues for coordinate binding of Ca++ that is required for
authentic C-type lectin recognition of carbohydrates (174).
While the ligands for Nkrp1c have not yet been identified,
Nkrp1f recognizes C-type lectin-related g (Clrg, also known
as Clec2i, Dcl1) (355,465,466). Nkrp1f is presumed to be
an activation receptor, because it has a charged transmem-
brane residue and no cytoplasmic signaling motifs. The
inhibitory receptor, Nkrp1d, is expressed on all NK cells
in C57BL/6 mice and is specific for Clrb (Clec2d; osteo-
clast inhibitory lectin, Ocil). Thus, the Nkrp1 family is an
MHC-independent system that is presumably involved in
self-tolerance and is the first example of a lectinlike recep-
tor recognizing a lectinlike ligand unlike MHC-like ligands
for other NKC-encoded receptors.

Recent genome sequence analysis suggests that Nkrp1d
in other mouse strains is represented by Nkrp1b, an in-
hibitory receptor (64,65,457,467). The Nkrp1b molecule
from SJL and SW mice was discovered to be reactive with
the anti-NK1.1 mAb, highlighting the close similarities of
these molecules and serologic cross-reactivity. Whereas the
older literature suggested that there are also strain differ-
ences in transcript expression with markedly lower expres-
sion in BALB/c NK cells (468), more recent data demon-
strate abundant expression of Nkrp1 transcripts (467).
Moreover, the BALB/c allele of Nkpr1b also reacts with
Clrb, indicating conserved specificity and function.

The Clr molecules belong to a small NKC-encoded fam-
ily with type II orientation and C-type lectin homology
(469). They are most closely related to the CD69 molecule
encoded by an adjacent gene. In C57BL/6 mice, seven Clr
genes have been identified at the genomic level. RT-PCR
analysis indicates that Clrb is broadly expressed, whereas
Clrg and Clrf genes are present in restricted and nonover-
lapping tissues, including NK cells, and Clra and Clrc
transcripts have not yet been identified. Clre, a probable
pseudogene, demonstrates numerous stop codons in its
expected open reading frame. Genomic analysis indicates
the existence of a rat Clr family (458), whereas in humans,
three genes, LLT1 (470), AICL (471), and DCAL-1 (472)
are localized next to CD69 and are related to the Clr fam-
ily of genes. Indeed, human NKRP1A binds LLT1, indi-
cating that at least human LLT1 is a functional homo-
logue of mouse Clr (473,474). Thus, the Clr family con-
sists of conserved molecules that are ligands for Nkrp1
receptors.
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The genetics of the Nkrp1 and Clr loci is especially inter-
esting from several viewpoints. 1) These loci are comingled
in the NKC, from rodents to humans (355,458,467,473–
475) (Figure 16.3). 2) There is limited allelic polymor-
phism, with conservation of gene order and content, de-
spite genetic proximity to the highly polymorphic Ly49
cluster (355,467). 3) The Nkpr1 alleles appear to be much
less divergent than the corresponding Ly49 alleles in the
same inbred mouse strains (204,355,467). 4) The Nkpr1-
Clr interval of the NKC appears to be genetically pro-
tected with suppression of recombination (476,477). Ge-
netic linkage of Nkrp1 and its ligands thus resembles the
tight genetic linkage of receptor and ligand genes and re-
combinational suppression of the self-incompatibility (SI)
loci in plants to prevent self-fertilization and related mat-
ing loci in other species (478,479). Further, the coevolution
of such linked genes for receptors and ligands also repre-
sents an interesting issue in evolutionary biology because
reciprocal mutations in both receptor and ligand genes are
simultaneously needed to generate new specificities (478).
Nevertheless, the genetic pressure to conserve the Nkrp1-
Clr gene order and coding sequences may therefore reflect
a critical role for Nkrp1 and Clr molecules in innate im-
mune cell interactions and functions.

2B4, CD2, and Related Receptors
The 2B4 (CD244) molecule was originally identified on

mouse NK cells with a mAb that perturbed mouse NK cell
function (480). 2B4 is a type I integral membrane protein
that belongs to the family of Ig-like molecules homologous
to CD2, including CD48, CD58, signaling lymphocytic acti-
vation molecule (SLAM) (CD150), CD84, NTBA (NK, T, and
B cell antigen; also known as SLAMF6, or Ly108), CD229
(Ly9), CD319 (CRACC, CD2-like receptor activating cyto-
toxic cells), and B lymphocyte activator macrophage ex-
pressed (BLAME) (481,482,483).

Although these receptors may be broadly expressed,
2B4, CD2, NTBA, and CRACC are expressed on NK cells.
Whereas NTBA and CRACC are involved in homophilic
interactions, 2B4 recognizes CD48, a GPI-linked molecule
expressed on hematopoietic cells (483,484). CD48 itself is
also recognized by CD2, albeit at a 9-fold lower affinity
than by 2B4 (Kd = ∼16 μM). Anti-CD2 mAbs can stimu-
late NK cells in the redirected lysis assay (485) and gran-
ule exocytosis (486), but CD2− NK cells can still medi-
ate natural killing (10). The cytoplasmic domains of 2B4,
NTBA, and CRACC as well as SLAM, CD84, and CD229
contain a motif with sequence similarity to the ITIM,
termed the immunoreceptor tyrosine-based switch motif
(ITSM) consisting of TxYxxV/I consensus sequence (487).
The ITSMs allow interactions with a signaling adapter,
SLAM-associated protein (SAP, also known as SH2D1A).
The importance of SAP and its associated receptors is
highlighted by the X-linked lymphoproliferative syndrome
(XLP, also known as Duncan’s disease), a human immu-

nodeficiency involving abnormal proliferation of T and B
cells during Epstein-Barr virus infections due to mutations
in SAP (488).

SAP is related to Ewing’s sarcoma–associated transcript
(EAT2, also known as SH2D1B) and EAT2-related trans-
ducer (ERT, also known as SH2D1C) in rodents (483). SAP
and the SAP-related molecules contain a single Src homol-
ogy 2 (SH2) domain for interaction with the ITSM. 2B4 and
NTBA can recruit SAP, whereas CRACC does not (489,490).
Instead, CRACC recruits EAT2, which functionally substi-
tutes for SAP (482). Subsequently, the SAP-related proteins
appear to recruit a Src-family tyrosine kinase for down-
stream activation events.

The complexities of this receptor-ligand signaling path-
way are still being unraveled. 2B4 can apparently inhibit
as well as activate mouse NK cells (480). These outcomes
may depend on spatial distribution, 2B4 isoforms, or dif-
ferential recruitment of SAP or its related molecules (483).
However, a 2B4-deficient mouse primarily displays effects
consistent with 2B4 being primarily an inhibitory recep-
tor (491), although the inhibitory effect of 2B4 is more ap-
parent in mice than humans (483). CRACC recruitment of
EAT2 can promote signaling (482), whereas in other stud-
ies recruitment leads to inhibition (492). These differences
may be species specific due to presence of Tyr residues in
mouse but not human EAT2 that are required for inhibi-
tion (482). Analysis of these discrepancies should enlighten
NK cell function and signaling because 2B4 and related re-
ceptors demonstrate MHC-independent regulation of NK
cells, mediate inhibition in a functionally distinct manner
from the MHC-specific inhibitory receptors, and can acti-
vate NK cells.

Natural Cytotoxicity Receptors (NCRs)
A series of mAbs that redirected lysis of human NK

cell clones lacking KIRs led to the identification of the
“natural cytotoxicity receptors” (NCRs), NKp46 (NCR1,
CD335), NKp44 (NCR2, CD336), and NKp30 (NCR3,
CD337) (493,494–497). These molecules are selectively ex-
pressed on NK cells, although NKp44 is expressed only
upon activation. Whereas NKp46 is encoded in the LRC
(Figure 16.3), NKp44 and NKp30 are encoded in the class
III region of the MHC on human chromosome 6 (498,499).
cDNA cloning revealed that they are type I integral proteins
with one (NKp30, NKp44) or two (NKp46) Ig-like extra-
cellular domains. They contain charged transmembrane
residues for association with ITAM-signaling chains—that
is, ζ–γ heterodimers (NKp46, NKp30) or DAP12 (NKp44).
They appear to play a role in cytotoxicity against tumors
of varying origins because anti-NCR antibodies block tar-
get killing (500). However, NKp46 fusion proteins do not
bind well to targets that appear to be recognized by NCRs
(501), and a ligand for NKp44 appears to be up-regulated
on CD4+ T cells during HIV infection (502), implying com-
plex interactions that require further investigation.
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In the mouse, only the gene for NKp46 is present in the
syntenic region of chromosome 7, with the genes for other
NCRs being absent (NKp44) or a pseudogene (NKp30)
(503). A mouse NKp46-Ig fusion protein binds RMA-S tar-
gets, and deficiency of NKp46 leads to impaired in vivo
clearance of RMA-S cells (504). Interestingly, human NCRs
apparently recognize mouse tumors and vice versa, sug-
gesting conservation of these receptor-ligand pairs across
species but their tumor target ligands have remained elu-
sive (500).

Human NKp46 appears to recognize influenza hemag-
glutinin on infected cells (501). The interaction is depen-
dent on sialic acid residues on oligosaccharides on NKp46
itself, but this specificity is difficult to explain due to
the ubiquitous expression of sialylated saccharides. Con-
versely, NKp30 and NKp46 may recognize heparan sulfate
proteoglycans on their cellular targets, although this is also
controversial (505,506). Nevertheless, a NKp46-deficient
mouse is susceptible to influenza, consistent with a role
for NKp46 in defense against influenza (504), albeit possi-
bly in an indirect manner (507). These studies may provide
important clues to understanding of a conserved receptor
(NKp46) and other NCRs.

Other Activation Receptors
Several other NK cell-expressed molecules can activate

cytolysis. For example, mAbs against mouse CD69 and
Ly-6 and rat gp42 can trigger killing (31,32). CD69 is en-
coded in the NKC and is structurally related to other NKC-
encoded receptors. Interestingly, CD69 expression is up-
regulated upon stimulation (311), and its expression is not
confined to NK cells (508). CD69 is functionally active on
a large variety of hematopoietic cells when cross-linked by
anti-CD69 mAbs. Ly-6 belongs to a large family of small
(15 to 18 kDa) GPI-anchored molecules that can activate
lymphocytes when cross-linked (509,510). Rat gp42 is a
GPI-anchored protein with two Ig-like domains that was
originally identified on IL-2-activated NK cells and the rat
RNK-16 NK cell line (32). Anti-gp42 can activate RNK-
16 but not IL-2–activated NK cells. However, CD69, Ly-6
and gp42 are not expressed on freshly isolated NK cells
and are expressed only after activation through other path-
ways, and are therefore not involved in triggering natural
killing by freshly isolated NK cells. Although their phys-
iological role is unknown, their activation potential and
enhanced killing by IL-2–activated NK cells suggest that
these molecules may contribute to this phenotype.

Receptors Involved in Recognition of
Epithelial Tissues

Recent studies indicate that NK cells possess receptors
that are specific for ligands expressed at cell–cell junc-
tions in epithelial tissues. Interestingly, ligands, such as
cadherins, carcinoembryonic antigen (CEA)–related adhe-
sion molecules (CEACAMs), nectins, and nectinlike pro-

teins (necls), are involved in forming adherens junctions
and are engaged in homotypic or heterotypic interactions,
and thus, are not normally exposed (511). KLRG1 (also
known as mast cell–associated function antigen, MAFA)
is a lectinlike receptor with cytoplasmic ITIMs (512–514).
Unlike human KLRG1, mouse Klrg1 resides relatively dis-
tant and centromeric from the rest of the NKC, consis-
tent with gene duplication and chromosomal inversion
events. First discovered on rat mast cells, it has a broader
distribution in human and mouse, including NK and T
cells, but not mast cells. Expression of KLRG1 on NK
cells is down-regulated in MHC-I-deficient mice, unlike the
Ly49s, which are upregulated, but no MHC binding has
been observed for KLRG1 (515). Recently, mouse KLRG1
was found to bind the “classical” cadherins, E-, N-, and
R-cadherin (516,517). E-cadherin recognition by KLRG1
led to inhibition of NK lysis. Similarly, the human CEA-
CAMs appear to be involved in MHC-independent inhibi-
tion of NK cell activity. In particular, CEACAM1 contains
a cytoplasmic ITIM and can directly bind CEA, thereby
potentially regulating NK cell activities in human MHC-
I-deficient patients and during pregnancy (518,519,520).
Thus, NK cells express inhibitory receptors for ligands nor-
mally expressed at adherens junctions.

NK cells also express activation receptors for molecules
at the adherens junction—that is, nectins and necls. Specif-
ically, they express CD226 (DNAM-1, DNAX accessory
molecule-1), an LFA-1–associated receptor that recog-
nizes necl-5 (CD155, poliovirus receptor, PVR) and nectin-
2 (CD112) (521). NK cells also express CD96 (tactile)
that binds necl-5, and CRTAM (class I–restricted T cell–
associated molecule), a receptor that recognizes necl-2
(522,523,524).

These studies suggest that these receptors may affect
different NK cell functions as related to epithelial tis-
sues (511,516). For example, the inhibitory receptors may
regulate NK cell transmigration across an epithelial bar-
rier or prevent NK cell attack against normal tissues
(516,525). While the activation receptors could also af-
fect NK cell transmigration (516,525,526), the activation
receptors could be poised to attack cells that have disor-
dered cell–cell junctions, such as tumors, which typically
lose cadherin expression and expose nectins and necls, po-
tentially making them more susceptible to NK attack, con-
sistent with an “exposed-self” model for NK cell activation
(Figure 16.2F, G). However, tumors may be become resis-
tant to NK cells by altering expression of these molecules.
Current evidence provides some support to these complex
scenarios that will require further investigation (511).

Accessory Molecules

The role of accessory molecules in NK cell activation has
been difficult to address without knowledge of the “NK
cell (activation) receptor.” Nevertheless, NK cell function
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is critically dependent on classical accessory and adhe-
sion molecules, such as LFA-1 (527,528). Insect cells ex-
pressing ICAM-1, a ligand for LFA-1, can be killed by
human NK cells through an LFA-1–dependent process,
suggesting that LFA-1 alone is sufficient to trigger killing
(529). However, the insect cell targets could express li-
gands for unknown NK cell receptors. Recent studies also
indicate that LFA-1 cross-linking does not lead to gran-
ule polarization, suggesting that it may be insufficient for
triggering the killing process by itself (101). How LFA-1
or other “accessory” molecules contribute to each acti-
vation receptor on NK cells remains to be systematically
determined.

SIGNAL TRANSDUCTION IN NK CELLS

In general, the signal transduction pathways stimulated by
NK cell activation receptors coupled to ITAM-containing
signaling chains resemble those of TCR and B cell receptor
(BCR) signaling (530). Activation receptor cross-linking
leads to ITAM phosphorylation by Src family tyrosine ki-
nases, recruitment and activation of Syk family tyrosine ki-
nases, and subsequent downstream activation events. Inas-
much as TCR and BCR signaling is covered in detail in
other chapters, we will highlight here some notable differ-
ences with TCR and BCR signaling.

In addition to difficulties in dissecting NK cell acti-
vation because of differences due to species (mouse, hu-
man), and cell origin (freshly isolated, activated, NK cell
clones), there are additional complexities. 1) Like CTLs,
NK cells form discrete protein clusters at the site of con-
tact with their targets, termed the immunological synapse
(531,532), although obviously the TCR is not involved.
The NK immunological synapse (NKIS) is formed in dis-
crete stages whereby CD2, f-actin, LFA-1, and Mac-1 accu-
mulate in the peripheral supramolecular activation com-
plex (pSMAC) whereas granules (perforin) accumulate
centrally (cSMAC) (533). Inhibitory receptor engagement
results in early KIR and SHP-1 recruitment to areas sur-
rounded by LFA-1 (534). Other pSMAC and cSMAC pat-
terns are found depending on whether or not the contacts
lead to cytolysis (532,535). Also, there is emerging data on
the contribution of NKG2D/DAP10 and Vav1 to the NKIS
(536). 2) Individual NK cells may simultaneously express
multiple activation receptors, each of which may associate
with different ITAM-signaling chains that could be phos-
phorylated by different Src family tyrosine kinases. 3) NK
cells express multiple Src kinases, including Lck, Fyn, Src,
Yes, Lyn, and Fgr (537), with redundancies in their contri-
butions to ITAM phosphorylation. For example, Fyn is acti-
vated following Ly49D (DAP12) cross-linking, but NK cells
deficient in Fyn, Lck, or both still kill in a Ly49D-dependent
manner (538). 4) NK cells express both Syk family tyrosine

kinases, ZAP-70 and Syk itself, whereas T and B cells ex-
press either, respectively, but not both. Further, deficiency
of either ZAP-70, Syk, or both has only minimal effects on
NK cell killing (539), suggesting other pathways for trans-
mitting NK activation signals. 5) NK cells express many
adapter molecules found in T and B cells, but their contri-
butions to NK signal transduction is less well defined. For
example, SLP-76 is dispensable for NK cell signaling, al-
though it is required for T cell signaling (540). 6) Different
isoforms of signal transduction molecules are responsible
for NK cell activation. For example, mouse NK cells utilize
phospholipase C-γ 2 (PLCγ 2) as a critical signaling medi-
ator (541), more like B cells than T cells (542). 7) Finally,
most studies have been performed on bulk populations of
NK cells or NK cell clones, which may not be representa-
tive of pathways triggered in individual NK cells that may
express only some but not all signaling molecules detected
in the entire NK cell population. Taken together, these data
strongly suggest multiple pathways for signal transduc-
tion in NK cells that may be dependent on which activa-
tion receptor (and associated signaling chain) is triggered
(543).

Reinforcing this concept are recent studies on the Vav
family of guanine nucleotide exchange factors, Vav1, Vav2,
and Vav3, which are all expressed in NK cells (544). Vav2
and Vav3 are required for FcRγ and DAP12 signaling,
whereas Vav1 is required for DAP10 signal transduction.
Additionally, NK cell number and differentiation are not
apparently affected by Vav deficiencies even when they
are required for NK cell activation. In contrast, deficien-
cies in Vav family members leads to T and B cell devel-
opment defects (545). Similarly, NK cells are not defi-
cient in number or maturation state in PLCγ 2-deficient
mice, unlike B cells, which require PLCγ 2 for development
(541,542). These observations suggest that signal trans-
duction through NK cell activation receptors is generally
not required for NK cell development, unlike T and B cells,
or that there is redundancy in the pathways that contribute
to NK cell development.

Recruitment and activation of PI3K appears to be crit-
ical to NK cell activation for target killing (546). How
PI3K is activated depends on proximal signal transduction
events. In the case of NKG2D, the YxxM motif in DAP10
is phosphorylated and recruits PI3K directly (547) that ap-
pears to be sufficient to activate NK cell killing in the ab-
sence of DAP12 or Syk family tyrosine kinases (548). The
pathway may be more complex in human NK cells, where
recent evidence suggests that DAP10 also recruits a Grb2-
Vav1 intermediate for activation (549). For other activa-
tion receptors, Syk activation is upstream of PI3K (550)
and may directly recruit PI3K (551). PI3K in turn acti-
vates a mitogen-activated protein kinase (MEK) for stimu-
lation of extracellular signal-regulated kinase (ERK) (546).
Ultimately, actin polymerization occurs, and a large
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molecular weight complex is formed containing actin
binding proteins (552). Granules become polarized toward
the target and exocytosis occurs, resulting in target apop-
tosis. Thus, the complexities of NK cell activation remain
under investigation.

Biochemical Mechanism of Inhibition by NK
Cell Receptors

A typical human KIR molecule has two ITIMs separated
by ∼24 residues. In contrast, Ly49A has only one ITIM
per chain, but Ly49 molecules are normally expressed as
homodimers. Each ITIM can be phosphorylated upon re-
ceptor cross-linking (difficult to visualize) or tyrosine phos-
phatase inhibition (165,553,554–556), presumably by a Src
family tyrosine kinase as in B cells (557), although redun-
dant expression and function have precluded identifica-
tion of a single kinase required for ITIM phosphorylation
in NK cells. In studies of KIR transfectants of human Ju-
rkat T cells, the KIR ITIM is phosphorylated by Lck (558),
but it is not known if this tyrosine kinase is responsible
for phosphorylation of all inhibitory receptors in primary
NK cells, especially because NK cells express multiple Src
family tyrosine kinases. ITIM phosphorylation results in
SHP-1 recruitment and activation (165,553,554,555,559).
Two ITIMs are required for sequential binding of the
two Src homology-2 (SH2) domains in SHP-1 (560).
The NK cell inhibitory receptors preferentially recruit
SHP-1 rather than SHIP, although they may occasion-
ally bind SHP-2 (553,561,562). However, a SHIP-deficient
mouse demonstrates abnormalities in NK cell function
and receptor expression (563). Nevertheless, available
data strongly support an inhibitory mechanism consist-
ing of receptor cross-linking followed by ITIM phospho-
rylation and recruitment of SHP-1, and that this mech-
anism operates with both structural types of inhibitory
receptors.

The downstream target of the ITIM-recruited tyro-
sine phosphatase appears to be Vav1 in human NK cells
(564). However, in view of the differential role of Vav2
and Vav3 but not Vav1 in murine NK cell activation by
ITAM-signaling chains (544), this observation will need
further evaluation. Moreover, other studies suggest ear-
lier events in NK cell activation are blocked by inhibitory
receptors, such as formation of the NKIS (534,565,566).
However, KIR phosphorylation occurs within clusters at
the NKIS, which may serve to focus inhibition on down-
stream targets (567), such as Vav1, which is recruited
into the mature synapse during NKG2D/DAP10 signal-
ing (536). Future studies should clarify these relation-
ships.

Finally, investigators have observed that Ly49 receptors
on NK cells can acquire their cognate MHC-I ligands from
surrounding cells, resulting in display of both molecules

on the NK cells (568,569). Whether this contributes to cis
effects on inhibitory receptor function or is physiologically
important requires further evaluation.

NK CELL DEVELOPMENT

Early evidence indicated that the complete phenotypic and
functional maturation of NK cells occurs in the BM and
requires an intact microenvironment because BM abla-
tion or congenital BM defects lead to abnormal NK cells
(570–574). Indeed, certain aspects of NK cell develop-
ment are regulated by direct interactions between devel-
oping NK cells and stromal elements, such as interactions
between membrane lymphotoxin-α (LTα)–expressing NK
cell precursors and LTα-responsive stromal cells that are
necessary for normal development (112,575). In vitro,
NK cells can be generated from early hematopoietic cells
(576–580) in a cytokine cocktail consisting of stem cell
factor (c-kit ligand), IL-7, flt-3 ligand (FL), and IL-15
(581,582). However, direct contact with stromal cells is
required for acquisition of Ly49 receptors by developing
NK cells. Recent evidence implicates the Tyro3 family of
receptors (Tyro3, Mer, Axl) on NK cells and their ligands
(Gas6, protein S) on stromal cells as being critical for ex-
pression of NK cell receptors and functional differenti-
ation in vitro and in vivo (583). Thus, NK cell develop-
ment requires certain cytokines and direct stromal cell
contact.

A model has been proposed for the developmental pro-
cess of mouse NK cells in the BM that is divided into several
major steps (reviewed) in [584,585]). The earliest step in-
volves the commitment of hematopoietic stem cells (HSC)
in the BM to the common lymphoid progenitor (CLP) that
can give rise to NK, T, and B cells, but not to myeloid cell
lineages (586,587). Mice deficient in various transcription
factors, including Ikaros and PU.1, display severe defects
in the development of all lymphoid cells, including NK
cells, while myeloid and erythroid lineages are less affected
(588,589–592). Thus, the earliest step of NK cell develop-
ment appears to share a common pathway with other lym-
phocytes, providing evidence that NK cells belong to the
lymphocyte lineage.

The CLP differentiates to a bipotential T/NK progeni-
tor (T/NKP), reflecting the close resemblance of T and NK
cell effector functions. T/NKP can give rise to T and NK
cells, but not to other lineages, depending on culture con-
ditions (593,594–597). Consistent with this bipotentiality,
CD3ε and FcεRIγ Tg mice exhibit selective defects in both
NK and T cell development (598,599). More recently, in in
vitro studies using BM stromal cell monolayers, T or NK
cells can be generated from precursor populations, includ-
ing undifferentiated thymocytes, depending on whether
Notch signaling occurs (594,600,601).
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FIGURE 16.6 Developmental stages of commit-
ted mouse NK cells. During development in BM,
informative surface markers characterize distinct
stages from the NK cell progenitor to mature NK
cells. After acquisition of NK cell receptors (NKG2
and Ly49), significant proliferation occurs while
the cells are still immature. The licensing process
may affect the proliferation phase (183). Modified
from (584).

The acquisition of IL-2/15Rβ subunit (CD122) marks
the transition from T/NKP to a committed NKP (596,602)
(Figure 16.6). In Ets1- or Id2-deficient mice, NK cell devel-
opment appears to be blocked here because NK cells fail
to develop while T and B cells develop normally (603,604).
The committed NKP appears to become responsive to
IL-15 at this stage because IL-15 or IL-15Rα–targeted mu-
tations produce a relatively selective NK cell deficiency
with effects only on relatively rare T cell subsets, such as
NKT cells (48,49). Not surprisingly, mice deficient in other
components of the IL-15R complex and its signaling path-
way (IL-2Rβ, Jak3 and STAT5α/β) exhibit similar defects
in NK cell development (39,605–607). IRF-1 (interferon
regulatory factor 1)–deficient mice lack NK cells, and this
defect can be overcome by the addition of IL-15, suggest-
ing that stromal cells produce IL-15 in an IRF-1-dependent
manner (608). Deficiency in T-bet, a T-box transcription
factor involved in T helper development, also results in a
defect in NK and NKT cell maturation (609), further sup-
porting a close developmental relationship between NK
and NKT cells.

NKPs next differentiate into mature NK cells in a se-
ries of putative developmental intermediate stages that oc-
cur in the BM (70,602). The CD122+ NK1.1− NKP has
been denoted as intermediate Stage I (Figure 16.6) (70)
and has also been isolated from fetal thymus (579,596).
Thereafter, NK1.1 (Nkrp1c) is expressed (Stages II to
V), comparable to studies of in vitro differentiation of
human NK cells where NKR-P1A molecule is one of
the earliest markers expressed (610). Among the mouse
CD3− CD122+ NK1.1+ population, there is an inte-
grin αv+ c-kit− population (Stage II) that can express
CD94/NKG2 and NKG2D but not Ly49 (70). Subsequently,
Ly49s are expressed along with both αv and c-kit (Stage
III). The acquisition of CD94/NKG2 and Ly49 receptor

expression on immature adult BM NK cells recapitu-
lates their expression on fetal and neonatal NK cells
in which CD94/NKG2 receptors are first expressed, then
the cells acquire Ly49 expression in an ordered manner
(196,611,612).

At Stage IV, integrin α2 (DX5) expression is increased
and developing NK cells undergo vigorous proliferation
(70) (Figure 16.6). Thereafter, as NK cells acquire high-
level expression of Mac-1 (αMβ1) and CD43 (Stage V),
proliferation markedly decreases unless challenged by
pathogens such as viruses that can stimulate mature NK
cell proliferation (70,613). NK cells at Stage V become fully
capable of functional activities associated with mature pe-
ripheral NK cells. A selective NK cell deficiency in a Tg
is manifested by a failure to generate mature, functional
Mac-1high cells (614,615), consistent with this terminal dif-
ferentiation step.

The aforementioned models suggest that developing
murine NK cells expand at a phenotypically distinct stage
and that NK cell development is characterized by a dy-
namic process involving changes in surface receptors
for cytokines, extracellular matrix, and self- and target-
recognition. Whether expression of these receptors rep-
resent functionally important, rate-limiting steps needs to
be determined. Nevertheless, current models provide guid-
ance for future investigation.

Like developing mouse NK cells, human NK cells dis-
play regulated in vitro development (610,616–618), but
there are some differences with mouse NK cell devel-
opment. For example, IL-12 is important in human NK
cell development in vitro (619), whereas mouse NK cells
do not require IL-12 (620–622). Human NK cell develop-
ment also appears to be dependent on IFN-γ or IL-18, but
there is no NK cell defect with deficiencies of IFN-γ or
IL-18 (623). Therefore, there may be in vitro versus in vivo
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or species effects to explain these differences in NK cell
development.

ACQUISITION OF NK CELL TOLERANCE

Influence of Host MHC-I Environment

Although the MHC-specific inhibitory receptors explain
the influence of MHC expression on NK cell effector func-
tions against target cells, how these receptors are related
to self-tolerance in vivo has been a challenging issue. Sev-
eral hypotheses have been considered. An individual NK
cell can simultaneously express multiple inhibitory re-
ceptors, but some may not recognize self-MHC. The “at
least one receptor model” suggests tolerance is achieved
as long as each NK cell expresses at least one receptor
with self-MHC-specificity (297,624). There are changes in
the repertoire of MHC-I-specific inhibitory receptors, de-
pending on the MHC haplotype, but these differences are
modest, regardless of whether the receptor is self-specific
(297,624,625,626). As determined by antibody reactivity,
the expression level of an NK receptor on an individual
NK cell decreases when the host expresses the MHC li-
gand for that receptor (161,162,627). Functional analyses
of NK cells with “down-regulated” receptor expression sug-
gest that such NK cells are more sensitive to small changes
in MHC ligand expression on the target, as explained by
the “receptor calibration” model (625,628). However, these
studies involved in vitro conditions that could alter their
intrinsic functional capacities. Thus, several hypotheses
based on the MHC-specific inhibitory receptors were pro-
posed to account for NK cell self-tolerance.

There are several observations that need explanation
when considering the role played by MHC-specific in-
hibitory receptors in NK cell self-tolerance. The “miss-
ing self” hypothesis implies that there should be overt
NK cell autoreactivity in MHC-I–deficient hosts, but
this was not observed in humans or mice (132,133,134,
629,630–632). Instead, NK cells from MHC-I–deficient
mice demonstrate poor killing of MHC-I-deficient targets
or rejection of MHC-I–deficient BM, even though they ap-
pear normal in number, tissue distribution, and expression
of activation receptors. Another very difficult issue is re-
lated to hybrid resistance whereby host NK cells in an F1

hybrid animal can reject BM grafts from either inbred par-
ent (633,634). It was difficult to understand how NK cells
discriminate between cells expressing the full complement
of self-MHC alleles versus those otherwise normal cells ex-
pressing only some self-MHC molecules. NK cell–mediated
rejection of MHC-I–sufficient BM grafts also depends on
which host MHC-I allele is present (635,636). Thus, NK
cells are regulated by host MHC environment, not just by
the target cell in effector responses.

Also unexplained was the pairing of polymorphic in-
hibitory receptors with their highly polymorphic cognate
MHC ligands (202,249). The genes for the receptors and
their ligands are located on different chromosomes (i.e.,
the receptor and ligand genes segregate independently).
Thus, there must be mechanisms to provide NK cells with
the appropriate inhibitory receptors with specificity for
self-MHC because the appropriate pairs are not inherited
together, unlike the closely linked Nkpr1-Clr gene pairs
(355).

The Licensing Hypothesis

Recent studies with target cell-free stimulation and sin-
gle cell assays of NK cell responsiveness have been reveal-
ing (183,637). Freshly explanted, resting murine NK cells
from MHC-I-deficient mice were functionally defective in
triggering by immobilized antiactivation receptor antibod-
ies (183). Conversely, in wild-type mice, functional compe-
tence correlated with expression of a Ly49 inhibitory re-
ceptor for self-MHC-I (183). Moreover, NK cells without
expression of known self-receptors were hyporesponsive
(637). Particularly informative were studies with a single
chain trimer (SCT) MHC-I molecule, consisting of anti-
genic peptide-linker-β2m-linker-H2Kb as a single polypep-
tide that binds only Ly49C (183). In Tg mice expressing
only this MHC-I molecule, only Ly49C+ NK cells were
functionally competent. Thus, NK cells normally acquire
the competence to be triggered through their activation re-
ceptors by their MHC-specific receptors interacting with
host MHC-I (Figure 16.7), a process termed licensing.

Licensing thus leads to appropriate pairing of inhibitory
receptors with self-MHC and strongly suggests that there
are two types of self-tolerant NK cells (Figure 16.7). Re-
gardless of the MHC-I environment, licensed NK cells are
tolerant because they have inhibitory receptors for self-
MHC, the same receptors involved in licensing. Unlicensed
NK cells are also tolerant because they are not function-
ally competent and have no need for inhibition by self-
MHC under steady-state conditions. In hosts heterozygous
for MHC alleles, each MHC allele could potentially license
different NK cell populations. This aspect of licensing is
relevant to hybrid resistance because an (A × B)F1 hybrid
animal should have NK cells that are separately licensed
on different MHC alleles. F1 hybrid NK cells that were li-
censed by MHC alleles from parent A should be inhibited
by A alleles but not B alleles and thus reject BM from par-
ent B. The converse should also be true. In the F1 ani-
mal itself, NK cells are licensed by either parental allele,
so all NK cells should be inhibited by normal tissues that
codominantly express both MHC alleles. Licensing poten-
tially explains how NK cells distinguish cells expressing
the full complement of MHC-I from those expressing only
some alleles.
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FIGURE 16.7 Licensing of NK cells by host MHC-I. Depicted is the situation in a mouse express-
ing only H2Kb that is a ligand for Ly49C but not Ly49A. Cells expressing Ly49C therefore have a
self-specific receptor whereas those expressing Ly49A do not. Ly49C engagement by self-MHC-I
results in a licensed NK cell that has functional competence to be triggered through its activation
receptors. These cells can be inhibited by self-MHC through the same receptor that conferred
licensing. Ly49A+ NK cells remain self-tolerant because they are unlicensed. For clarity, only one
MHC allele and cells expressing one Ly49 receptor are shown. Normally, the host has multiple
MHC alleles, each of which could license different NK cells, and individual NK cells express mul-
tiple Ly49s simultaneously. Each NK cell is likely to be licensed separately, potentially by different
MHC alleles, and through different Ly49s. Taken from (183).

Although licensing is a positive outcome (i.e., the ac-
quisition of functional competence), it requires the ITIM
of the self-specific Ly49 receptor to deliver signals that ul-
timately result in a licensed NK cell (183) (Figure 16.7).
Although this appears to occur in the BM, the nature of
such signals is not yet known. At least two qualitatively
different models are being considered. The MHC-specific
receptor could confer licensing in a positive way (stimula-
tory model) by delivery of signals that directly induce a dif-
ferentiation process and license NK cells. In the inhibitory
model, the MHC-specific receptors may act to decrease the
effect of a putative, as yet uncharacterized, self-specific
activation receptor. When unimpeded by self-MHC-I, NK
cells may become hyporesponsive due to overstimulation
through the activation receptor. This model is somewhat
akin to T cell anergy. Both models are similar to those
previously proposed (638), but engagement of the MHC-
specific receptor with self-MHC is now known to be a re-
quired key step (183) and is common to both models. Also,
the models are not mutually exclusive and either could
be affected by co-receptors or adhesion molecules. Thus,
studies of these tolerance mechanisms should be forth-
coming.

Recent studies suggest that human NK cells are also
subjected to a similar process involving KIR and self-HLA
ligands (639). These effects may be relevant to the increas-
ing awareness that the outcome of human disorders is
associated with certain combinations of KIR and HLA
genotypes (250). Such KIR-HLA relationships frequently
involve pairs with high affinities and resolution of chronic
infections (257) and are difficult to explain when only con-
sidering effector inhibitory function of the KIRs. Thus, li-
censing may be clinically relevant.

ROLE OF NK CELLS IN IMMUNE
RESPONSES

Mature NK cells in the periphery are involved in rapid in-
nate defense. However, they constitute only a small popu-
lation of cells (about 2.5% of splenic leukocytes in C57BL/6
mice). How can this small population quickly respond with
enough of a critical mass to effect significant innate de-
fense? One mechanism involves the expression of multiple
activation receptors by individual NK cells (359). In con-
trast to clonally distributed TCRs endowing the individual
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T cell with the ability to respond only to one antigen, an in-
dividual NK cell appears capable of responding to multiple
activation receptor ligands. Further, the naı̈ve T cell popu-
lation contains only rare cells with a TCR for the relevant
antigen, whereas large percentages of the NK cell popula-
tion express any given activation receptor in an overlap-
ping fashion. This multiple activation receptor expression
on sizeable subpopulations would allow a substantial num-
ber of NK cells to quickly respond to a given specific insult.
Another mechanism is related to their constitutive expres-
sion of cytokine receptors that permit many NK cells to be
stimulated by pro-inflammatory cytokines produced early
in the course of an immune response. Thus, large numbers
of NK cells can rapidly respond to a particular stimulus
through their activation or cytokine receptors.

Another issue in NK cell immune responses concerns
their tissue location. Mature peripheral NK cells are found
primarily in the blood, spleen, and liver. The homing of NK
cells to these locations is not well characterized, but NK
cells appear to have developmentally regulated expression
of a number of integrins that may play a role in their local-
ization as well as effector functions (70,640). In addition,
several chemokines, including CXCL12 and MIP1α, have
been implicated in NK cell localization to other tissues
during immune responses (641,642–646).

Interestingly, immunohistochemical in situ staining has
shown that NK cells are localized to the red pulp of the
spleen (647,648). In the liver, they are in the sinusoidal re-
gions rather than the parenchyma, and few NK cells are
present in other solid organs. Surprisingly, there are rel-
atively few NK cells in naı̈ve lymph nodes (647,649). In-
jection of tumor targets leads to NK cell accumulation if
the targets are sensitive to natural killing in vitro (650). In
viral infections, NK cells infiltrate the liver parenchyma in
the vicinity of infected foci (644,647). Although NK cells
may be less effective in killing when they migrate into
parenchymal tissues (651), others have not recapitulated
tissue-specific differences in NK effector function (652).
Thus, NK cells seem best suited for surveying the blood
for transformed or infected cells and pathogens though
interactions with DCs support additional roles (discussed
later).

NK Cells and Tumor Surveillance

Abundant literature supports a role for NK cells in resist-
ing tumor growth and metastasis (3). In addition, LAK
cells have been infused into patients with cancers refrac-
tory to conventional therapy (653). Several cases of com-
plete remission were reported, but the treatment required
intravenous administration of high doses of IL-2 that has
significant toxicity.

Most prior work on NK cells and anti-tumor effects
utilized experimental protocols involving adoptive trans-
fer of tumor cells into mice where NK cells can eliminate

>90% of tumor cells within the first 24 hours (654). Several
long term assays ofin vivo tumor clearance are available,
such as survival or lesion size. However, T cell immune
responses need to be excluded even in syngeneic hosts
due to the possibility of tumor-specific peptides. Clear-
ance of intravenous-administered radiolabeled tumor cells
can be measured with radioactivity of the lung as an in-
dex of tumor burden. Because this lung clearance assay
can be performed as early as 4 hours after tumor inocula-
tion, it is relatively confined to innate NK cell responses
in the unimmunized host (16,614). With these assays,
perforin-deficient mice are unable to clear tumors (655),
and augmentation of NK cell activity with various agents
increases the capacity of the hosts to eliminate tumors
(654).

However, few studies are available on control of
primary tumor formation by NK cells—that is, tumor
surveillance—that have only recently garnered attention
(656). Probably the most systematic studies in a single
experimental model involve fibrosarcoma development
after subcutaneous methylcholanthrene challenge (657–
659). In brief, NK cells collaborate with NKT cells in pre-
venting fibrosarcomas through mechanisms involving per-
forin, TRAIL, and IFNγ . There is also evidence for involve-
ment of NKG2D (435) and its ligands with respect to the
immunoediting of tumors by NK cells (437,438).

NK Cells in Host Defense Against Pathogens

Although NK cells reportedly respond to a wide variety of
microorganisms (660), the role of NK cells in infections
is probably best illustrated by human patients with selec-
tive NK cell deficiencies (661,662,663,664). Although the
molecular basis for most human NK cell deficiencies is un-
known, several points can be gleaned: 1) NK cell deficiency
is associated with a propensity for severe or recurrent virus
infections, particularly herpes viruses. 2) Difficulty with
tumors is not a common feature, except for virus-related
lesions. 3) The disorder is rare, perhaps because patients
succumb to overwhelming infection before the syndrome
is recognized. 4) Defective NK cells can be found in other
genetic and acquired immunodeficiency disorders that af-
fect other immune components. For example, NK cell ac-
tivity is significantly diminished in AIDS (665,666). NK cell
infection with herpesvirus 6 induces de novo expression
of CD4 rendering susceptibility to HIV-1 infection (667),
perhaps accounting, in part, for increased susceptibility
of AIDS patients to opportunistic infections, such as se-
vere CMV (668). Immature NK cell number and function
in the developing fetus may be clinically relevant to the
classic “TORCH” syndrome, birth defects associated with
maternal Toxoplasma, rubella, CMV, and herpesvirus in-
fections (669–671). Thus, NK cells appear to be especially
important in controlling infections, especially from herpes
viruses.
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In mouse models, detailed and ongoing evaluation of
mouse NK cell responses, especially against viral and Liste-
ria infections, have been especially revealing (summarized
in [672,673]). For example, beige mice are susceptible to
MCMV infections (674). In vivo antibody depletion of NK
cells results in marked viral replication in internal organs
(spleen, liver), and lethality with MCMV, vaccinia virus, or
mouse hepatitis virus (675,676,677). A similar phenotype
was observed in Tg mice lacking NK cells (652,678). Inter-
estingly, if depleting antibody was given to wild-type mice
later in the infection, there was no untoward effect (676).
Thus, NK cells are significant in early, innate immunity to
infections.

NK Cell Cytokine Responses and Production
During Infection

During infection, NK cells can respond to several differ-
ent cytokines resulting in production of other cytokines.
In Listeriosis, the classic model for T cell–dependent re-
sistance, scid mice achieve acute control of infection de-
spite absence of T cells (679), due to early NK cell pro-
duction of IFNγ (680). However, NK cells do not appear
to respond directly to Listeria. Rather, macrophages pro-
duce IL-12 that then stimulate NK cell secretion of IFNγ

and infection control (121,681). Further, TNF-α can syn-
ergize with IL-12 to induce NK cell production of IFNγ ,
whereas IL-10 is antagonistic (121). The increased suscep-
tibility of mice lacking IL-12 receptor, IFNγ , or the IFNγ

receptor signaling pathway (682–685) are consistent with
macrophage production of IL-12 that stimulates NK cells
to secrete IFNγ in Listeriosis.

While a similar IL-12-IFNγ pathway is also operational
in MCMV infections (673,678,686), IL-18 also contributes
somewhat to NK cell control of MCMV (687). However IL-
12 appears to be more critical than IL-18 because uniform
lethality was observed in IL-12p35−/− mice challenged
with MCMV, while all IL-18−/− mice survived (687). On the
other hand, neutralization of IL-18 is a common feature of
orthopoxviruses (688). For example, ectromelia virus (EV,
mousepox) contains an ORF for an IL-18 binding protein
(IL18BP) that effectively neutralizes the effects of IL-18
on NK cells (689). In addition to augmented IFNγ pro-
duction, IL-18 enhances perforin-dependent cytotoxicity
(623,690,691).

Importantly, not all viral infections are controlled by
NK cells. For example, NK cell depletion has little effect
on lymphocytic choriomeningitis virus (LCMV) infections
(673,675,692). Yet many NK cell activities are stimulated
by LCMV infection.

During infections, even with LCMV, cytotoxicity of NK
cells is enhanced, and proliferation ensues. These events
constitute systemic effects directly or indirectly mediated
by cytokines, such as IL-12, IL-18, and IFNα/β (693). How-
ever, IFNγ production is not seen in LCMV infections
(678,694). This apparent paradox is due to an inhibitory

effect of IFNα/β on IL-12–dependent IFNγ production
(694). Inhibition by IFNα/β is mediated through the STAT1
signaling pathway. In the absence of STAT1, IL-12 respon-
siveness is restored and IFNα/β induces IFNγ production.
Although it remains to be determined how the IFNα/β re-
sponse to LCMV differs from MCMV, these studies indicate
that the NK cell cytokine response to infection varies with
the pathogen even though many responses may appear to
be similar.

A challenging area of investigation is the role of IL-15
in NK cell responses in vivo (695) because IL-15 and IL-
15Rα–deficient mice lack NK cells (48,49). Nevertheless,
NK cells can be stimulated during infection by IL-15 and
control viral replication during in vitro cultures (695–699).
Moreover, IL-15 can provide protection to Herpes simplex
viral infections (699). Finally, IFNα/β can stimulate IL-15
production that can drive NK cell proliferation (700).

NK cell responses to cytokines are also regulated by
other innate lymphocytes. For example, in TCRδ−/− mice,
Listeria infection is enhanced compared to TCRβ−/− mice
and is associated with diminished production of IFNγ by
NK cells, suggesting that γ /δT cells regulate NK cell re-
sponses (701). Similarly, NKT cells can regulate NK cells
because administration of α-galactosylceramide, a potent
ligand for the TCR on NKT cells, results in nearly concomi-
tant activation of NK cells, possibly due to release of IFNγ

by the NKT cell (67). Inasmuch as NKT cells can recognize
glycolipid antigens in Mycobacteria (702,703), these stud-
ies indicate a potential physiologically important mecha-
nism for NK cell activation in innate immunity to these
organisms.

NK Cell Activation Receptors in Infection
There are several observations from studies of viral eva-

sion indicating the importance of NK cell activation recep-
tors in infection. Because viruses have evolved numerous
strategies to down-regulate MHC-I molecules on infected
cells to avoid MHC-I-restricted cytotoxic T lymphocytes
(139), virally infected cells should have enhanced suscep-
tibility to NK cell lysis. However, viruses also encode pro-
teins that interfere with natural killing (for recent review,
see [704]).

In many cases, viral interference of natural killing is re-
lated to enhanced function of inhibitory MHC-I-specific
NK cell receptors. For example, murine and rat CMV
contain ORFs m144 and r144, respectively, which encode
molecules with sequence homology to MHC-I and enhance
in vivo virulence, presumably by interacting with as yet
unidentified NK cell inhibitory receptors (705,706–708).
Human CMV (HCMV) encodes an MHC-I-like molecule
(UL18) that interacts with LIR1 (ILT2), an Ig-like in-
hibitory receptor on NK cells (261,709). HCMV also en-
codes a peptide that binds and enhances expression of
HLA-E that in turn binds CD94/NKG2A, a lectinlike NK
cell inhibitory receptor (294,710). Another example is the
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selective down-regulation of MHC-I by the human immun-
odeficiency virus, HIV-1 (711). In this case, the virus down-
regulates HLA-A and B but not HLA-C or E; the former
HLA molecules tend to be restricting elements for MHC-I-
restricted CTLs, while the latter are selectively recognized
by human KIRs and CD94/NKG2A. Therefore, viruses have
evolved mechanisms to selectively engage inhibitory recep-
tors that presumably prevent the action of NK cell activa-
tion receptors.

Viruses can also directly block triggering of NK cell ac-
tivation receptors. For example, both human and mouse
CMV block NKG2D recognition of its ligands with func-
tional consequences in vitro and in vivo (discussed in
greater detail earlier in this chapter) (405,411,442,443–
446,712). More generally, the Kaposi’s sarcoma–associated
herpesvirus (KSHV) avoids NK cell activation through K5
that down-regulates expression of ICAM-1 and B7-2, li-
gands for NK cell coreceptors involved in target-induced
stimulation (713). Indeed, the interaction of LFA-1 on the
NK cell with target ICAM-1 is critical for NK cell killing
of targets (714). Thus, viruses encode multiple proteins to
specifically thwart NK cell responses through their activa-
tion receptors.

The viral evasion strategies implicate NK cell activation
receptors that specifically recognize infected cells; these re-
ceptors are just beginning to be identified. Human NKp46
binds hemagglutinin of influenza virus and hemagglutinin-
neuraminidase of parainfluenza virus, suggesting it may
be involved in resistance to these viruses (501). However,
this interaction is dependent on sialic acid residues that
are widely expressed, and the in vivo significance of these
findings is difficult to assess in humans. Nevertheless, re-
cent studies in NKp46–deficient mice corroborate these
findings (504).

The autosomal dominant Cmv1 gene in the NKC is re-
sponsible for resistance of certain mouse strains to MCMV
(476,477,715,716); MCMV-resistant C57BL/6 mice are sus-
ceptible when depleted of NK cells (717). Extensive genetic
and immunological evidence established that Ly49h is re-
sponsible for genetic resistance to MCMV (359,717,718–
720). A DAP12 signaling mutant mouse could not resist
MCMV (721), consistent with in vitro signaling studies
showing that Ly49H signals through DAP12 (358,718).
Thus, Ly49H is an NK cell activation receptor responsible
for genetic resistance to MCMV.

The ligand for Ly49H is encoded by the m157 ORF
in MCMV (354,356). M157 has a predicted MHC-I fold,
among 11 other MCMV molecules. Interestingly, in mice
lacking adaptive immunity, m157 mutant MCMV clones
emerge during MCMV infection, indicating selection pres-
sure from Ly49H+ NK cells result in escape mutant viruses
(722). The reasons for maintenance of m157 in the MCMV
genome are still under investigation, but several observa-
tions suggest m157 may be advantageous to the virus un-
der certain circumstances: 1) m157 binds to an inhibitory

Ly49 receptor in certain mouse strains (356). 2) m157-
deletion viruses cause a modest decrease in viral titers
in mice lacking Ly49H, suggesting another immune eva-
sion role (723). 3) Host-virus coevolution often results
in attenuated viruses (724), and other MCMV proteins
have positive effects on host responses (725). 4) Finally,
a unique aspect of herpesvirus biology is the capacity to
become latent. If the virus kills the host during the acute
viral replicative phase during which Ly49H mediates its
control, then there will be no latent phase. Additional
studies of m157 will be required to fully understand its
biology.

Loci for resistance to other pathogens, such as mouse
pox (ectromelia) virus and HSV, have also been geneti-
cally mapped to the NKC (726,727). These loci are termed
Rmp1 and Rhs1, respectively, and C57BL/6 mice are re-
sistant. However, recent studies have reported that Rhs1
independently segregates from Cmv1 (727). Nevertheless,
the parallel phenotypes with Cmv1 suggest that other NKC
encoded NK cell activation receptors may be involved in
NK cell–mediated resistance to other viruses.

In addition to target killing, NK cell activation recep-
tors also trigger cytokine production in vitro. Although
the relative contribution of this pathway of cytokine secre-
tion to NK cell function in infection is currently unknown,
Ly49H+ NK cells can be selectively activated to produce
IFNγ gnd chemokines within 6 to 8 hours after coincuba-
tion in vitro with MCMV-infected macrophages or m157
transfectants (354,728), and m157 itself is expressed soon
after infection (729), indicating that competent NK cells
can respond within hours of recognizing virus-infected
cells.

These findings, however, contrast with the relative “non-
specific” stimulation of NK cells found during early MCMV
infection in vivo where IFNγ production was not confined
to the Ly49H+ NK cell subset (613). Moreover, while di-
rect assessment of NK cell proliferation by FACS analy-
sis of in vivo BrdU (bromo-deoxyuridine) incorporation
(613) confirmed that infection stimulates NK cell prolif-
eration (730,731), it also revealed that early (days 1 to
2 postinfection) in vivo NK cell proliferation was nonse-
lective with respect to Ly49H expression. This prolifera-
tion resembled the cytokine-driven “bystander prolifera-
tion” observed in T cells in response to viral infections or
stimulation with IFNα/β (732), suggesting that the initial
phase of viral-induced NK cell proliferation represents a
nonspecific response to pro-inflammatory cytokines (IL-
12, IFNα/β) and proliferative cytokines such as IL-15. The
nonselective proliferation phase was followed by a period
of preferential proliferation of Ly49H+ NK cells peaking at
days 4 to 6 of MCMV infection (613). The selective phase
of NK cell proliferation reflected the augmentation of pro-
proliferative cytokine stimulation by Ly49H signaling me-
diated via DAP12 (733). In vaccinia infection, the initial
phase of nonspecific NK cell proliferation was found but



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-16 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 11:35

512 Chapter 16

the later specific proliferation of Ly49H+ NK cells was not
(613). Thus, initial virus-specific NK cell responses may be
masked by generic cytokine responses and only later are
detectable.

NK AND DC INTERACTIONS

Given that both NK and DCs, when separately studied, are
critical early responders in host immune defense, it is not
surprising that these cells communicate in a bidirectional
manner (734). In this “cross-talk,” NK cells can respond
to signals derived from DCs and vice versa (735,736,737,
738). Data support both cell contact-independent and
-dependent pathways.

contact-independent pathways are perhaps better un-
derstood. Activated DCs can produce cytokines, includ-
ing IFNα/β, IL-12, IL-15, and apparently IL-2 (27,739–
742). As mentioned previously, all of these cytokines
can stimulate NK cell production of other cytokines,
such as IFNγ . Moreover, these cytokines enhance NK
cell cytotoxicity by increasing expression of perforin and
granzymes as well as perforin-independent cytotoxic path-
ways. The cytokines can also enhance signaling through
ITAM-signaling chain-associated receptors (743). A vari-
ety of stimuli, such as certain TLR ligands (27,741,744),
can activate DCs to produce cytokines that activate NK
cells, although it remains to be established whether all
DC stimuli are capable of similar effects. Nevetheless,
TLR9-dependent activation of pDCs in MCMV infections
is critical for appropriate NK cell control of infection
(744).

Direct NK–DC cell–cell contact can also enhance NK
cell activation (734). Several molecules have been impli-
cated in this process, including cytokine-induced DC ex-
pression of ligands for human or mouse NKG2D (745,746).
Human DCs can also activate resting NK cells via the
NKp30 receptor (747). Other studies indicate that mouse
NK cells can be activated by DCs in a TREM-2–dependent
manner through the DAP12 signaling pathway (748).

Conversely, NK–DC interactions can induce DC matu-
ration (738). For example, MHC-I-deficient targets can ac-
tivate NK cells, which then induce DC maturation (749).
NK–DC interactions also enhance TH1 polarization appar-
ently through NK cell production of IFNγ (750). During
MCMV infections, recognition of virus-infected cells by
NK cells is critical for maintenance of DC subsets in the
spleen (751). NK cells can also prime DCs to stimulate pro-
tective memory T cell responses against lymphomas (749).
While NK–DC cell contact is also subject to inhibitory ef-
fects and even killing of DCs by NK cells (752,753), the
capacity of NK–DC interactions to induce T cell responses
(746,749,750,754) has led to interest in exploiting these in-
teractions for therapeutic vaccines (755).

Although a hallmark of DC maturation is migration to
a draining lymph node (LN), very few NK cells are present

in the resting LN (647). Interestingly, however, deliberate
introduction of DCs into the lymphatics leads to robust
recruitment of activated NK cells (750). Real-time imag-
ing indicates that NK cells contact DCs in the superficial
regions of the LNs, where they are less motile and their in-
teractions with DCs are more extensive than T cell motility
and contacts with DCs (756). Leishmania infection led to
NK cell secretion of IFNγ and migration to the paracortex
where CD4 T cell activation occurred, indicating dynamic
interactions in the LN not previously appreciated.

Recent evidence also suggest differences in LN NK cells
in terms of capacity to be activated as compared to NK
cells from conventional sources (peripheral blood, spleen)
(740,757). For example in humans, nearly all NK cells in
the LN are CD56bright, whereas only ∼10% of peripheral
blood NK cells are CD56bright (649). Since CD56bright NK
cells have greater capacity to produce cytokines and lower
cytotoxic capacity as compared to CD56dim NK cells that
dominate peripheral blood, LN NK cell populations appear
to be particularly poised to stimulate subsequent immune
responses. Moreover, LN NK cells appear to differ in ca-
pacity to respond to DCs (758).

Finally, NK cells express markers associated with DCs,
such as CD11b (Mac-1, αM/β2, CD11b/CD18) and CD11c
(p150/95, CD11c/CD18), that led to recent descriptions of
cells with dual NK and DC phenotypes (759–761). How-
ever, whether such NK/DC cells are truly a distinct or over-
lapping lineage of cells, separable from conventional NK
cells, remains to be established. In this regard, it is no-
table that NK cells frequently express markers originally
thought to be exclusively found on other cells, such as B220
on B cells (9) and Mac-1.

NK CELLS AND MATERNAL–FETAL
INTERACTIONS

One enigmatic area of continuing interest concerns
NK cells in maternal–fetal interactions (summarized in
[762,763,764]). Several observations are related: 1) Ini-
tially described as granulated metrial gland cells, ma-
ternal NK cells accumulate in the uterus, near the fe-
tal trophoblast layer, in all mammalian species examined
thus far. 2) Accumulation is related to local production
of IL-15 (765). 3) Uterine NK cells more closely resemble
CD56high subpopulation, but there are still phenotypic dif-
ferences, including expression of activation markers and
different repertoire of MHC-specific receptors. 4) Human
trophoblasts express the nonclassical MHC-I molecule,
HLA-G, (766) but not other MHC-I or -II molecules. 5) Tro-
phoblasts are sensitive to NK cells (767), but deficiencies of
mouse NK cells are not associated with significant changes
in fecundity. 6) Mice lacking NK cells show defects in pla-
cental blood vascular remodeling that appears to be IFNγ -
dependent (768). 7) There are significant differences in
the anatomy of the maternal–fetal interface that may limit
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extrapolation of experimental results from one species to
another (764). Nevertheless, uterine NK cells may provide
important clues to understanding maternal–fetal interac-
tions.

NK CELLS IN HUMAN DISEASE

Throughout this chapter, we have used human disorders
involving NK cells to help illustrate their biology. In addi-
tion, NK cells are associated with autoimmune disorders
(769), such as multiple sclerosis, where they may regulate
pro-inflammatory cells (770). Interestingly, NK cell pro-
liferative disorders are associated with both chronic vi-
ral infections (Epstein-Barr virus) and autoimmune phe-
nomenon (8,771). NK cell malignancies can appear as
lethal midline granuloma due to the propensity of NK
lymphomas to present in the sinus and nasopharyngeal
passages and be especially destructive (772). NK cells are
also associated with hydroa vacciniforme and hypersensi-
tivity to mosquito bites (773). Dysfunctional NK cells are
found in patients with familial perforin deficiency (774)
who typically demonstrate hemophagocytic lymphohisti-
ocytosis that is also found in the macrophage activation
syndrome and systemic-onset juvenile rheumatoid arthri-
tis (775).

Thus, as immunologists and physicians gain more ap-
preciation for the molecular basis for NK cell biology, the
future holds promise for insight into a number of enig-
matic and unusual human diseases as well as common
disorders, such as HCV and HIV infections, and exploita-
tion of NK cells for immunotherapy.
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INTRODUCTION AND DEFINITION OF
INNATELIKE LYMPHOCYTES

Characteristic features oppose innate and adaptive immu-
nity in vertebrates. Innate immunity is an evolutionarily
primitive, rapid arm of the immune response that relies
on a set of germline-encoded receptors, some of which
are conserved in plants and insects. These receptors are
broadly expressed in body fluids, tissue cells, or mobile
hemopoietic cells, and they generally recognize conserved
self or pathogen structures to trigger effector mechanisms
that are more or less tailored to the pathogen. In contrast,
adaptive immunity evolved in vertebrates as a delayed arm
of the response that relies on the expansion of rare lympho-

cytes expressing highly diverse, clonally restricted,
antigen-specific receptors arising through random rear-
rangement of large families of gene segments encoded in
specialized genetic loci. These receptors include leucine-
rich-repeat domain receptors (variable lymphocyte recep-
tor, VLR) in primitive fish and, in other vertebrates, the
immunoglobulin domain receptors immunoglobulin (Ig)
H/L, T-cell receptor (TCR) α/β or TCR γ /δ. Lymphocytes
expanded after antigen encounter persist to form the basis
of memory responses, another hallmark of adaptive im-
munity.

Some subsets of T and B lymphocytes, however, strad-
dle the boundaries between innate and adaptive immu-
nity. These “innatelike” lymphocytes express canonical

518
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FIGURE 17.1 Specialized tissue niches and their resident innatelike lymphocytes. Left: Fluo-
rescent NKT cells in CXCR6-GFP “knock-in” mice are “patrolling” the liver sinusoids. Dashed
lines show their path over a period of 10 min in a live imaging study. (Courtesy of Frederic Geiss-
mann, Hopital Necker, Paris, France, and Dan Littman, New York University, New York, NY, USA.)
Right: DETC labeled with GL3 anti-γ δTCR antibody in whole epidermal sheet. Note the dendritic
shape adopted by these skin-resident T cells. (Courtesy of Jessica Strid and Adrian Hayday, King’s
College, London, UK.)

germline-encoded antigen receptors that are specific for
conserved self- and microbial ligands and are present at
high frequency in specific tissues, suggesting that they
function as immunologic sentinels and first line of de-
fense in various strategic locations (Figure 17.1). With their
memory/effector differentiation, they appear poised to me-
diate innatelike functions, which have been documented in
a surprisingly broad range of conditions, from the regula-
tion of autoimmunity and inflammation to antimicrobial
defense and cancer rejection, as well as in homeostasis.

Innatelike lymphocytes include so-called B-1 B cells and
a subset of marginal-zone B (MZB) cells; a fraction of
γ δ T cells; subsets of αβ T cells such as CD1d-restricted
“NKT” cells and MR1-restricted mucosal-associated innate
T cells (“MAIT cells”) (Table 17.1). Studies have revealed
common themes and principles in their development, anti-
gen specificity, and function, although variations are found
with individual subsets. Innatelike lymphocyte subsets are
variably represented in different mammalian species. They
represent a distinct host defense strategy, perhaps corre-
sponding to an early phase of evolution of adaptive T-
and B-cell immunity. With a particular focus on the well-
studied NKT cell subset, this chapter will treat them as a
group, using specific examples that illustrate similarities
and differences.

CANONICAL GERMLINE-ENCODED
ANTIGEN RECEPTORS

Antigen Receptor Structure

The most characteristic feature of innatelike lymphocytes
is the expression by relatively large numbers of lympho-
cytes of so-called canonical and germline-encoded B- or
T-cell receptors that are specific for conserved self- or
foreign antigens. “Canonical” sequences are invariant se-
quences or motifs in the CDR3 regions of one or the two
receptor chains, which are involved in antigen contact.
The “germline” nature of these canonical receptors arises
from nucleotide sequences that are entirely encoded in the
genome, and do not require nontemplated N-nucleotide
addition or mutation. Thus, these genetic elements could
have been naturally selected for their protective value dur-
ing the evolution of the immune system. For each of these
canonical sequences, there are individual examples ex-
hibiting nucleotide trimming and N additions. Because
these changes are conservative—that is, they preserve the
canonical amino acid sequence—they illustrate another
important aspect of the biology of innatelike lymphocytes,
which will be discussed later: antigen-driven cellular selec-
tion.
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◗ TABLE 17.2 Invariant BCR of T-15 Idiotype+ B-1 Cells

IGKV7 TAT CTT CT IGHV7 GCA AGA GAT
IGKJ5 CTC ACG TTC IGHD1 AT TAC TAC GGT AGT AGC TAC

IGHJ1 TAC TGG
Canonical mVκ122 TAT CTT CTC ACG TTC Canonical mVHS107 GCA AGA GAT TAC TAC GGT AGT AGC TAC TGG

Y L L T F A R D Y Y G S S Y W

Regions of short homology between V, D, and J segments, which guide the rearrangement process, are underlined.

Some canonical receptors, such as the T15 antiphos-
phatidylcholine BCR (Table 17.2) and the Vγ 5 [nomen-
clature according to Heilig and Tonegawa (1)] dendritic
epidermal T-cell (DETC) TCR (Table 17.3) are made of in-
variant H/L or γ /δ pairs, and their production is generally
limited to the fetal or neonatal period (2,3). Others ap-
pear to be “semi-invariant,” as only one chain is invariant
whereas the other exhibits diversity. For example, CD1d-
restricted NKT cells express a canonical Vα14-Jα18 TCR
α chain paired with β chains that use a limited set of Vβ8,
Vβ7, Vβ2 families joined to variable DβJβ (4) (Table 17.4).
Similarly, antiphosphatidylcholine-specific B1 B cells use
invariant VH11 and VH12 heavy chains, with Vκ9 or Vκ4
light chains that are diverse in their Jκ usage (5,6). Other
receptors exhibit relatively limited areas of sequence con-
servation or “motifs.” In the case of γ δ T cells specific for
the MHC class I–like molecule T10/T22, a canonical se-
quence was not apparent until multiple T-cell clones were
obtained and sequenced to suggest the importance of a
W-(S)EGYEL motif, where W could be contributed by a
Vδ or by Dδ1, SEGYE was from a Dδ2 segment, and L
was encoded by a P nucleotide (7). The crystal structure
of the TCR bound to T22 directly demonstrated that this
canonical sequence contacts the antigen (8).

Ultimately, the canonical BCRs and TCRs function-
ally resemble innate receptors such as Toll-like recep-
tors (TLR), for example, by their germline specificity for
conserved antigens. Like TLRs, they can be monospe-
cific or multispecific, recognizing related antigens or anti-
gens of vastly different structure. The variable parts of
these canonical receptors can modulate the affinity of anti-
gen recognition, as shown for NKT cells (9–11) and for
T10/T22-specific γ δ T cells (7), perhaps affording greater
plasticity for functional responses and for recognition of
variant antigens.

◗ TABLE 17.3 Invariant γδ TCR of Dendritic Epidermal T Cells

TRGV5 TGC TGG GAT TRDV1 GAT AT
TRGJ1 AT AGC TCA TRDD2 AT ATC GGA GGG A

TRDJ2 GG AGC TCC
Canonical mVγ 5 TGC TGG GAT AGC TCA Canonical mVδ1 GAT ATC GGA GGG AGC TCC

C W D S S D I G G S S

Vγ nomenclature according to Heilig JS, Tonegawa S. Diversity of murine gamma genes and expression in fetal and
adult T lymphocytes. Nature. 1986;322(6082):836–840.

P nucleotides, palindromic to the first nucleotides at the end of germline V, D and J elements, are in italics. Regions of
short homology between V, D, and J segments, which guide the rearrangement process, are underlined.

Achieving a high frequency of canonical rearrange-
ments is a prerequisite to contribute to innate responses.
Depending on the canonical receptor, this requirement is
met by diverse genetic strategies, by cellular selection, and,
in some cases, by clonal expansion.

Genetic Mechanisms That Produce
Canonical Antigen Receptors

Some genetic mechanisms operate early in fetal and new-
born life, revealing distinct intrinsic properties of fetal pro-
genitors, whereas others operate throughout newborn and
adult life.

Programmed Rearrangements

In the fetal and neonatal periods, B and T lymphocytes
show conspicuous tendencies to rearrange and express
particular V(D)J gene segments encoding the canonical
antigen receptors of some γ δ T cells and B-1 B cells. This
is particularly well illustrated for the sequential rearrange-
ments that give rise to waves of TCR γ δ T cells colonizing
the skin and the other mucosal tissues in mice (2,12) and
for the B-1 B cells that express the so-called T-15 idiotype
(corresponding to the canonical portion of the antibody
structure) (3). The molecular basis of these ordered rear-
rangements involves local as well as large-scale changes
in chromatin structure that are still poorly understood
(13). Nevertheless, signaling through the cytokine recep-
tors for interleukin-7 (IL-7) or IL-15 involving Stat5 was
shown to be essential for the expression of various B-1
and γ δ TCR canonical receptors (14–17). IL-7 receptor sig-
naling regulated histone acetylation and transcriptional
activation of VH558 genes through Stat5 binding the
transcription factor Oct-1 (18). Interestingly, thymic
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◗ TABLE 17.4 Semi-invariant TCRs of CD1d-Restricted NKT and
MR1-Restricted MAIT Cells

TRAV10 GTG GTG AGC G
TRAJ18 C GAC AGA

Canonical hVα24 GTG GTG AGC GAC AGA Variable hVβ11
V V S D R

TRAV19 GTG AGG GAT
TRAJ33 G GAT AGC

Canonical mVα19 GTG AGG GAT AGC Variable mVβ6, mVβ8
V R D S

Regions of short homology between V, D, and J segments, which guide the rearrangement process, are
underlined.

stromal-derived lymphopoietin (TSLP) can substitute for
IL-7 and signal through IL-7Rα in fetal but not adult B-
cell ontogenesis (19,20). These differences might explain
intrinsic differences in BCR repertoire and possibly also
other lineage characteristics of B cells produced in early
life as compared to adult life.

Terminal Deoxynucleotidyl Transferase (TdT)

Low-level expression of TdT in the fetal and neona-
tal period favors germline canonical sequences by de-
creasing the frequency of nontemplated nucleotide addi-
tion (N diversity) at the joining end of the rearranging
segments. Thus, genetic overexpression of TdT impairs,
whereas abrogation favors, canonical rearrangements
(21,22).

Short-Nucleotide-Homology-Mediated
Rearrangements

The formation of canonical sequences is enhanced by re-
gions of short homology that guide the recombination
process (Tables 17.2 through 17.5). These short-homology
regions are contributed sometimes by P nucleotides palin-
dromic to the nucleotides at the end of V, D, or J el-
ements (Tables 17.3 and 17.5). Suggested initially for
the formation of T-15 antibody rearrangement (3), this
general mechanism has been demonstrated in vivo for
the fetal TCR γ δ rearrangements that generate DETC
cells (21).

Several canonical antigen receptors are produced con-
tinuously over the lifespan of the animal. This is the
case, for example, for CD1d-restricted NKT cells, MR1-
specific MAIT cells, phosphoantigen-specific Vγ 9 T cells,
and phosphatidylcholine-specific B-1 B cells. Because the
Vα14 and Jα18 segments are distal, their recombination
depends on the prolonged lifespan of double-positive thy-
mocytes, which requires the induction of the antiapop-
totic Bcl-xL protein by the transcription factor RORγ t
expressed at the double-positive stage of thymocyte devel-
opment (23,24).

Antigen-driven Cellular Selection of
Canonical Antigen Receptors

Although they were debated initially, there are now con-
verging findings indicating that many innatelike lympho-
cyte subsets, including those that rely on programmed
fetal rearrangements, undergo a phase of cellular selection
driven by specificity for their self-ligand. Furthermore, as
will be discussed in the section on lymphocyte develop-
ment, these antigen-recognition events appear to be essen-
tial to initiate the peculiar signaling pathways that drive
lineage differentiation.

Transgenic expression models have been generated for
several canonical receptors and have usually demonstrated
that receptor expression instructed the corresponding lin-
eage differentiation for NKT cells (25,26) (Figure 17.2),
DETC (27) and liver γ δ T cells (28), B-1 B cells (29–
32) (33), and MZB cells (34). Conversely, expression of

◗ TABLE 17.5 Invariant γδ TCR of Human Vγ9 Peripheral Blood Lymphocytes

TRGV9 TGG GAG GTG CA TRDV2 GAC A
TRGJP G CAA GAG TRDD3 TA CTG GGG GAT AC

TRDJ1 ACC GAT
Canonical hVγ 9 TGG GAG GTG CAA GAG Canonical hVδ2 GAC ATA CTG GGG GAT ACC GAT

W E V Q E D I L G D T D

P nucleotides, palindromic to the first nucleotides at the end of germline V, D, and J elements, are in italics. Regions of
short homology between V, D, and J segments, which guide the rearrangement process, are underlined.
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FIGURE 17.2 Developmental instruction of the NKT lineage by
transgenic expression of the Vα18-Jα18 TCR α chain. In C57BL/6
mice, NKT cells labeled by anti-TCRβ and -NK1.1 are found in
thymus and spleen but predominate among liver lymphocytes.
Transgenic (Tg) mice expressing the Vα14-Jα18 Tg TCR α chain
have increased NKT cell frequency, whereas mice expressing
the MHC class I–restricted ovalbumin-specific TCR OT-1 are de-
prived of NKT cells. The NK1.1− T cells in Vα14-Jα18 Tg mice
include cells that express inappropriate Vβ families. The NK1.1+

T cells in OT-1 mice include cells that express endogenous Vα14-
Jα18 TCR alpha chains.

“mainstream” αβ TCRs or BCRs prevented the develop-
ment of NKT cells, B-1 B cells, and MZB cells, respec-
tively. In cases where the self-ligand is known and could
be deleted, development was interrupted, indicating that
selection is based on antigen receptor/ligand interactions.
Thus, ablation of CD1d (35–37), MR1 (38) specifically
abrogated the development of TCR αβ NKT or MAIT
cells, respectively. Beta 2-microglobulin–deficient mice did
not support the development of T10/T22-specific KN6 γ δ

transgenic cells (39). B-1 B cells expressing an antibody
specific for a carbohydrate determinant on the glycopro-
tein Thy-1 were not found in Thy1-deficient mice (40).

In the presence of a rearranged Vα14-Jα18 TCR α chain,
TCRs using a Vβ8, Vβ7, or Vβ2 chain are the only ones
that recognize the endogenous NKT ligand iGb3. This
bias, which contrasts with the ability of Vα14-Jα18 to pair
broadly with the entire Vβ repertoire, precisely matches
the set of Vβs used by NKT cells, consistent with the no-
tion of positive selection by this antigen (10).

Detailed analysis of the nucleotide sequences of canon-
ical antigen receptors provide further unambiguous exam-
ples of antigen-driven selection. For example, a subset of
the Vα14-Jα18 sequences of CD1d-restricted NKT cells ex-

hibit variations in nucleotides, but these variations pre-
serve the canonical amino acid sequence (4). In the case of
MR1-specific MAIT cells, the mouse Vα19-Jα33 nucleotide
sequence is largely invariant, probably owing to a long
stretch of nucleotide homology between Vα19 and Jα33
(Table 17.4), but the human Vα7.2-Jα33 sequences show
junctional variations with N nucleotides. The length of the
CDR3 loop and its canonical amino acid motif are well
preserved, however (38,41). Similar examples of antigen-
driven selection have been found for the VH11 and VH12
heavy chains of phosphatidylcholine-specific B1 B cells
(31,42).

T10/T22specific γ δ TCRs have a canonical CDR3δ motif
W-(S)EGYEL that includes a W variably originating from
Vδ6, Dδ1, or even P/N elements (7). Although this T10/T22-
specific sequence is found at relatively high frequency
among peripheral γ δ T cells, it is unclear whether the cor-
responding cells have undergone antigen-driven selection
in vivo, because the specificity is still expressed at high
frequency in β2-microglobulin–deficient mice and a large
fraction of the T10/T22-specific cells exhibit a naı̈ve phe-
notype. However, memory-type cells do require T10/T22
expression.

In the case of DETC cells with tightly programmed
Vγ 5/Vδ1 rearrangements, Vγ 5 gene-ablation experiments
demonstrated that only select Vγ /Vδ TCRs could substi-
tute for Vγ 5/Vδ1. These substitutes exhibited reactivity to
a skin-derived epidermal cell line, shared a conformational
epitope (idiotype) with Vγ 5/Vδ1 as detected by a mono-
clonal antibody, or used select Vδs, suggesting selection by
the same self-ligand (43,44), perhaps expressed by thymic
stromal cells (45).

Vγ 9/Vδ2 TCRs exhibit a changing pattern of formation
with age (46–48). Thus, canonical germline sequences are
found in nearly all the Vγ 9Vδ2 cells of the human fetal
liver (Table 17.5). These cells already express a memory
CD45RO+ phenotype. Later, in the perinatal period, sub-
stantial N-diversification is observed and a majority of the
cells have a naı̈ve phenotype, likely because they have lost
specificity for self-antigen. Ultimately, antigen-driven se-
lection becomes evident as the sequences accumulating in
the adult repertoire retain the specificity of the germline
fetal TCR and are associated with a memory phenotype.
These observations illustrate both the importance of ge-
netic mechanisms to increase the production of canonical
sequences early in life and the presence of self-antigen–
mediated selection at all stages of life.

Other, non–antigen-driven selection mechanisms have
been proposed to narrow the antigen-receptor reper-
toire of future innatelike B-1 lymphocytes during early
development. These include altered pairing with the sur-
rogate light chain for pre-BCR signaling, which may have
different consequences in fetal and adult precursors, or
biased pairing with light chains (31,49,50).
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Cellular Expansion of Innatelike
Lymphocytes

Another mechanism contributing to the high frequency of
some innatelike lymphocyte subsets is illustrated by the
massive clonal expansion undergone by NKT cells during
thymic development (51). Rounds of cell divisions occur
in the thymus just after positive selection and before NKT
cells emigrate to the periphery. These divisions, which in-
crease the NKT cell frequency from <10−4 among recently
selected thymocytes to 2% to 5% among thymic emigrants,
is independent of exposure to microbial or environmen-
tal antigens, as it is reproduced in fetal thymic organ cul-
ture in vitro and as NKT cell frequency is conserved in
germ-free mice (52). It is not clear at present whether this
expansion phase also applies to other subsets of innate-
like lymphocytes. The “self-renewing” capacity ascribed to
Ig-expressing B-1 B cells (53) may reflect the property of
expansion post–BCR expression and/or increased survival
compared with other B cells. This expansion is associated
with the acquisition of a memory/effector phenotype that
is a hallmark of many innatelike lymphocytes.

CONSERVED SELF- AND
MICROBIAL ANTIGENS

General Considerations about Self- and
Microbial Ligand Reactivities

The conservation of the invariant or semi-invariant BCRs
and TCRs and their germline-encoded specificities are
reminiscent of other innate immune receptors such as
TLRs. Like TLRs, innatelike BCRs and TCRs appear to be
monospecific or to recognize a restricted set of self- and mi-
crobial structures of particular evolutionary significance.

Autoreactivity

A quasi-universal feature of innatelike lymphocytes that
has dominated the search for their ligands is their autore-
activity in various in vitro or in vivo assays against normal
or transformed cells, or against soluble ligands. For exam-
ple, NKT hybridomas or clones can be activated to secrete
cytokines by fresh thymocytes, by DCs, and by various tu-
mor cell lines (54–58), and γ δ T-cell clones kill stressed
or transformed cells (59–62). TCR transfection or trans-
genic expression have established that these reactivities
are linked to the TCR (25,63–65), although they could also
be modulated by additional receptors such as NKG2D, for
example (65,66). Many B-1- and MZB-cell–derived anti-
bodies recognize senescent or apoptotic cell membranes
(67–69); others recognize thymocytes (70).

Molecular identification of the self-ligands involved has
been generally difficult and, in many cases, is still debated

or in progress. This is because these ligands are often non-
peptidic or are recognized in the context of more com-
plex structures such as cell membranes, lipid particles, or
antigen-presenting molecules. Redundancy and broad dis-
turbances associated with genetic ablation of their synthe-
sis pathways constitute further impediments to a definitive
understanding of the basis of autoreactivity. Nevertheless,
several ligands have been identified. They share the prop-
erty of being full agonists, that is, they activate prolif-
eration and effector functions of mature innatelike lym-
phocytes. They, therefore, differ from the “partial agonist”
peptides that mediate positive selection of conventional
thymocytes or promote survival of mature T cells.

How innatelike lymphocytes use these agonist ligands
for positive selection yet escape negative selection, and
how they avoid permanent activation and exhaustion in
the periphery, are issues that have generally not been fully
answered. It is also becoming apparent that the develop-
mental signals initiated by encounter of these agonist li-
gands may be central to the instruction of innatelike lym-
phocyte commitment. Another emerging theme is that
autoreactivity can be the basis of their activation during
some of the antimicrobial immune responses in which
innatelike lymphocytes are involved. Thus, autoreactivity
constitutes a central feature of innatelike lymphocyte biol-
ogy, and it appears to be by design rather than by accident
(71). These aspects will be further addressed in the sections
on development and function.

Dual Reactivity for Self- and Microbial Ligands

Systematic screening for responses to microbial extracts
in vitro or studies of mutant mice lacking individual innate-
like subsets in vivo have led to the discovery of microbial
antigen targets and the demonstration that, at least in some
conditions, innatelike lymphocytes can contribute sub-
stantially to the clearance of the corresponding pathogens.
Two models have emerged to integrate the dual reactivity
against self- and microbial ligands, each of which has re-
ceived some support in different systems. In one model,
microbial and mammalian cells express structurally re-
lated ligands, but the microbial ligands are recognized
with very high affinity while the low affinity mammalian
ligands require overexpression during transformation or
infection to induce the full activation of innatelike lym-
phocytes. This is the proposed scenario for the microbial
and mammalian phosphorylated isoprenoid metabolites
recognized by human Vγ 9 cells (72,73). A similar sce-
nario governs the dual recognition of phosphorylcholine
residues on Streptococcus pneumoniae carbohydrates by
natural B-1 B-cell antibodies and of phosphatidylcholine
in altered cell membranes or oxidized LDL (68,74). In an-
other model illustrated by NKT cells, self- and microbial
ligands are structurally very distinct (75–77) but they are
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also recognized with different affinities by the canonical
receptor.

Nonclassical MHC-like Ligands of Innatelike
T Lymphocytes

The evolutionary significance and the functions of
nonpolymorphic MHC class I–like molecules remained
mysterious (78) until recent studies established that they
function as ligands for multiple receptors, including those
expressed by NK cells, which are true innate lymphocytes,
or by the TCRs of innatelike αβ and γ δ T cells. The
MHC-like ligands of innatelike lymphocytes identified so
far include CD1d (54) (NKT cells), MR1 (MAIT cells) (38),
T10/T22 (79), CD1c (80), and MIC (65, 81) (γ δ T cells)
(Figure 17.3).

CD1d

CD1d is a member of the CD1 family of β2-microglobulin–
associated MHC class I–like molecules, which comprises
five isotypes, CD1a–e (82). Although the mammalian CD1
genes are encoded in a locus outside the MHC, studies in
chicken have suggested that they evolved from a precursor
in the MHC locus (83,84). CD1a, b, c, and d are expressed
on the cell surface of most antigen-presenting cells, includ-
ing dendritic cells, macrophages, and B cells, as well as on
cortical thymocytes (85,86). They bind lipid alkyl chains
within hydrophobic channels buried in their groove and
present their polar head to the TCR. Examples of CD1a-,
b-, or c-restricted T cells include autoreactive or microbial
lipid-specific human clones generated in vitro, whose γ δ

or αβ TCRs appear to be diverse. In contrast, CD1d, the
only isotype found in mice and rats, is recognized by a
prominent subset of T cells in both rodents and humans.

These T cells are dominated by innatelike NKT cells with
canonical mVα14-Jα18/hVα24-Jα18 TCRs (87).

Vα14 NKT cells are autoreactive to CD1d-expressing
cells in a manner that depends on CD1d endosomal
trafficking (88,89), suggesting recognition of endoso-
mal/lysosomal lipid antigens. Several glycolipid antigens
require endosomal trafficking of CD1d for processing by
glycosidases (90) or loading by glycolipid transfer proteins
such as saposins (91–93) before recycling to the plasma
membrane. Search for a lysosomally loaded self-ligand rec-
ognized by NKT cells has identified a trihexosylceramide,
iGb3, first synthesized in the Golgi as an intermediate in
the biosynthetic pathway of iGb4. In the lysosome, iGb4
is degraded into iGb3 by β-hexosaminidase AB, and then
further degraded into LacCer, following established path-
ways of glycosphingolipid degradation. Mice that lacked
β-hexosaminidase B lacked 95% of their NKT cells, a de-
fect associated with the impaired ability of their thymo-
cytes to stimulate autoreactive NKT hybridomas. Direct
stimulation of mouse and human NKT cells with natural
and synthetic iGb3, but not with any other known mam-
malian glycosphingolipids, indicated that iGb3 is a univer-
sal ligand of mouse and human NKT cells (75). Studies
of Vα14-Jα18 transgenic T cells expressing a diverse Vβ

repertoire showed that only those expressing the biased
set of Vβ8, Vβ7 and Vβ2 chains normally found in mature
NKT cells responded to iGb3 (10). The general functions of
iGb3, like those of most glycosylceramides, remain largely
unknown, and the regulation of iGb3 expression in dif-
ferent cell-types has not been studied yet. Thus, it is not
clear why iGb3 may have been coopted by the NKT cell
system.

Search for microbial ligands uncovered an in-
teresting family of gram-negative lipopolysaccharide
(LPS)-negative bacteria that use novel α-branched

FIGURE 17.3 MHC class I–like ligands of innatelike T lymphocytes. Ribbon-diagram structures
of CD1d in complex with αGalCer (left), of MICA (center), and of H-2T22 (right). These MHC class
I–like molecules serve as ligands of NKT cells, some Vδ1 T cells, and Dδ2 γ δ T cells, respectively.
Note that the unliganded MICA has a disordered α2 helix. (Courtesy of Erin Adams, University
of Chicago, Chicago, IL, USA.)
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FIGURE 17.4 Lipid ligands of NKT cells. Note the structural similarities among foreign α-
galactosylceramide (αGC) (derived from marine sponge), the Sphingomonas cell wall glycosph-
ingolipid (GSL)-1, and Borrelia burgdorferi BbGl-IIc. All three lipids have a single carbohy-
drate with an α-anomeric linkage to the lipid. In contrast, the endogenous ligand iGb3 has a
Galα1,3Galβ1,4Glc in a β-anomeric linkage to ceramide.

glycuronylceramides as substitute for LPS in the outer
membrane of their cell wall (94). The best-studied ex-
ample is Sphingomonas, a member of the class of α-
proteobacteria and a ubiquitous bacterium found in ma-
rine and terrestrial environment that can infect den-
dritic cells and macrophages and activate NKT cells.
Microbial α-glycuronylceramides are structurally very
close to a previous NKT ligand isolated from marine
sponge, α-galactosylceramide (95,96) (Figure 17.4). Be-
cause marine sponges are frequently colonized by α-
proteobacteria including Sphingomonas, it is possible
that the marine sponge ligand was of microbial ori-
gin. Another structurally related α-glycosylated lipid, α-
galactosyldiacylglycerol, found in Borrelia burgdorferi, the
agent of Lyme disease, was shown to activate mouse and
human NKT cells (97).

The crystal structure of the α-branched glycosylce-
ramide complexed to CD1d has been elucidated, showing

the acyl and sphingosine chains buried in the A′ and F′

hydrophobic channels, respectively, and the carbohydrate
sitting flat on top of the groove, anchored by a network
of hydrogen bonds to amino acids on the α1 and α2 he-
lices to form a rigid structure that is recognized nearly
exclusively by the germline-encoded CDR3α of the canon-
ical TCR (98–99a) (Figures 17.3, 17.5). Such α-branched
glycosylceramides have not been reported in vertebrates,
suggesting that they represent a pathogen signature that is
equivalent in significance to LPS. Like TLR4, the canoni-
cal NKT TCR may have evolved to sense the predominant
cell wall glycolipids of gram-negative bacteria. Indeed, α-
glycosylceramide ligands can activate NKT cells at sub-
nanomolar concentrations, and their Kd for the canonical
TCR has been measured around 100 nM in mouse and
7 μM in human. In contrast, iGb3 is active at 100-fold
higher concentration, and its affinity for the TCR appears
to be lower than that of α-galactosylceramide (3).
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FIGURE 17.5 Structural determinants of ligand recognition. Left: The rearranged TCR α chain
of NKT cells exclusively use Jα18, shown as a thick tube in the structure of the human Vα24-
Jα18/Vβ11 TCR. The CDR3α of the NKT TCRs are nearly identical in amino acid sequence be-
tween mouse and human and provide most of the contact points with CD1d complexed with an
α-galactosylceramide ligand (99a). Right: γ δ T cells specific for the H-2T22 MHC class I molecule
use a conserved amino acid motif (W.EGYEL) in their CDR3δ loop, shown as a thick tube in the
structure of the G8 γ δ TCR in complex with H-2T22. These amino acids, which are encoded by
the germline V region and D segments, contribute most of the contact points with H-2T22 (7).
(Courtesy of Erin Adams, University of Chicago, Chicago, IL, USA.) (See color insert.)

T10/T22

γ δ T cells that are specific for the T10/T22 molecules con-
stitute another well-studied system. T10 and T22 are β2-
microglobulin–associated nonpolymorphic MHC class Ib
molecules that are found in mouse, but not rat or hu-
man, and are upregulated by LPS or concanavalin A (79).
Tetramers of empty T22 molecules stain 1% to 2% of γ δ T
cells. Interestingly their TCRs appeared quite diverse un-
til extensive sequence analysis uncovered a canonical se-
quence motif encoded mainly by the Dδ2 gene segment. A
crystal structure of the G8 TCR complexed with T22 was
generated (7), demonstrating that G8 binds empty T22 at
a tilted angle through extensive, nearly exclusive contacts
of Dδ with the exposed β-sheet floor and the α1 helix of
T22 (Figure 17.5). Although residues flanking the canoni-
cal motif could influence the binding, the Kd of TCR/ligand
interactions could be as high as the 10 nM range.

MR1

MR1 is a non–MHC-encoded, β2-microglobulin–asso-
ciated MHC class I–like molecule conserved in mouse, hu-
man, and cow that is recognized by a subset of mucosal-

associated invariant T (MAIT) lymphocytes that express
a canonical hVα7.2/mVα19-Jα33 chain combined with di-
verse β chains (38). Although MR1 has yet to be detected at
the cell surface of normal cells in vivo, it can be expressed
upon transfection. Mutagenesis of residues putatively in-
volved in peptide binding (based on modeling) influenced
recognition by MR1-autoreactive hybridomas, suggesting
ligand presentation rather than recognition of empty MR1
(100). The nature of these putative ligands remains myste-
rious. Selection of MAIT cells in mouse is independent of
TAP or the invariant chain.

MIC

MICA and MICB are MHC-encoded glycoproteins ex-
pressed in conditions of stress by various epithelial and
hemopoietic cells (101). Their MHC-like structure does not
associate with β2-microglobulin and harbors the remnant
of a peptide-binding groove reduced to a small, empty cav-
ity (102) (Figure 17.3). MIC proteins can be recognized by
the Vδ1 TCRs of some human T-cell clones (65,81), sug-
gesting the possibility that dedicated TCR sequences akin
to the ones associated with T10/T22 recognition may be
involved. Interestingly, these γ δ T cells coexpress NKG2D,
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another MIC-specific activating receptor, emphasizing the
evolutionary importance of this specificity for distinct im-
mune cell lineages.

CD1c

CD1c is recognized by some autoreactive γ δ T cells (80),
but information on canonical recognition motif, lipid li-
gands, or the structure of CD1c is currently missing. In-
terestingly, CD1c can also present mycobacterial phos-
phoisoprenoids to T cells with apparently diverse αβ

TCRs (103).

DETC Ligand

The ligands of intraepithelial γ δ T cells such as DETC cells
have remained totally elusive, although there is a strong
likelihood that some unidentified MHC-like proteins could
be involved.

Phosphorylated Metabolites of the
Isoprenoid Pathway

The prominent subset of Vγ 9 T cells found in human
peripheral blood show broad antimicrobial and antitu-
moral reactivities that have been ascribed to the recog-
nition of metabolites of the isoprenoid biosynthetic path-
ways of microorganisms (1-deoxy-D-xylulose-5-phosphate
[DOXP] pathway) and mammalian cells (mevalonate
pathway) (72,73,104,105). These are small nonpeptidic
phosphorylated compounds, with the microbial hydroxy-
dimethyl-allyl-pyrophosphate (HDMAPP) being active at
0.1 nM concentrations and the mammalian isopentenylpy-
rophosphate (IPP) at 10,000-fold higher concentrations
(Figure 17.6). Other activators such as aminobiphospho-
nates and alkylamines probably mediate their effect indi-
rectly through inhibition of the mevalonate pathway lead-
ing to accumulation of IPP, whereas statins downregulate
IPP levels (106,107). The requirement for cell–cell interac-
tions in Vγ 9 T-cell activation and the lack of direct binding
of these phosphoantigens to the TCR have suggested the
existence of a more complex structure at the target cell sur-
face. Recently, F1-ATPase, a mitochondrial enzyme that is
translocated to the plasma membrane of hepatocytes and
some tumor cell lines, was shown to be the target of γ δ T
cells based on antibody-blocking experiments and direct
binding to soluble TCR (108). Apolipoprotein A1 bound
F1-ATPase and enhanced recognition. These findings could
constitute a challenge to the previous model that phospho-
isoprenoids are relevant or exclusive γ δ T-cell antigens.
Conversely, they may indicate some interaction between
the two pathways—for example, F1-ATPase may present
the phosphoantigens to the γ δ TCR.

IPP

HDMAPP

DMAPP

OPP

OPP

OH

OPP

FIGURE 17.6 Phosphoantigens of human Vγ 9 T cells. Metabo-
lites of the mammalian mevalonate pathway, isopentenyl-pyro-
phosphate (IPP), or of the microbial deoxyxylulose-phosphate
(DOXP) pathway, hydroxydimethylallyl-PP (HDMAPP), and
dimethylallyl-PP (DMAPP). Microbial HDMAPP activates Vγ 9
T cells at picomolar concentrations, whereas mammalian IPP
requires 10,000-fold higher concentrations. Because Vγ 9 stimu-
lation requires cell–cell contact and the Vγ 9 TCR does not bind
these phosphoantigens in solution, it is assumed that the phos-
phoantigens are presented by some unidentified molecule, pos-
sibly F1-ATPase translocated at the plasma membrane.

B-1 and MZB Cell Ligands

B-1 and MZB cells produce a fraction of the so-called
natural IgM antibodies that are present in unimmunized
animals (109). Although some canonical recurrent anti-
bodies have been ascribed to B cells of the B-1 or MZB
lineages, the diversity and origins of other natural antibod-
ies remain to be further investigated. For example, several
natural antibodies against carbohydrate sequences (e.g.,
blood group) are elicited in a T-independent manner by
the gut commensal flora from conventional B cells with-
out germline canonical BCRs.

Membrane Phospholipids, Lipid Particles,
Apoptotic Membranes, Microbial Cell Wall

One recurrent specificity group appears to be directed at
phospholipids exposed in altered cell membranes or lipid
particles. A significant fraction of B-1- or MZB-derived
natural antibodies bind to apoptotic cells (34,68,110,111),
a specificity shared by many other soluble membrane-
bound innate receptors. Phosphorylcholine-specific T15
idiotype–bearing cells were found to be expanded in
apolipoprotein E–deficient mice accumulating oxidized
LDL particles. The B-1 cell–derived VH11/Vκ9, VH12/Vκ4
and the T15 idiotype–bearing antibodies, as well as the
MZB-derived M167 idiotype–bearing antibodies all bind
apoptotic cells and the phospholipid phosphatidylcholine,
particularly after processing into lysophosphatidylcholine
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(lysoPC) by phospholipase A2 (110). LysoPC, by virtue of
lacking one of the two acyl chains that normally anchor
phosphatidylcholine in the plasma membrane, is thought
to expose its PC headgroup for recognition by natural
antibodies. Natural IgM against autologous bromelain-
treated red blood cells mainly include the VH11/Vκ9 and
VH12/Vκ4 antibodies whose corresponding B-1 cells rep-
resent up to 10% of the peritoneal B-cell population based
on staining with fluorescent liposome enriched in phos-
phatidylcholine (67). These antibodies cross-react onto
lipoteichoic acid, a glycolipid component of the gram-
positive bacterial cell wall of Streptococcus pneumoniae,
whose carbohydrates are heavily decorated with PC head-
groups (22,74).

Thymocyte Antigen

A minor subset of B-1 B cells uses VH3609 to produce nat-
ural antithymocyte antibodies (70). These B-1 BCRs are
specific for a glycosylated epitope present on Thy1, a gly-
coprotein expressed by T cells and neural cells. Although
the function of these antibodies is unknown, the system
has been elegantly used to elucidate the role of self-antigen
in development (40,112).

FUNCTIONS OF INNATELIKE
LYMPHOCYTES

Functional Properties of Innatelike
Lymphocytes

Many innatelike lymphocytes are memory/effector cells
that reside or traffic in specific tissues and are endowed
with specialized functional properties.

B-1 B cells, like MZB cells, express high-surface IgM
and low IgD, a pattern that is characteristic of activated
B cells. They are thought to be a major, though not ex-
clusive, source of the natural IgM antibodies found in
unimmunized mouse serum, which are produced in a
T-independent manner (109). MZB cells respond faster
and more strongly to stimulation than do conventional B
cells (113). In addition, MZB cells express high levels of
the complement receptor CD21, which considerably en-
hances their ability to detect and respond to blood-borne
pathogens (114,115).

By virtue of their autoreactivity, NKT cells can recip-
rocally activate immature dendritic cells through CD40 li-
gand/CD40 interactions (76,116,117). This property can be
further exploited by administering in vivo synthetic ago-
nist ligands of NKT cells (α-galactosylceramide), which
are efficiently presented by immature DCs to initiate a
powerful cellular and molecular inflammatory network
(118,119). Thus, after injection of 1 μg of the NKT li-

gand αGalCer, mice show an early and transient IL-4 re-
sponse peaking in the first hour and a delayed but pro-
longed IFNγ and TNFα as well as various chemokines. DCs
upregulate CD40, B7.1, B7.2, and IL12p40, which enhance
NKT-cell activation and cytokine production. NK cells are
also activated to release IFNγ and acquire cytolytic prop-
erties (120,121). These effects explain the superior effects
of NKT ligands over TLR ligands as adjuvants of adaptive
B- and T-cell responses, which is particularly important
for CTL responses against nonreplicating, cross-presented
antigens (122–124). Interestingly, synthetic phosphoanti-
gens of Vγ 9 T cells also elicit DC activation and exhibit
adjuvant properties (125,126).

Massive Th1 and Th2 cytokine production within min-
utes of TCR activation (127), potent cytolytic functions
mediated by granzyme and perforin as well as FasL/Fas
that can be augmented by NKG2D cosignaling, help for B
cell have been reported for both NKT and γ δ T cells. Hu-
man Vγ 9 γ δ T cells can upregulate MHC class II and have
been suggested to present antigen to CD4 T cells in some
conditions (128). Th1 and Th2 properties have also been
identified in unimmunized MAIT cells (129).

In line with their peculiar “sentinel” association with
specific tissues, γ δ T cells secrete growth factors such as
keratinocyte growth factor-1 and insulin growth factor-
1, which promote wound healing at mucosal barriers
(130,131).

Natural Functions of Innatelike Lymphocyte
Subsets in Physiology and Disease

Despite a very large body of literature dedicated to their
functions in the context of host defense, inflammation and
allergy, autoimmunity, and cancer rejection, the precise
role of individual innatelike subsets is still partially un-
derstood and sometimes controversial.

NKT Cells

Microbial Infections. The best-characterized functions of
NKT cells are related to antimicrobial immunity. Many
micro-organisms elicit various networks of cellular and
molecular interactions that involve NKT cells. Recent ad-
vances in identifying endogenous and exogenous NKT lig-
ands have suggested the existence of two distinct pathways
of antimicrobial defense (Figure 17.7).

A direct pathway is specifically recruited upon infec-
tion by micro-organisms that express NKT ligands in their
cell wall. This is illustrated by the α-proteobacterium
Sphingomonas. Though it is not a common pathogen in
humans, Sphingomonas can cause severe infections, par-
ticularly in immunocompromised patients, and it is found
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FIGURE 17.7 Dual recognition of self- and foreign ligands by NKT cells. The gram-negative,
LPS-negative cell wall of Sphingomonas activates NKT cells directly, through loading of glyco-
sphingolipids onto CD1d in the lysosome and presentation at the plasma membrane. In contrast,
the gram-negative, LPS-positive cell wall of Salmonella activates NKT cells indirectly, through
TLR-mediated activation of DC and presentation of endogenous ligand iGb3 along with IL-12.
It is unclear whether TLR signaling upregulates endogenous NKT ligands or only amplifies the
consequences of basal TCR signaling by induction of IL-12, IL-15 or NK ligands.
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by polymerase chain reaction (PCR) in the feces of healthy
subjects (132). NKT cells are directly activated by in-
fected antigen-presenting cells and function as an im-
mediate innate source of help in a Toll-like receptor-
independent manner, resulting in the rapid clearance of
the pathogen (76,77). Thus, NKT cells substitute for TLR
in the same way as their α-glycuronylceramide ligands
substitute for LPS in the bacterial cell wall. A similar
pathway appears to be elicited by another gram-negative,
LPS-negative α-proteobacterium, Ehrlichia muris, a tick-
borne intracellular pathogen member of the Rickettsiales
(76), although the chemical nature of the NKT li-
gands involved is unknown. Both Sphingomonas and
Ehrlichia activate NKT cells after cellular infection in a
CD1d-dependent and TLR-independent manner, and their
clearance is severely impaired in CD1d−/− and Jα18−/−

NKT-deficient mice (76,77). Borrelia burgdorferi expresses
α-glycosyldiacylglycerols that can be recognized by mouse
and human NKT cells (77). However, unlike Sphingomonas
or Ehrlichia, antigen presenting cells exposed to Borrelia
have not been shown to stimulate NKT cells, and the effect
of NKT cell deficiency on bacterial clearance was modest
(133).

Seropositivity against Sphingomonas proteins was
specifically found in nearly all patients with primary bil-
iary cirrhosis (PBC) (132). PBC is a chronic liver disease
characterized by the destruction of small intrahepatic bile
ducts and the presence of diagnostic antimitochondrial an-
tibodies (134). In fact, these antimitochondrial antibodies
were found to cross-react against an identical epitope on
the homologous Sphingomonas enzyme PDC-E2 (132). Mi-
tochondria are evolutionarily related to α-proteobacteria–
like Sphingomonas, suggesting that PBC may be triggered
or promoted by aberrant NKT cell responses to Sphin-
gomonas infection. This intriguing hypothesis is supported
by a report that NKT cells are increased in the liver of PBC
patients and depleted in their blood (135).

Another, indirect pathway of NKT-cell activation is fre-
quently elicited in many bacterial, viral, and parasitic in-
fections. For example, in the presence of Salmonella, NKT
cells produce substantial quantities of IFNγ , in a man-
ner dependent on the IL-12 secreted by TLR-activated DCs
(76,117). Contrary to initial beliefs, however, IL-12 is not
sufficient to activate IFNγ secretion by NKT cells. Interac-
tions with CD1d are required, as demonstrated by the inter-
ruption of NKT-cell activation in the presence of anti-CD1d
antibody or CD1d-deficient DCs. Furthermore, contrast-
ing with the direct activation pathway, NKT-cell activation
was impaired in β-hexosaminidase B–deficient-mice with
impaired lysosomal iGb3 production or by blocking with
the lectin Griffonia simplicifoliam, specific for the terminal
Galα1,3Gal of iGb3 alone or bound to CD1d (76). These
findings suggest that NKT-cell responses can be based on
the autoreactivity of NKT cells rather than on the recogni-

tion of specific microbial ligands. It is unclear at present
whether iGb3 is induced in these conditions, or whether
it is constitutive and low-level TCR signaling is amplified
through activating NK lineage receptors such as NKG2D,
the presence of IL-12, or the removal of influences from
inhibitory NK lineage receptors, leading to IFNγ produc-
tion. As might be expected from the diversity of cell types
recruited to produce IFNγ early after this type of micro-
bial infection, including NK cells and γ δ T cells, ablation of
NKT cells does not detectably change the outcome. How-
ever, delayed clearance and alterations in granuloma for-
mation have been reported for particular pathogens and
in specific tissue locations. For example, NKT-deficient
mice exhibited a transient but marked defect in secre-
tion of macrophage inflammatory protein-2, attraction of
neutrophils, and clearance of Pseudomonas aeruginosa in
lungs (136).

Cancer Rejection. A role of NKT cells in cancer rejection
has been suggested by studies in CD1d−/− and Jα18−/−

NKT-deficient mice. The most striking observation re-
ported an increased incidence of spontaneous fibrosarco-
mas after subcutaneous injection of methylcholanthrene
(MCA) and also demonstrated a requirement for IL-12
and IFNγ (137). This report, however, has remained iso-
lated, and other studies have examined the role of NKT
cells in the setting of tumor transplants. NKT cells, par-
ticularly CD4−CD8− cells, contributed to the prevention
of liver metastasis after intravenous injection of fibrosar-
coma cells. CD1d expression by host rather than tumor
cells was essential, and the production of IFNγ by both
NKT cells and other cell types, likely NK cells and CD8 T
cells, was required. However, perforin expression was re-
quired only from non-NKT cells. These results suggested
that activation of NKT cells was triggered by host-derived
antigen-presenting cells, initiating a Th1 cascade involv-
ing NK cells and CD8 killer cells, and resulting in tumor
elimination (138,139). In contrast, NKT cells suppressed
the rejection of RMA/S transfected with CD1d (140). NKT
cells may therefore recognize some undefined ligands ei-
ther directly on the tumor or on antigen-presenting cells.
Although Vα14 NKT cells represent ∼80% CD1d-restricted
T cells in mice, non-Vα14 T cells exist and, based on the
differential phenotypes of CD1d−/− and Jα18−/− mice,
have been implicated in the IL-13-mediated suppression
of other tumors.

MAIT Cells

MAIT cells accumulate in the lamina propria and
the mesenteric lymph nodes of mouse and human
(38,129). Their requirement for B cells, their depen-
dence on the gut bacterial flora, and their ability to se-
crete various Th1 and Th2 cytokines have suggested a
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role in intestinal immunity, perhaps in controlling IgA
secretion.

γδ T Cells

Consistent with the autoreactivity of the canonical DETC
TCR against keratinocytes undergoing stress and trans-
formation (59,63) TCRδ−/− and Vγ 5−/− mice exhibited
a greater frequency of chemically induced skin can-
cer, which was reduced upon transfer of Vγ 5 T cells
(66,141). Mice lacking DETC cells also exhibited greater
susceptibility to spontaneous or irritant-induced dermati-
tis (142,143). The secretion of keratinocyte growth factor-1
(130) and insulin growth factor-1 (131) and the induction
of hyaluronan by neighboring epidermal cells (144) under-
lie a role in skin homeostasis and repair in mouse. Gut γ δ T
cells perform similar functions as well (145). Interestingly,
DETC responses to stress and transformed keratinocytes
is augmented by their expression of NKG2D, a NK lineage
receptor specific for Rae1 ligands, which are also induced
by stress and transformation (66).

Other subsets of γ δ T cells, such as the human Vγ 9
T cells, are likely to contribute to the rejection of primary
and secondary cancers (146), but their importance and the
precise mechanism involved have remained somewhat elu-
sive. Likewise, there is abundant suggestion that γ δ T cells
are recruited in various infections, but their precise func-
tions remain to be clarified (147).

B-1 and MZB Cells

Unlike NKT cells, MAIT cells and subsets of γ δ T cells
which have been specifically targeted by ablation of their
ligands or of their TCR genes, B-1, and MZB cells, have not
been properly “knocked out” of the mouse system.

Nevertheless, convergent findings suggest important
functions for B-1 cell–derived natural IgM antibodies
that share germline-encoded specificity to phosphatidyl-
choline, phosphorylcholine, oxidized LDL, and apoptotic
cells. Through recognition of phosphorylcholine residues
on microbial cell walls, such IgM antibodies can pro-
vide natural protection against infection by Streptococ-
cus pneumoniae upon transfer into X-linked immunode-
ficiency (Xid) CBA/N mice (74). Xid mice have a missense
mutation in the Bruton tyrosine kinase gene (Btk), which
is essential for B-1 B cell development, but also for T-
independent activation of conventional B cells. Thus, they
do not represent a pure model of B-1 B cell deficiency. By
virtue of their location in the marginal sinus of the splenic
B-cell follicles and their expression of high levels of the
complement receptor CD21, MZB cells can promptly de-
tect and respond to blood-borne pathogens.

Natural IgM antibodies more generally provide protec-
tion at the early phase of infection by various bacterial,
viral, and parasitic organisms (148,149). It is not always

clear, however, whether the natural antibodies involved
in particular conditions have germline-encoded specifici-
ties and originate from B-1 or MZB cells, or whether they
have diverse non-germline–encoded sequences and origi-
nate from ongoing T-independent responses to various mi-
crobial polysaccharides (e.g., blood group or Galα1,3Gal
epitopes). Conversely, natural antibodies and complement
aggravate reperfusion injury after ischemia, likely through
recognition of self-determinants exposed upon tissue is-
chemia (150).

DEVELOPMENT OF INNATELIKE
LYMPHOCYTES

Innatelike lymphocytes comprise multiple lineages and
sublineages that share a memory/effector differentiation
but express quite diverse phenotypes, functional prop-
erties, and tissue locations. A cardinal principle under-
lying the diversity of these lineages is that they are
instructed by the corresponding canonical antigen recep-
tor during development, as a result of interaction with
self-antigen. These self-antigens are often agonists that
can fully activate the mature product of the lineage, ex-
plaining the autoreactive phenotype. The tight relation-
ship between antigen receptor and lineage differentiation
is abundantly illustrated by antigen-receptor transgenic
experiments where each antigen receptor instructed dif-
ferentiation according to the lineage of origin, includ-
ing NKT cells (25,26) (Figure 17.2), DETC (27) and liver
γ δ T cells (28), B-1 B cells (29,30,32,33) and MZB cells
(34). The production and selection of these canonical
receptors have been examined in detail in the section
on canonical germline-encoded antigen receptors. This
section will therefore examine the cellular and molecu-
lar events driving lineage differentiation downstream of
the expression of these receptors, using different exam-
ples in the NKT cell, mucosal γ δ T cell, and B-1 B cell
lineages.

One possible exception to this general scheme of pro-
duction of differentiated memory/effector lineages is rep-
resented by the T10/T22-specific Dδ2 γ δ T cells. T10/T22
are MHC-encoded β2-microglobulin–associated class Ib
molecules that are expressed only in some MHC haplo-
types. Self-ligand recognition is largely encoded in their
Dδ2 segment, whose random usage in the absence of
antigen (i.e., in β2-microglobulin—deficient mice) can ex-
plain the high frequency of reactivity to T10/T22 among
naı̈ve γ δ T cells (7). However, there is also evidence of
antigen selection for the KN6 TCR in transgenic mice,
where the cells express a memory/effector differentiation
in the presence of their ligand (151) and also depend
on β2-microglobulin expression for development (39).
Thus, antigen-independent naı̈ve and antigen-experienced
memory-type cells might coexist in this lineage.
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Development of NKT Cells

Developmental Stages

The use of tetramers of CD1d-αGalCer specific for the
canonical mVα14-Jα18/hVα24-Jα18 TCRs has revealed a
previously unsuspected sequence of selection, expansion,
and differentiation events preceding the terminally dif-
ferentiated NK1.1+ stage (51,152). As illustrated in Fig-
ure 17.8, NKT cells originate from mainstream thymo-
cyte precursors that transit through the pre-TCRα/TCRβ

stage to reach the CD4+CD8+ double-positive (DP) stage,
where stochastic Vα-Jα rearrangements lead to expression
of canonical Vα14-Jα18/Vβ8, Vβ7, or Vβ2 TCRs (153).
These rearrangements involve distal gene segments and
require prolonged cell survival mediated by RORγ t and
Bcl-xL (23,24). Studies of Vα14-Jα18 transgenic mice have
demonstrated that whereas all Vβ families could pair with
Vα14-Jα18, only the biased set of Vβs conferred specificity
for the endogenous iGb3 ligand (10). The NKT precursors
that are first detected are rare CD4+CD8+ double-positive
and CD4+ cells, both expressing high levels of CD24, a
marker of immature cortical thymocytes, as well as CD69,
a marker of positive selection (153). Early DP thymocytes
that have not yet undergone positive selection are beyond
the limits of detection because of the low frequency of
Vα14-Jα18 rearrangements. As CD24highCD4+cells mature
into the next CD24lowCD4+ stage, they undergo several
rounds of cell divisions (51). This lineage expansion af-
ter thymic positive selection ensures the high copy num-
ber that is critical for innatelike functions. During this
phase, a fraction of CD4+ cells downregulates CD4 to
become CD4−CD8− double-negative (DN) T cells (153),
which differ from CD4 cells by their more restricted Th1
and chemokine profile and their enhanced ability to reject
tumors. Dividing cells acquire a CD44high memory pheno-
type and sequentially activate their IL-4 and IFN-γ loci,
which enables them to produce these cytokines explosively
upon TCR triggering (51,152,154). Thus, unlike other αβ

T cells, NKT lineage cells undergo a sequence of events
that is reminiscent of the antigen-driven activation, expan-
sion, and effector differentiation of mature T cells but is
independent of exposure to environmental or microbial
antigens (52). Because this sequence immediately follows
positive selection, it is presumably driven in part by the
same set of TCR signals and cosignals involved in positive
selection, as discussed in the following.

NKT lineage cells emigrate from the thymus to seed
peripheral tissues as dividing, memory/effector-type cells.
They represent 3% to 5% of recent thymic emigrants in the
mouse spleen (51,155). Recent emigrants activate a pro-
gram of expression of NK lineage receptors, including ac-
tivating NK1.1 and NKG2D and inhibitory CD94/NKG2A,
Ly49 A, C/I, and G2. A fraction of NKT thymocytes remains
as permanent residents in the thymus, where they undergo
the same terminal maturation program. These thymic resi-

dents appear to be absent in humans (156), and their role is
unknown. NKT cells are found in the spleen but are most
abundant in the liver, where they exhibit a dynamic pat-
tern of patrolling the vascular sinusoid space with sudden
arrest upon exposure to NKT ligand (157). This pattern is
consistent with an intravascular function of NKT cells at
sites of filtration of blood-borne pathogens. Although the
factors controlling the specific migration and anatomic lo-
cation of NKT cells are still unknown, their expression of
CXCR6 was found to be critical for survival in the CXCL16-
expressing sinusoid environment (157).

Cellular Interactions

Because TCR expression instructs NKT lineage commit-
ment, the thymic cell types involved in presenting NKT
ligands have been thoroughly investigated. Consistent with
the prominent expression of CD1d, but not MHC class I or
class II, on cortical thymocytes, and with the ability of
cortical thymocytes to stimulate NKT hybridomas (55),
bone marrow chimera experiments have demonstrated
that NKT-cell development required CD1d expression by
cortical thymocytes but not radioresistant stromal cells
(158–160). This is radically different from conventional T-
cell development, which is driven by MHC expression on
thymic epithelial cells. Transgenic experiments using pro-
moters for Lck, MHC class I, or MHC class II to redirect the
expression of CD1d to various cell compartments in CD1d-
deficient hosts have shown thymocyte expression to be nec-
essary and sufficient for lineage development (161–164).
Mixed-chimera experiments using pLck-CD1d transgenic
TCR Cα-deficient bone marrow (where thymocyte develop-
ment is arrested at the DP stage) as the sole source of CD1d
expression demonstrated that recognition of CD1d on cor-
tical thymocytes was sufficient for the long-range differen-
tiation of NKT cells, including acquisition of NK-lineage
receptors in the periphery (162). Peripheral expression of
CD1d, however, significantly enhanced the transition be-
tween NK1.1-negative and -positive stages (155,162).

Signaling

The signals driving NKT cell lineage commitment are ex-
pected to differ from those involved in mainstream T-cell
development. First, the autoreactive response of NKT hy-
bridomas to cortical thymocytes (55), which is a result of
the agonist nature of their iGb3 ligand (75), indicates that
the TCR signals must differ from those of mainstream thy-
mocytes seeing partial agonist MHC/peptide ligands. Sec-
ond, the homotypic (DP-DP) cellular interactions involved
in the presentation of the NKT ligand during development
may recruit a different set of receptor/ligand interactions
(162). In line with these expectations, various signaling
mutants have demonstrated differential requirements for
the development of NKT versus mainstream T lineages. In
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FIGURE 17.8 Development of NKT cells. Lineage bifurcation between conventional T cells and
NKT cells occurs at the double-positive (DP) thymic stage. Stochastic expression of the canonical
Vα14-Jα18 TCR α chain at the DP stage requires prolonged survival through Bcl-xL induced by
RORγ t. Upon pairing with appropriate Vβ8, 7, or 2, a CD1d-reactive TCR is formed that inter-
acts with other DP-expressing agonist ligands, such as iGb3 presented by CD1d. These homotypic
DP–DP interactions enable the homophilic association of members of the SLAM family of re-
ceptors, such as SLAM and Ly108, resulting in signaling through the SLAM-associated protein
(SAP) adaptor-mediated recruitment of the Src kinase Fyn. Because of the reciprocal pattern
of expression of SLAM receptors and MHC molecules in the thymus, these homophilic signals
are not available to conventional MHC-restricted thymocytes during positive selection by MHC
ligands. Thus, a combination of agonist TCR signaling and SLAM-family receptor signaling de-
fines the NKT lineage. After positive selection, and as they mature, NKT lineage cells undergo
a massive expansion, acquire memory/effector differentiation, including expression of Tbet that
induces IL-15Rβ, and sequential epigenetic changes in their IL-4 and IFN-γ loci. Terminal NK
differentiation occurs after emigration to peripheral tissues or, for a minor fraction of NKT cells
that become thymic residents, directly in the thymus. NF-κB signaling is critical for survival of
NKT cells during their expansion phase and may be elicited through TCR- and/or Fyn-mediated
signaling and recruitment of PKCθ and Bcl-10.
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particular, ablation of the Src kinase Fyn and its adaptor
SLAM adaptor protein (SAP) severely impaired NKT-cell
but not T-cell development (165–168). SAP associates with
the cytoplasmic tail of several members of the SLAM fam-
ily of homotypic self-associating receptors (169), which
are prominently expressed on cortical thymocytes, sug-
gesting that one or several SLAM family receptors may
be recruited during the homotypic DP-DP interactions re-
quired for NKT-cell development. Signaling downstream
of SAP and Fyn involves activation of the canonical NF-
κB pathway and may account, in conjunction with TCR
signaling, for the defective NKT-cell development in mice
expressing a dominant negative IκBα transgene and those
lacking NF-κBp50 (170,171). Development was arrested at
the CD44highNK1.1− stage and partially rescued by a Bcl-
xL transgene, suggesting a survival role for NF-κB. Fur-
ther, ablation of PKCθ and Bcl-10, which have been impli-
cated in the signaling pathways downstream of SLAM and
the TCR leading to NF-κB activation, induced partial de-
fects in NKT-cell development (172,173). Thus, the current
scenario suggests the importance of differential signaling
through agonist ligand recognition by the TCR combined
with SLAM family signaling for the bifurcation of the NKT
lineage from mainstream T-cell development.

The downregulation of CD8β after exit from the DP
stage remains a puzzling observation. One possible expla-
nation in line with current models of CD4/CD8 coreceptor
choice may be that strong, coreceptor-independent signal-
ing maintains CD4 expression (174). Another, nonexclusive
possibility is that CD8 binds CD1d and its persistence re-
sults in negative selection (158).

The induction of an NK program after the phase of
clonal expansion constitutes a highly intriguing aspect of
NKT-cell development. The transcription factor T-bet in-
duces expression of the IL2Rβ component of the IL-15
receptor, which is critical for the survival of NKT cells dur-
ing their expansion phase (175,176). A similar role was
reported for CD8 T cells and NK cells. Whether Tbet ex-
erts a more general role in the NK differentiation program
remains to be investigated. Interestingly, studies have sug-
gested that the Tec family kinases Itk and Rlk downstream
of the TCR play a central role in regulating the decision
between conventional and “NKT-like” lineages (177,178).
Thus, conventional CD8 T cells lacking these kinases up-
regulated both eomesodermin, a Tbet homolog, and the
IL15 receptor to differentiate into NKT-like T cells. Like
true NKT cells, these NK-like T cells recognized their li-
gand on bone marrow–derived cells rather than epithe-
lial cells. These findings suggest that Tec kinases are crit-
ical to transduce the positive selection signals mediated
by partial agonist antigens. In their absence, cells that
can see ligands on bone marrow–derived cells and induce
eomesodermin would differentiate into NK-like T cells,
perhaps with critical signaling from the SLAM/SAP/Fyn
pathway.

Together, these observations suggest that a fundamen-
tal bifurcation between T cells and NKT cells may occur
as a result of ligand recognition expressed on different
cell types, namely, epithelial cells and thymocytes. Con-
ventional T cells require Tec kinases to undergo positive
selection by partial agonists, whereas NKT cells require ag-
onist recognition and SLAM family member interactions.
The coexpression of high levels of SLAM family members
and CD1d on bone marrow–derived cells favors the NKT
lineage, whereas the restricted expression of MHC class I
or II on epithelial cells ensures their development in the
absence of “cognate” SLAM signaling.

Development of MAIT Cells

The rarity of MAIT cells in mouse, which contrasts with
their relative abundance in humans, has impeded studies
of their development. MAIT cells are thymus-dependent,
CD4−CD8− double-negative T cells with a memory pheno-
type that coexpress their invariant mVα19/hVα7.2 TCR α

chain with variable Vβ6 and Vβ8 in mouse, Vβ2 and Vβ13
in human. They require MR1 expression by bone marrow–
derived cells rather than thymic epithelium for thymic de-
velopment (38). Thus, they resemble mVα14/hVα24 NKT
cells in many respects. They exhibit considerably dif-
ferent properties, however, which are recapitulated in a
TCRα transgenic model (129). MAIT cells express the
α4β7 intestinal homing integrin receptor and selectively
accumulate in the lamina propria in mouse and human
(38). Importantly, JH−/− mice lacking the immunoglobulin
heavy-chain joining region and therefore B cell–deficient
also lacked MAIT cells in the gut lamina propria. In con-
trast, μMT−/− mice lacking the transmembrane region of
immunoglobulin μ, which harbor IgA-expressing B cells in
their intestine, have lamina propria B cells. Strikingly, un-
like any other innatelike lymphocyte studied to date, MAIT
cells were undetectable in germ-free mice. Together, these
findings have suggested a role of the commensal flora and
IgA-secreting intestinal B cells in MAIT cell expansion or
survival (38).

Development of Skin γδ T Cells

Developmental Stages

The development of antibodies specific for the canoni-
cal Vγ 5Vδ1 TCR has allowed the analysis of the stages
of DETC development in the fetal thymus (Figure 17.9).
Like Vα14-Jα18 NKT cells, Vγ 5/Vδ1 thymocytes undergo
a thymic activation process whereby CD122, the IL15 re-
ceptor β chain that is essential for survival (179), is induced
along with several NK receptors including inhibitory
CD94/NKG2 and Ly49E as well as activating NKG2D
(44,180) and with CCR10, a skin-homing chemokine recep-
tor. Because there is evidence of antigen-driven selection



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-17 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 10:25

536 Chapter 17

Vγ5 Jγ1 Cγ

Vγ5-Vδ1

CD24hi

CD44lo

DN
Agonist

 Ligand

EC

Vγ5

Vγ5

CD24lo

CD44hi

CD122hi

CCR10

NKG2D

2B4

Ly49E

CD94

Thymus

Skin

DETC

KGF-I    IGF-I   cytolysis

Legend

Vγ5-Vδ1

TCR

TCR

Ligand

NKG2D

Rae-1

FIGURE 17.9 Development of DETC cells. Genetically programmed rearrangements in the fetal
thymus lead to expression of canonical Vγ 5-Jγ 1/Vδ1-Dδ2-Jδ2 TCRs. As the CD24high DETC pre-
cursors mature to become CD24low, they undergo cellular activation leading to memory/effector
differentiation, expression of NK lineage receptors, and the skin-homing receptor CCR10. In-
trathymic activation requires interaction with epithelial stromal cells, perhaps involving recogni-
tion of an as yet unidentified agonist ligand (depicted as black star). In the skin epidermis, DETC
cells are activated upon induction of an unidentified agonist ligand of their Vγ 5/Vδ1 TCR (possi-
bly identical to the thymic ligand) on stressed or transformed keratinocytes to release cytokines
and growth factors that contribute to wound healing. Additional signals through NKG2D and its
inducible Rae1 ligands contribute to the DETC response.

of the DETC TCR (27,44), these findings suggest the exis-
tence of an as yet unidentified selecting antigen recognized
by DETC in the thymus.

Cellular Interactions

Consistent with this antigen-mediated activation hypoth-
esis, a recent study identified a substrain of FVB mice in
which Vγ 5/Vδ1 thymocytes were arrested at a naı̈ve, pre-

activation stage and failed to colonize the skin (45). Ge-
netic analysis suggested a single recessive gene, whereas
fetal thymic reaggregation cultures demonstrated that
the defect resided at the level of stromal, nonhemopoi-
etic cells. These findings are therefore compatible with
the notion that Vγ 5/Vδ1 thymocytes recognize a self-
antigenic ligand on thymic stromal cells, which may be
identical to their ligand expressed on stressed or trans-
formed keratinocytes. The nature of this self-antigen,
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possibly a nonclassical MHC-like molecule independent of
β2-microglobulin, remains to be characterized. Because
previous studies had indicated that stromal cells of adult
thymus could not sustain the development of DETCs from
fetal hemopoietic precursors (181), this ligand may be
downmodulated in the adult period. An unexpected level
of crosstalk between the development of γ δ T cells and
that of αβ T cells was recently uncovered with the ob-
servation that lymphotoxin/lymphotoxin β–receptor inter-
actions between CD4+CD8+ double-positive (DP) cortical
thymocytes (mainly αβ lineage) and stromal cells shaped
the functional differentiation of γ δ T cells (182). Absence
of this crosstalk in the fetal period when DP cells are absent
could be a determining factor of DETC functional differ-
entiation (183).

These recent findings have revealed a sequence of
cellular and molecular interactions triggered by ligand
recognition and resulting in the instruction of a highly
specialized effector differentiation and tissue migration
program. This appears to be a central theme of innatelike
lymphocyte development, as previously illustrated in the
case of NKT cells and their endogenous ligand iGb3. Un-
like NKT cells, however, in which the presence of CD1d li-
gands is absolutely required for development, both
Vγ 5Vδ1 T cells in mouse and Vγ 9Vδ2 T cells in humans
may be able to develop and survive in the absence of TCR
engagement by self-antigen, i.e., in the absence of positive
selection, although they fail to acquire the cardinal differ-
entiation and migration features of their antigen-selected
memory/effector-type counterparts.

Development of B-1 B Cells and
Marginal-Zone B Cells

Although there are intrinsic features of the fetal B-cell
precursors and their environment that favor the expres-
sion of canonical B-cell receptors and the development of
B-1 B cells (184), as reviewed in the section on canoni-
cal germline-encoded antigen receptors, adult precursors
also give rise to B-1 cells expressing canonical germline-
encoded BCRs, although their phenotypes may be some-
what different from their fetal counterparts, for example,
by lacking CD5 expression (so-called B-1b cells).

Signaling the B-1 and MZB Fates

This section focuses on the mechanisms instructing the
bifurcation between B-1 and conventional B-2 cells that
revolve around signaling through the BCR and other path-
ways as a consequence of self-ligand recognition. The com-
pelling rationale for these studies is that transgenic ex-
pression of a BCR derived from B-1 cells usually reca-
pitulates B-1 B cell development, whereas transgenic ex-
pression of a B-2 BCR excludes B-1 development (29–33).
Further, removal of the B-1 B cell ligand Thy1 abrogated

the development of B-1 cells of the corresponding speci-
ficity (40).

Thus, the transitional B-cell stage is thought to repre-
sent the bifurcation point where BCR signaling and other
factors instruct innatelike differentiation. The agonist na-
ture of the self-antigens has been noted and, in experi-
ments in which the density of the B-1 BCR was decreased
by dilution with a second BCR transgene, reversion to the
conventional B-2 phenotype was observed, suggesting that
exquisite signaling thresholds regulate lineage differentia-
tion (29,30,33).

In direct support of a contribution of BCR signal-
ing, genetic alterations of components of the BCR sig-
naling complex selectively perturbed the development of
B1 B cells. Thus, motheaten mice with defective SHP-
1 phosphatase, a negative regulator of BCR signaling,
had increased frequency of CD5+ B-1–like cells, but their
repertoire excluded canonical B-1 BCRs such as the
phosphatidylcholine-specific VH11 and VH12 BCRs, sug-
gesting a general shift in the BCR avidity threshold of B-1
development leading to the negative selection of canoni-
cal BCRs and positive selection of other conventional B-
2 BCRs (67). Likewise, mice lacking the negative regula-
tors Lyn (185) and CD22 (186) exhibited hyperreactive B
cells and increased B-1 B–like cells. Xid mice with a mis-
sense mutation of Btk or Btk−/− mice selectively lacked
natural IgM antibodies and B-1 B cells (74,187) and mice
lacking CD19 (188,189) also exhibited a striking reduc-
tion of B-1 B cells. A more precise evaluation of Btk in
the context of a B-1 BCR transgene revealed differentia-
tion toward the conventional B-2 lineage in the absence
of Btk, further supporting a BCR signaling instruction
model at a common precursor stage (190). Low level ex-
pression of LMP2a, an Epstein–Barr virus gene, allowed
BCR-independent generation of mature CD19+ cells re-
sembling follicular and marginal-zone B cells, whereas
high-level expression converted all cells to the B1 lineage
(191,192).

Together, these observations have suggested a generally
accepted model whereby a higher level of BCR signaling
nearing the threshold of negative selection is an essential
component of the instructive mechanisms leading to the
B-1 B cell fate (Figure 17.10). With some exceptions (193),
there is evidence that differentiation toward conventional
B-2 B cells, marginal-zone B cells and B-1 B cells is de-
termined by an increasing level of BCR signaling during
development (34,69). Such a model is elegantly supported
by transgenic experiments in which changing the level of
autoantigen from absent to moderate to high induced de-
velopment into B-2, MZB, and B-1 B cells, respectively
(112).

Differentiation into the various B-cell lineages also in-
volves differences in chemokine receptor and integrin ex-
pression that dictate residence in the follicle, marginal
zone, or peritoneum. B1 B cells require CXCL13 for
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FIGURE 17.10 A signal-strength model of B-1 and MZB cell development. Interactions between
germline-encoded canonical BCR sequences and endogenous agonist ligands such as apoptotic
membrane phospholipids lead to the development of MZB and B-1 B cells. Exquisite signaling
thresholds set by the affinity and the density of BCR and antigen and by signaling components
such as Btk and SHP-1 are essential for proper lineage commitment. Additional differentiation
signals are involved in this complex lineage decision scheme, including age-associated factors for
some B-1 B cells and Notch2 for MZB cells.

peritoneal homing and natural antibody production (194),
whereas MZB cells are retained in the marginal zone
through high-level expression of the integrins LFA1 and
α4β1 and signaling through the S1P receptor to overcome
CXCL13-mediated recruitment to the follicules (195,196).
How chemokine receptor induction is coordinated with
BCR signaling during development remains to be deter-
mined. Nevertheless, the process is reminiscent of the spe-
cialized induction of skin-homing or liver-homing proper-
ties of DETC and NKT cells, respectively, during develop-
ment. Additional signals involving Notch2 for MZB cells
have been demonstrated (197), perhaps indicative of mi-
croenvironmental interactions with cellular partners that
remain to be elucidated.

In conclusion, the exquisite role of BCR signaling for
the development of B-1 and MZB cells is now well estab-
lished. Further studies combining individual BCR trans-
genes with various mutations are warranted to develop
a more precise understanding of signaling in B-cell lin-
eage development. Current knowledge, however, strongly
supports the notion that the B-1 and MZB cell fates are

specified primarily through their evolutionarily selected
germline-encoded specificity and affinity for a select group
of conserved self-ligands.

CONCLUSION

Harnessing Autoreactivity

The demonstrated autoreactivity of nearly all canonical
antigen receptors and their germline nature support the
notion that autoreactivity is by evolutionary design rather
than by accident (71). Indeed, the type of agonist signaling
associated with autoreactivity appears to be essential both
for lineage commitment and, in many cases, for function
as well.

It is envisioned that reactivity to self-ligands may serve
to form an expanded pool of memory/effector cells with
innate protective value against cross-reactive microbial
pathogens. However, there are also examples of condi-
tions in which recognition of the self-ligands themselves,
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whether constitutive or inducible, serves a protective func-
tion. More generally, dual reactivity to self- and foreign
ligands is a hallmark of nearly all innate receptor sys-
tems, from soluble C-reactive protein to surface-bound
scavenger receptors and TLRs. This may reflect the evo-
lutionary advantage of receptors that detect multiple com-
ponents of the same aggression event, for example, anti-
genic structures associated with the pathogen, as well
as consequences of pathogenic aggression such as tissue
damage.

This autoreactivity raises several issues. First, are in-
natelike lymphocytes resistant to negative selection? Sev-
eral experiments suggest that this is not the case. Rather,
the affinities of canonical antigen receptors are precisely
tuned to their self-antigens. For example, the endogenous
ligand iGb3 exclusively activates the Vα14-Jα18 TCRs that
use Vβ7, Vβ8, and Vβ2, the biased Vβ set normally ex-
pressed by mature NKT cells with a Vβ7>Vβ8>Vβ2 hier-
archy of affinity that precisely matches the relative enrich-
ment of these Vβs after thymic selection (10). Transgenic
overexpression of CD1d decreased the relative frequency of
the high-affinity Vβ7+ cells, likely through negative selec-
tion, whereas very low CD1d levels increased their relative
representation (9,10,163,198). These observations suggest
that the levels of ligand expression and TCR affinity are
naturally set for optimal selection of NKT cells.

Second, how is autoreactivity controlled to prevent
overt reactivity and exhaustion of innatelike lymphocytes?
One possibility is that endogenous ligands are only in-
duced under some conditions in the periphery. This could
be the case for the apoptotic material that stimulates B-1
B cells, for example, or for the T10/T22 ligands of γ δ T
cells. Another possibility is that endogenous ligands are
constitutively expressed but autoreactivity is controlled by
a balance of inhibitory and activating receptors. Thus, in-
hibitory and activating NK receptors expressed by NKT
cells and γ δ T cells have been shown to control autore-
active TCR responses (199–201). In addition, induction of
NKG2D ligands such as Rae1 family members by trans-
formed epidermal cells triggered NKG2D signaling to pro-
mote cytolysis by DETCs (66). There are also indications
that CD5 may have inhibitory functions on BCR signal-
ing (202). Importantly, B-1 B cells have not been found
to engage naturally in antigen-driven somatic hypermu-
tation, which could lead to uncontrollable autoimmunity,
perhaps because their phospholipid antigens do not elicit
concomitant T-cell help or, alternatively, because of intrin-
sic inhibition.

Finally, the dual reactivity to self- and microbial anti-
gens exhibited by various canonical antigen receptors
raises issues of specificity and sensitivity of recognition.
In the case of Vγ 9Vδ2 T cells, endogenous isoprenoid
antigens are 10,000-fold less stimulatory than their mi-
crobial counterparts. In the case of NKT cells, iGb3 also

appears to be much less stimulatory than the microbial
α-glycuronylceramides. Thus, it may be that self-antigens
alone seldom stimulate innatelike lymphocytes but will do
so only when combined with factors associated with in-
fection or inflammation that activate costimulatory path-
ways, for example, IL-12 released by TLR-activated DCs or
NKG2D induced by IL-15.

Evolving Canonical B- and T-Cell Receptors

Genetic Basis of Specificity

Because each TCR or BCR is made of the pairing of chains
that themselves originate from several gene segments, the
evolution of these canonical specificities is difficult to
understand. Of note, the specificities of several canoni-
cal antigen receptors rely largely on one rather than two
canonical chains, as is the case for the Vα14-Jα18 invari-
ant chain combined with a set of variable Vβ chains, or the
VH11 heavy chain combined with variable Vκ9. Recent ob-
servations further suggest that a single junctional segment
can confer most of the specificity to antigen. For exam-
ple, low-affinity clones specific for the NKT ligand αGalCer
were found to use the canonical Jα18 combined with Vαs
other than Vα24 (203,204). The T10/T22-specific γ δ T cells
also illustrate at the structural level the predominant con-
tribution of the Dδ2 segment to antigen binding (7,8). It is
possible, therefore, to envision that, starting from one low-
affinity gene segment, a higher-affinity canonical receptor
can be built over evolutionary time through the selection
of additional V, D, or J gene segments.

Inter- and Intraspecies Variations

Whereas some canonical antigen receptors and their cor-
responding innatelike lymphocyte subsets are represented
in multiple mammalian species, others appear to be re-
stricted. For example, NKT cells have been identified in
humans, mice, and rats (86) and MAIT cells in humans,
mice, and cows (38). Skin DETCs, however, are not found
in humans, and phosphoantigen-specific Vγ 9Vδ2 T cells
are absent in mice (205). From an evolutionary standpoint,
these findings suggest that different canonical specificities
may have different protective value in different species and
thus may have been independently added or removed from
the mammalian genome during evolution.

Intriguingly, there is also a wide polymorphism of ex-
pression of these innatelike lymphocyte subsets within
species. For example, NKT-cell frequencies vary widely
among humans, in which high expressors can express up to
100 times more NKT cells than low expressors (206). These
frequencies are under tight genetic control, as shown by
identical-twins studies (206). Similarly, there are up to 10-
fold variations in NKT-cell frequencies among common
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inbred mouse strains (127,207). Some mouse substrains,
such as FVB/tac, have lost expression of skin DETCs and,
as a consequence, show heightened responses to inflam-
matory stimuli (45). Thus, while the genetic basis of these
extraordinary variations is under investigation, it is tempt-
ing to speculate that such balanced polymorphism could
reflect the “ying and yang” of innatelike lymphocytes,
which serve protective functions in some conditions or en-
vironments but may be deleterious in others.

Other “Innatelike” Lymphocytes

This chapter has focused on expanded lymphocyte sub-
sets that carry germline-encoded specificities and are en-
dowed with functional innatelike properties. There are,
however, additional populations of T and B lymphocytes
that do not express canonical germline-encoded recep-
tors, yet share some features of innatelike lymphocytes.
For example, exposure to gut-flora carbohydrate anti-
gens is thought to trigger the production of the natu-
ral IgM antibodies that cause rejection of incompatible
red blood cells. Likewise, natural IgM antibodies against
Galα1,3Galβ1,4GlcNAc epitopes probably derived from
the gut flora, are found in the human species because
humans lack Galα1,3 transferase and are therefore not
tolerant of Galα1,3Galβ1,4GlcNAc. These antibodies are
the basis of the abrupt rejection of xenotransplants carry-
ing this carbohydrate epitope on their glycoproteins (208).
Although they are absent in wild-type mice, which ex-
press the Galα1,3Galβ1,4GlcNAc epitopes on their gly-
coproteins, the antibodies are observed in “humanized”
Galα1,3 transferase knockout mice, in which they are
found mainly in the spleen and express an intermedi-
ate IgMhighCD5−Mac1−CD43+ phenotype partially over-
lapping with B-1 cells (209,210). Importantly, however, nei-
ther anti-Gal nor anti–blood group antibodies have been
reported to express canonical receptors.

CD8αα TCRαβ intraepithelial lymphocytes are found
in the mouse intestine (though they are absent in humans)
and are often referred to as “innate” based on their ef-
fector differentiation with transcriptionally active IFNγ

gene (154,211), their expression of NK-lineage receptors
(212), and their specificity for unidentified, nonclassical
MHC class I–like ligands (213,214). Exposure to agonist
antigens in a fetal thymic reaggregation culture system re-
capitulated the CD8αα lineage (215). However, although
the population is made of expanded clones, their αβ TCRs
are diverse and noncanonical (216).

Like CD1d-restricted NKT and MR1-restricted MAIT
cells, MHC class Ib–restricted T cells acquire a mem-
ory/effector phenotype in the thymus by interaction with
bone marrow–derived rather than epithelial cells (217).
These properties enable H-2M3–restricted T cells, for ex-
ample, to jump-start the CTL response to Listeria mono-
cytogenes infection (218). However, studies so far have

not documented the presence of recurrent canonical or
germline-encoded TCRs among these cells.

Future Challenges

Comparative Immunology

Studies are needed to search for additional canonical
germline-encoded receptors in B-1 and MZB populations
of mice and humans. Likewise, comparative studies in
more distant species should provide a broader picture of
the array of innatelike BCRs and TCRs selected over evo-
lutionary time and their species- or environment-specific
protective value.

Antigens and Functions of
Innatelike Lymphocytes

Several gaps remain in our knowledge of the antigen speci-
ficity of innatelike lymphocytes. The nonpeptidic nature
of many ligands hinders their identification and compli-
cates the interpretation of genetic ablation experiments.
The functional redundancy of individual subsets prevents
a definitive assessment of their role in physiologic and
pathologic conditions. Thus, future identification of the
self-ligand of DETCs, clarification of the respective roles
of F1-ATPase and small phosphoantigens in Vγ 9-cell acti-
vation, understanding of the regulation of iGb3 and other
NKT ligands, and elucidation of the MAIT ligands associ-
ated with MR1 will be needed, along with new strategies
for specific ablation of ligands and receptors. Novel ap-
proaches such as live imaging microscopy should prove
particularly useful in studying the specialized functions of
innatelike lymphocytes in their tissue context, for example,
in the liver for NKT cells (157), skin for DETCs, peritoneum
for B-1 B cells, and marginal zone for MZB cells.

Structural Biology of Innate Immune Recognition

As suggested by the unusual mode of recognition of
T10/T22 by the γ δ TCR, the crystal structures of other
innatelike receptor/ligand complexes will provide impor-
tant information about the structural basis of innatelike
receptor recognition. The phospholipidic and glycolipidic
nature of several ligands, and their association with the
membrane lipid bilayer or with proteins such as CD1d,
complicate the studies, but their recognition by antibod-
ies and TCRs likely involve novel structural solutions of
great immunologic interest.

Lymphocyte Lineage Decisions

The instructional mechanisms involved in the differenti-
ation of conventional and innatelike lineage differentia-
tion are based on specific sets of receptors that signal the
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transcriptional and epigenetic control of lineage commit-
ment. Current studies indicate that, in addition to the
strength of antigen, additional cofactors recruited through
the topology and the timing of antigen expression con-
tribute essential steps in the differentiation of specialized
lineage subsets. Because these signals underlie a develop-
mental bifurcation between “conventional” and “innate-
like” B- and T-cell lineages, their studies should provide
important insights into a general understanding of lym-
phocyte lineage development.

Therapeutics

As a follow-up to basic studies investigating the conserved
antigens of innatelike lymphocytes, several synthetic NKT-
and γ δ T-cell ligands have now been designed, and some
have shown promising value in preclinical trials, particu-
larly for their effects as adjuvants in anticancer and mi-
crobial vaccines (122,124,219). The interplay among these
and other adjuvant pathways mediated by TLRs, NODs,
and NALPs provides exciting new avenues of research and
development.
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INTRODUCTION

Macrophages (Mφ) represent a family of mononuclear
leukocytes that are widely distributed throughout the body
within and outside of lymphohemopoietic organs. They
vary considerably in life span and phenotype, depend-
ing on their origin and local microenvironment. Mature
Mφ are highly phagocytic, relatively long-lived cells that
are adaptable in their biosynthetic responses to antigens
and microbial stimuli. The functions of Mφ within tissues
are homeostatic, regulating the local and systemic milieu
through diverse plasma membrane receptors and varied
secretory products. They react to, and themselves generate,
signals that influence growth, differentiation, and death of
other cells, recognizing and engulfing senescent and abnor-
mal cells. These activities contribute substantially to recog-
nition and defense functions against invading microorgan-
isms, foreign particulates, and other immunogens. Innate
immune functions of Mφ complement their contributions
to acquired humoral and cellular immunity, in which they
regulate activation of T and B lymphocytes; this is achieved
in part through their specialized derivatives, dendritic cells
(DCs) of myeloid origin. Mφ, with or without DCs, process
and present antigen, produce chemokines and cytokines
such as interleukin-1 (IL-1), IL-6, IL-12, IL-18, IL-23, tu-

mor necrosis factor-α (TNFα), and IL-10, and phagocytose
apoptotic and necrotic cells. Acting directly or under the
influence of other immune cells, Mφ capture extra- and in-
tracellular pathogens, eliminate invaders, and deliver them
to appropriate subcompartments of lymphoid organs. As
key regulators of the specific as well as the natural immune
response, Mφ boost as well as limit induction and effector
mechanisms of the specific immune response by positive
and negative feedback.

The properties and roles of DCs are described in detail
elsewhere in this volume. Here we focus on other mem-
bers of the Mφ lineage, consider their interrelationship,
and outline specialized properties that underlie their roles
in the execution and regulation of immune responses. A
number of books deal with the history and broad aspects
of Mφ immunobiology (1–10).

SOME LANDMARKS IN THE STUDY
OF MACROPHAGES

Our understanding of Mφ developed in parallel with
the growth of immunology as an experimental science.
Metchnikoff, a comparative developmental zoologist, is
widely credited for his recognition of phagocytosis as a

547
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fundamental host defense mechanism of primitive, as well
as highly developed, multicellular organisms (1–3). He
clearly stated the link between capture of infectious micro-
organisms by the spleen and subsequent appearance of
reactive substances (antibodies) in the blood, although
mistakenly ascribing their production to the phagocytes
themselves. The importance of systemic clearance of par-
ticles by Mφ, especially Kupffer cells in liver and other en-
dothelial cells, was enshrined in the term reticuloendothe-
lial system (RES). Although it was rejected by influential
investigators in the field in favor of the term mononu-
clear phagocyte system (MPS), the appreciation that sinus-
lining Mφ in liver and elsewhere share common prop-
erties with selected endothelial cells is worth preserving
(4). Earlier studies by Florey and his students, including
Gowans, established that circulating monocytes give rise
to tissue Mφ. Van Furth and his colleagues investigated
the life history of Mφ by kinetic labeling methods; sub-
sequently, the development of membrane antigen mark-
ers facilitated a more precise definition of specialized Mφ

subpopulations in tissues such as brain (5). The appear-
ance and potential importance of Mφ during development
also became evident as a result of sensitive immunocy-
tochemical methods. Morphologic and functional studies
by Humphrey and many others drew attention to striking
diversity among Mφ-like cells in secondary lymphoid or-
gans, especially within the marginal zone of the spleen,
where complex particulates and polysaccharides are cap-
tured from the circulation (6,7).

The era of modern cell biology impinged on Mφ stud-
ies following the studies of Cohn, Hirsch, and their col-
leagues (8). Their work touched on many aspects of cell
structure and function, including phagocytosis (the zipper
mechanism of Silverstein), fluid- and receptor-mediated
endocytosis, secretion, and antimicrobial resistance. Iso-
lation and in vitro culture systems became available for
cells from mice and humans, especially after the identifi-
cation of specific growth and differentiation factors such
as colony-stimulating factor-1 (CSF-1; M-CSF) (9). It is per-
haps fitting that the earliest known natural knockout (ko)
affecting macrophages, a natural mutation in the op gene
in the osteopetrotic mouse, should involve CSF-1 (9,10).
Cell lines retaining some but not all features of mature
Mφ have been useful for many biochemical and cellular
studies (11). Macrophages and dendritic cells can be read-
ily derived from embryonic stem (ES) cells by growth in
appropriate culture conditions.

The role of Mφ as antigen-processing cells able to ini-
tiate adaptive immune responses had false trails (“im-
munogenic RNA” was thought to be involved at one time)
and encompassed early genetic strategies (Mφ of mice se-
lected for high anti–sheep erythrocyte antibody responses
by Biozzi and colleagues displayed enhanced degradative
properties; adherent cells from defined guinea pig strains
were shown to play an important role in major histo-

compatibility complex (MHC) Ia–restricted antiinsulin re-
sponses. For many years the antigen presenting cell (APC)
functions of adherent cells were highly controversial as
promoted by Unanue, who concentrated on intracellular
processing by Mφ, and Steinman, who discovered the spe-
cialized role of “dendritic cells” in antigen presentation
to naive T lymphocytes. The importance of Mφ as effec-
tor cells in immunity to intracellular pathogens such as
Mycobacterium tuberculosis was recognized early by Lurie
and Dannenberg. Mackaness used Listeria monocytogenes
and bacille Calmette-Guérin (BCG) infection in experi-
mental models and developed the concept of Mφ activation
as an antigen-dependent but immunologically nonspecific
enhancement of antimicrobial resistance. The subsequent
delineation of T lymphocyte subsets and characterization
of interferon-γ (IFNγ ) (12) as the major cytokine involved
in macrophage activation, including MHC II induction,
merged with increasing knowledge of the role of reactive
oxygen and, later, nitrogen metabolites as cytotoxic agents
(13). The role of virus-infected Mφ as MHC I–restricted
targets for antigen-specific CD8+ killer cells was part of
the initial characterization of this phenomenon by Zinker-
nagel and Doherty. D’Arcy Hart was an early investigator of
the intracellular interactions between Mφ and invaders of
the vacuolar system, especially mycobacteria, which sur-
vive within Mφ by inhibiting acidification and phagosome–
lysosome fusion, thus evading host resistance mechanisms
(14). Mouse breeding studies by several groups defined
a common genetic locus involved in resistance to BCG,
Leishmania, and Salmonella organisms. The host pheno-
type was shown to depend on expression in Mφ and, many
years later, the gene (termed N-ramp for natural resistance-
associated membrane protein) was identified by positional
cloning by Skamene, Gros, and their colleagues (15). Po-
sitional cloning by Beutler and associates led to the iden-
tification of the gene responsible for lipopolysaccharide
(LPS) resistance in particular mouse strains (16). Together
with studies by Hoffmann and his colleagues on the Toll
pathway in Drosophila (17), this work resulted in an explo-
sion of interest in the identification of mammalian Toll-like
receptors (TLRs) and their role in innate immunity to in-
fection (18,19). At the same time it became apparent that
some malignant tumors contain macrophage populations
that may favor their growth (20).

This brief survey concludes with the identification of
Mφ as key target cells for infection, dissemination, and
persistence of HIV (21), tropic for macrophages by virtue
of their expression of CD4, chemokine coreceptors, and
DC-SIGN, a C-type lectin also expressed by DCs (22). Al-
though Mφ had been implicated by earlier workers such as
Mims as important in antiviral resistance generally, their
role in this regard was neglected before the emergence of
HIV as a major pathogen.

Many molecules have been identified as important in
Mφ functions in immunity and serve as valuable markers
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to study their properties in mice and humans. These
include Fc (23) and complement (24) receptors, which
are important in opsonic phagocytosis, killing, and im-
munoregulation; scavenger receptors implicated in foam
cell formation and atherogenesis by Brown and Gold-
stein (25); nonopsonic lectin receptors, such as the man-
nose receptor (MR) (26) and β-glucan receptor (BGR)
(27); and secretory products such as lysozyme (28), neu-
tral proteinases, TNFα (29), chemokines, and many other
cytokines. A range of membrane antigens (ag) expressed
by human and rodent mononuclear phagocytes has been
characterized and reagents made available for further
study of Mφ in normal and diseased states (5). Recently,
the role of DNA-binding transcription factors including
members of the nuclear factor (NF)-κB and ETS (Pu-
1) families has received increased attention in the study
of differential gene expression by Mφ (30,31). Gene in-
activation has confirmed the important role of many of
these molecules within the intact host, and use has been
made of cell-specific or conditional ko to uncover the
role of Mφ in immunologic processes (32). Naturally oc-
curring inborn errors in humans such as the leukocyte
adhesion deficiency syndrome and chronic granuloma-
tous disease have contributed to the analysis of impor-
tant leukocyte functions, including those of Mφ, in host
resistance to infection. Mutations in a monocyte-expressed
gene (NOD-2), involved in cytosolic sensing of microbial
products and NF-κB activation, have been implicated in
a subset of individuals with an enhanced susceptibility
to Crohn’s disease (33). The validity of murine ko mod-
els for human genetic deficiencies has been confirmed for
key molecules involved in Mφ activation, such as IFNγ

and IL-12 (34). N-Ethyl N-nitrosourea mutagenesis has
begun to reveal new macrophage innate immune func-
tions (35).

PROPERTIES OF MACROPHAGES AND
THEIR RELATION TO IMMUNE FUNCTIONS

Introduction

Mφ participate in the production, mobilization, activation,
and regulation of all immune effector cells. They interact
reciprocally with other cells while their own properties are
modified to perform specialized immunologic functions.
As a result of cell surface and auto- and paracrine inter-
actions, Mφ display marked heterogeneity in phenotype
(5,36,37), a source of interest and considerable confusion
to the investigator. Increasing knowledge of cellular and
molecular properties of Mφ bears strongly on our under-
standing of their role in the immune response. These will
be reviewed briefly, with emphasis on functional signifi-
cance, and draw attention to unresolved and controversial
issues.

Growth and Differentiation: Life History
and Turnover

In contrast with T and B lymphocytes, monocytes from
blood give rise to terminally differentiated Mφ that cannot
recirculate or reinitiate DNA replication except in a limited
way; DCs may represent specialized migratory derivatives
of mononuclear cells. Unlike other myeloid granulocytic
cells, Mφ can be long lived and retain the ability to syn-
thesize RNA and protein to a marked extent, even when in
a relatively quiescent state, as “resident” cells. These are
distributed throughout the tissues of the body and consti-
tute a possible alarm-response system, but they also me-
diate poorly understood trophic functions. Following in-
flammatory and immune stimuli, many more monocytes
can be recruited to local sites and give rise to “elicited” or
“immunologically activated” Mφ with altered surface, se-
cretory, and cytotoxic properties. The origins of Mφ from
precursors are well known; from yolk sac (and possibly ear-
lier paraaortic progenitors), migrating to fetal liver, then
spleen and bone marrow, before and after birth (38). In
the fetus, mature Mφ proliferate actively during tissue re-
modeling in developing organs. In the normal adult, tissue
Mφ do not self-renew extensively except in specialized mi-
croenvironments such as lung epidermis or, the pituitary;
after injury there can be considerable further replication
at local sites of inflammation. Growth and differentiation
are tightly regulated by specific growth factors and their re-
ceptors (e.g., IL-3, CSF-1, granulocyte-macrophage [GM]-
CSF, IL-4, IL-13) and inhibitors (e.g., IFNα/β, transform-
ing growth factor-β [TGFβ], leukemia inhibitory factor),
which vary considerably in their potency and selectivity.
These processes are modulated by interactions with ad-
jacent stromal and other cells (e.g., through c-kit/ligand
and Flt-3/ligand interactions). The growth-response of the
target cell to an extrinsic stimulus decreases progressively
and markedly (from 108 or more to 100) during differentia-
tion from stem cell to committed precursor to monoblast,
monocyte, and Mφ, yet even the most terminally differ-
entiated Mφ such as microglial cells can be “reactivated”
to a limited extent by local stimuli (39). Elicited/activated
Mφ respond more vigorously than resident Mφ to growth
stimuli in vivo and in vitro, but the molecular basis for
their enhanced proliferation is unknown.

Although the general picture of blood monocyte-to-
tissue Mφ differentiation has been clear for some time as
a result of parabiosis, adoptive transfer, and irradiation-
reconstitution experiments, there are still major unsolved
issues. Are all “monocytes” equivalent, or is there hetero-
geneity in the circulating mononuclear cell pool corre-
sponding with the ultimate tissue localization of their resi-
dent, constitutively distributed progeny? Our understand-
ing of DCs and osteoclast differentiation is compatible with
a relatively simple model (Figure 18.1) in which major Mφ

populations in tissues can be characterized by selected ag
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FIGURE 18.1 Differentiation of mononuclear phagocytes based on antigen markers FA-11
(macrosialin, murine CD68) and F4/80. See text for detailed discussion.

markers such as F4/80 (Emr1, a member of a new family
of EGF-TM7 molecules) (40) and macrosialin (CD68), a
pan-Mφ endosomal glycoprotein related to the lysosome-
associated membrane protein (LAMP) family (41). The
DCs of myeloid origin (see elsewhere in this volume) can
be viewed as products of Langerhans-type cells in nonlym-
phoid organs such as skin and airway epithelium, which
may undergo further differentiation and migrate to sec-
ondary lymphoid organs in response to an antigenic stim-
ulus (42). Circulating precursors of DCs and recirculat-
ing progeny are also normally present in the mononuclear
fraction of blood in small numbers and may be already
“marked” for distribution to peripheral sites as Langerhans
cells. Monocytes that have crossed the endothelium may
be induced to “reverse migrate” into the circulation by se-
lected stimuli in tissues (43).

Circulating mononuclear precursors for osteoclasts are
less defined and differentiate into mononucleate cells in
bone and cartilage, where they fuse to form multinucle-
ate bone-resorbing osteoclasts (44). Local stromal cells,
growth factors such as CSF-1, steroids (vitamin D metabo-
lites), and hormones (e.g., calcitonin, for which osteoclasts
express receptors) all contribute to local maturation. Os-
teoprotegerin, a naturally occurring secreted protein with
homology to members of the TNF-receptor family, inter-
acts with TRANCE, a TNF-related protein, to regulate os-
teoclast differentiation and activation in vitro and in vivo.

Use of ag markers such as CD34 on progenitors, CD14
and CD16 (45) on monocytes, and chemokine receptors
(46) and multichannel fluorescein-activated cell sorter
(FACS) analysis makes it possible to isolate leukocyte sub-
populations and study their progeny and differential re-
sponses (see later discussion). The mononuclear fraction
of blood may contain precursors of other tissue cells, in-
cluding “fibrocytes” (47) thought to be hemopoietic yet
able to synthesize matrix proteins such as collagen, and
some endothelial cells. Perhaps the mysterious follicular
dendritic cells (FDCs) with mixed hemopoietic and mes-
enchymal properties fall in this category.

The large-scale production of immature and ma-
ture DC-like cells from bulk monocytes in cytokine-
supplemented culture systems (IL-4, GM-CSF, TNFα) has
revolutionized the study of these specialized APCs (48,49).
Individually, the same cytokines give rise to Mφ-like cells,
and early during in vitro differentiation, the cellular phe-
notype is reversible. Later, when mature DCs with high
MHC II, APC function, and other characteristic markers
are formed, differentiation is irreversible. This process is
independent of cell division, although earlier progenitors
in bone marrow and G-CSF–mobilized blood mononu-
clear cells can be stimulated to multiply, as well as dif-
ferentiate, in vitro. These examples of terminal differen-
tiation observed with DCs and osteoclasts may extend to
other specialized, more obvious Mφ-like cells. Mature Mφ
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can be derived by growth and differentiation in steroid-
supplemented media in Dexter-type long-term bone mar-
row cultures that contain stromal fibroblasts and hemopoi-
etic elements. These Mφ express adhesion molecules
responsible for divalent cation–dependent cluster forma-
tion with erythroblasts (EbR) (50). This receptor, possibly
related to V-CAM, cannot be induced on terminally dif-
ferentiated peritoneal Mφ if these are placed in the same
culture system. This contrasts sharply with the ready adap-
tation of many tissue Mφ to conventional cell culture con-
ditions, when the cells often adopt a common, standard
phenotype. Irreversible stages of Mφ differentiation may
therefore occur in specialized microenvironments in vitro
or in vivo.

Little is known about determinants of Mφ longevity and
turnover. Growth factors such as CSF-1 enhance Mφ sur-
vival and prevent induction of an apoptotic program. The
expression of Fas-L and Fas on Mφ has been less stud-
ied than on lymphocytes; they and other members of the
TNF and its receptor family may play a major role in de-
termining Mφ survival, especially in induced populations,
where cell turnover is markedly enhanced. Tissue Mφ vary
greatly in their life span, from days to months. Apart from
inflammatory and microbial stimuli, local and systemic
environmental factors such as salt loading and hormones,
including estrogen, are known to influence Mφ turnover.

Tissue Distribution and Phenotypic
Heterogeneity of Resident Macrophages in
Lymphoid and Nonlymphoid Organs

The use of the F4/80 plasma membrane ag made it possible
to detect mature Mφ in developing and adult murine tis-
sues and define their anatomic relationship to other cells in
endothelium, epithelium, and connective tissue, as well as
the nervous system (5,51). Subsequently, other membrane
antigens (52) [macrosialin (41), sialoadhesin (53,54)] were
identified as useful markers for Mφ in situ (Table 18.1).
Mφ subpopulations in different tissues display consider-
able heterogeneity in expressing these and selected recep-
tor antigens, for example, CR3 (55) and SR-A (56), drawing
attention to unknown mechanisms of homing, emigration,
and local adaptation to particular microenvironments.
From the viewpoint of immune responses, a few aspects
deserve comment.

Fetal Liver and Bone Marrow

Mature Mφ form an integral part of the hemopoietic mi-
croenvironment and play a key role in the production,
differentiation, and destruction of all hemopoietic cells
(57). The fetal liver is a major site of definitive erythro-
poiesis from midgestation. The bone marrow becomes

◗ TABLE 18.1 Selected Differentiation Antigens Used to Study Murine Macrophage
Heterogeneity

Cellular
Ab Ag Structure Ligands Expression Function Comment

F4/80 F4/80 (EMR1) EGF-TM7 ? Mature Mφ, absent
T areas

Peripheral tolerance Useful marker
development, CNS

FA-11 Macrosialin
(CD68)

Mucin-LAMP OX-LDL Pan-Mφ, DC Late endosomal Glycoforms regulated
by inflammation and
phagocytosis

5C6 CR3 (CD11b,
CD18)

β2-integrin iC3b, ICAM Monocytes,
microglia, PMN,
NK cells

Phagocytosis,
adhesion

Important in
inflammatory
recruitment, PMN
apoptosis

2F8 SR-A (I, II) Collagenous,
type II
glycoprotein

Isoforms differ,
cysteine-rich
domain

Polyanions, LTA,
LPS, bacterial
proteins

Modified proteins
β-amyloid
Apolipoprotein A, E

Mφ, sinusoidal
Endothelium

Adhesion,
endocytosis

Phagocytosis of
apoptotic cells and
bacteria

Protects host against
LPS-induced shock

Promotes
atherosclerosis

SER-4
3D6

Sn (Siglec-1) Ig superfamily Sialyl
glycoconjugates
e.g., CD43

Subsets Tissue Mφ Lectin Strongly expressed
Marginal zone

metallophils in
spleen and
subcapsular sinus of
lymph nodes

Ab, antibody; Ag, antigen; CNS, central nervous system; DC, dendritic cells; ICAM, intercellular adhesion molecule; Ig,
immunoglobulin; LAMP, lysosome-associated membrane protein; LPS, lipopolysaccharide; LTA, lipoteichoic acid; Mφ,
macrophages; NK, natural killer cells; PMN, Sn, sialoadhesin; SR-A, type A scavenger receptor.
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FIGURE 18.2 Associations of tissue macro-
phages with other hemopoietic cells to illustrate
variations on a common theme. See text for de-
tails.

active in the production of hemopoietic cells from shortly
before birth, and Mφ are a prominent component of the
hemopoietic stroma throughout adult life. Mature “stro-
mal” Mφ in fetal liver and adult bone marrow express non-
phagocytic adhesion molecules such as sialoadhesin (Sn),
an immunoglobulin (Ig)-superfamily sialic acid–binding
lectin (53,54) (Table 18.1), and the EbR referred to pre-
viously (50), which is also involved in adhesion of devel-
oping myeloid and possibly lymphoid cells (Figure 18.2).
VLA-4 has been implicated as a ligand for EbR. Ligands for
Sn include CD43 on developing granulocytes (58) and on
lymphocyte subpopulations. Sialoadhesin clusters at sites
of contact between stromal Mφ and myeloid but not ery-
throid cells. Chemokines are able to induce polarized ex-
pression of adhesion molecules such as intercellular adhe-
sion molecules (ICAMs) and CD43 in leukocytes, but the
significance of altered ligand distribution for interactions
between Mφ and bound hemopoietic cells is unknown. Ad-
hesion of immature cells to stromal Mφ may play a role
in regulating their intermediate stages of development be-
fore release into the bloodstream, whereas fibroblasts in
the stroma associate with earlier progenitors, as well as
with Mφ. Discarded nuclei of mammalian erythroid cells
are rapidly engulfed by stromal Mφ, but the receptors in-
volved in their binding and phagocytosis are unknown.
Mφ also phagocytose apoptotic hemopoietic cells gener-
ated in bone marrow, including large numbers of myeloid

and B cells. We know little about the plasma membrane
molecules and cytokine signals operating within this com-
plex milieu, but it is clear that stromal Mφ constitute a
neglected constituent within the hemopoietic microenvi-
ronment.

Thymus

Apart from their remarkable capacity to remove apoptotic
thymocytes, the possible role of Mφ in positive and nega-
tive selection of thymocytes has been almost totally over-
looked; more attention has been given to local DCs and
their specialized properties. Mature Mφ with unusual fea-
tures are also present in cortex and medulla. Clusters of vi-
able thymocytes and Mφ can be isolated from the thymus
of young animals by collagenase digestion and adherence
to a substratum (Figure 18.2). The nonphagocytic adhe-
sion receptors responsible for cluster formation are more
highly expressed by thymic than other Mφ, but their nature
is unknown (N. Platt, unpublished observations). These
Mφ also express MHC class II antigens and other receptors
such as the class A scavenger receptor (SR-A) (see later
discussion), which contributes to phagocytosis of apop-
totic thymocytes in vitro (59) but is redundant in vivo (60);
other markers, such as the F4/80 ag, are poorly expressed
in situ but can be readily detected after cell isolation. A
striking difference between thymic and several other tissue
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FIGURE 18.3 Microheterogeneity of macrophages
in spleen, resting, and antigen-stimulated lymph
nodes. See text for markers and details.

Mφ subpopulations is their independence of CSF-1; the
CSF-1–deficient op/op mouse lacks osteoclasts and some
Mφ populations, including monocytes, peritoneal cells,
and Kupffer cells, but contains normal numbers of thymic
Mφ, as well as DCs and selected Mφ in other sites (61). Fac-
tors involved in constitutive recruitment of thymic Mφ are
unknown; following death of thymocytes induced by ioniz-
ing radiation or glucocorticoids, intensely phagocytic Mφ

appear in large numbers; it is not known what proportion
arises locally and by recruitment.

Spleen

From the viewpoint of the Mφ, the spleen is perhaps the
most complex organ in the body (6,7). It contributes to
hemopoiesis, which persists postnatally in some species or
can be induced by increased demand, and to the turnover
of all blood elements at the end of their natural life span.
In addition, the spleen filters a substantial proportion of
total cardiac output, captures particulate and other anti-
genic materials from the bloodstream, and plays an im-

portant role in natural and acquired humoral and cellular
immunity. The organ is rich in subpopulations of Mφ that
differ in microanatomic localization, phenotype, life his-
tory, and functions (Figure 18.3). Mφ are central to anti-
gen capture, degradation, transport, and presentation to
T and B lymphocytes and contribute substantially to an-
timicrobial resistance. Because other hemopoietic and sec-
ondary lymphoid organs can replace many of these func-
tions after maturation of the immune system, the unique
properties of the spleen have been mainly recognized in
the immature host and in immune responses to complex
polysaccharides. Splenectomy in the adult renders the host
susceptible to infection by pathogenic bacteria such as
pneumococci that contain saccharide-rich capsular anti-
gens; the marginal zone of the spleen in particular may
play an essential role in this aspect of host resistance.

The properties of Mφ in the unstimulated mature
mouse spleen are very different according to their local-
ization in red or white pulp and the marginal zone. Mφ

are intimately associated with the specialized vasculature.
Species differences in splenic anatomy and phenotype
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are well recognized (62–64), although Mφ display broadly
common features in humans and rodents. Subpopulations
of Mφ, DCs, and cells with mixed phenotypes have been
characterized by in situ analysis by ag markers, liposome-
or diphtheria toxin–depletion studies, various immuniza-
tion and infection protocols, and cytokine and receptor
gene ko models in the mouse. The results raise questions
about the dynamics and molecular basis of cell produc-
tion, recruitment, differentiation, emigration, and death
within each distinct splenic compartment. Cell isolation
methods are still primitive in correlating in vitro proper-
ties with those of Mφ subpopulations in vivo and remain
an important challenge. Detailed aspects of splenic archi-
tecture, DC origin and function, and T and B lymphocyte
induction and differentiation are described elsewhere in
this volume. Here I highlight some features of Mφ in the
normal and immunoreactive organ.

Marginal Zone Macrophages
The marginal zone of spleen consists of a complex

mixture of resident cells (reticular and other fibroblasts,
endothelium), Mφ, DCs, and lymphoid cells, including sub-
populations of B lymphocytes (7). It constitutes an impor-
tant interface with the circulation that delivers cells, par-
ticulates, or soluble molecules directly into the marginal
sinus or via the red pulp. Resident Mφ are present as spe-
cialized metallophilic cells in the inner marginal zone, and
other Mφ are found in the outer zone; the latter may be
more phagocytic. Sialoadhesin is very strongly expressed
by the marginal metallophils, compared with only weak
expression in red pulp and virtual absence in the white
pulp (65). Sialoadhesin-positive cells appear in this zone
2 to 4 weeks postnatally in the mouse as the white pulp
forms (66). Liposomes containing clodronate, a cytotoxic
drug, can be delivered systemically and deplete Sn+ cells
and other Mφ; regeneration of different Mφ subpopula-
tions in spleen occurs at different times, and this procedure
has been used to correlate their reappearance with distinct
immunologic functions. Marginal zone Mφ lack F4/80 but
may express an undefined ligand for F4/80 on circulating
activated DCs, which mediates peripheral tolerance to an-
terior chamber or gut-derived antigens (67). Marginal zone
Mφ express phagocytic receptors, such as SR-A (68), which
is more widely present on tissue Mφ, as well as MARCO, a
distinct collagenous scavenger receptor (69), which is al-
most exclusively present on these Mφ in the normal mouse
(70). The structures and possible role of these pattern
recognition receptors in uptake of microbes are discussed
later. In vivo studies have shown that a Mφ lectin, the MR,
may be involved in transfer of mannosylated ligands to the
site of an immune response in the white pulp (26,71–73).
The MR contains a highly conserved cysteine-rich domain,
not involved in mannosyl recognition, that reacts strongly
with ligands on a subset of marginal metallophilic Mφ

(73a), sulfated glycoforms of Sn, and CD45, among oth-

ers; this has been demonstrated with a chimeric probe of
the cysteine-rich domain of the MR and human Fc (CR-
Fc) and by immunochemical analysis of tissue sections
and affinity chromatography of spleen ligands. After im-
munization, this probe additionally labels undefined cells
in the FDC network of germinal centers, as well as tingi-
ble body Mφ. It is possible that marginal zone Mφ can be
induced to migrate into white pulp as described after LPS
injection; alternatively, they may shed complexes of soluble
MR-glycoprotein ligand for transfer to other CR-Fc+ cells,
which may be resident, or newly recruited mononuclear
cells. Finally, the marginal metallophilic Mφ population
depends on CSF-1 for its appearance (61) and on mem-
bers of the TNF receptor family (74), as shown with op/op
and experimentally produced ko mice.

White Pulp Macrophages
The F4/80 ag is strikingly absent on murine white pulp

Mφ, which do express FA-11 (macrosialin), the murine ho-
molog of CD68. Actively phagocytic Mφ express this intra-
cellular glycoprotein in abundance compared with DCs.
After uptake of a foreign particle (e.g., sheep erythrocytes
or an infectious agent, such as BCG or Plasmodium yoellii),
white pulp Mφ become more prominent, although it is not
known whether there is migration of cells into the white
pulp or transfer of phagocytosed material and reactivation
of previous resident Mφ. Tingible body Mφ appear to be in-
volved in uptake and digestion of apoptotic B lymphocytes.

Red Pulp Macrophages
These express F4/80 ag and MR (75) strongly and in the

mouse include stromal-type Mφ involved in hemopoiesis.
Extensive phagocytosis of senescent erythrocytes results
in accumulation of bile pigments and ferritin. The role of
various phagocytic receptors in clearance of host cells and
pathogens by red pulp Mφ requires further study.

There is no evidence that Mφ, other than interdigitat-
ing DCs, associate directly with CD4+ T lymphocytes in the
normal spleen. Following infection by BCG, for example,
or by other microorganisms such as Salmonella, there is
massive recruitment and local production of Mφ, many of
which associate with T lymphocytes. Newly formed granu-
lomata often appear first in the marginal zone (focal accu-
mulations of activated Mφ and activated T cells. As infec-
tions spread into the white and red pulp, the granulomata
become confluent and less localized, obscuring and/or dis-
rupting the underlying architecture of the spleen. The pos-
sible role of activated Mφ in T cell apoptosis and clearance
in spleen has not been defined.

Lymph Nodes

F4/80 ag is relatively poorly expressed in lymph node (Fig-
ure 18.3), but many macrosialin (CD68)+cells are present.
The subcapsular sinus is analogous to the marginal zone
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and contains strongly Sn+ cells; this is the site where
afferent lymph enters, containing antigen and migrating
DCs derived from Langerhans cells. The medulla con-
tains Sn+, CD68+ Mφ, which also express high levels of
SR-A. As in the spleen marginal zone, subcapsular sinus
Mφ are strongly labeled by the CR-Fc probe. Following
primary or secondary immunization, the staining pattern
moves deeper into the cortex and eventually becomes con-
centrated in germinal centers. The kinetics of this pro-
cess strongly suggests a transport process by Mφ-related
cells resembling antigen transport cells described previ-
ously. CR-Fc+ cells can be isolated by digestion of lymph
nodes and form clusters with CR-Fc− lymphocytes. Adop-
tive transfer has shown that FACS-isolated CR-Fc+ cells
resemble DCs in their ability to home to T cell areas and to
present antigen to naive T and B cells (76). Overall, there is
considerable heterogeneity in the population of migratory
APCs involved in antigen capture, transport, and delivery
to T and B cells, and it may turn out that specialized tissue
Mφ as well as myeloid-type DCs can migrate in response
to immunologic stimuli, especially TLR ligands (73).

Peyer’s Patch

Although less studied, the Mφ in Peyer’s patch resemble
the CD68+, F4/80− cells described in spleen and white pulp
and in other T cell–rich areas. They are well placed to inter-
act with gut-derived antigens and pathogens taken up via
specialized epithelial M cells in the dome, and deliver anti-
gens to afferent lymphatics, as myeloid DCs. These cells are
distinct from abundant F4/80+ cells in the lamina propria
found all the way down the gastrointestinal tract and may
play a role in the induction of mucosal immunity.

Nonlymphoid Organs

Regional F4/80+ and CD68+ Mφ are well described in liver
(Kupffer cells), dermis, neuroendocrine and reproductive
organs, and serosal cavities, where they are able to react
to systemic and local stimuli. In the lung, alveolar Mφ are
strongly CD68+ but only weakly F4/80+ and are distinct
from interstitial Mφ and intraepithelial DCs. In the lamina
propria of the intestine, macrophages display a downreg-
ulated phenotype, ascribed to TGFβ of local origin (77). In
addition, resident Mφ are found throughout connective tis-
sue and within the interstitium of organs, including heart,
kidney, and pancreas. These cells vary greatly depending
on their local microenvironment; for example, in the cen-
tral nervous system, microglia within the neuropil differ
strikingly from Mφ in the meninges or choroid plexus.
Perivascular Mφ in the brain can be distinguished from
resident microglia by their expression of endocytic recep-
tors, for example, the SR-A and MR, and of MHC I and II
antigens. Microglia are highly ramified, terminally differ-

entiated cells of monocytic origin, and many Mφ markers
are downregulated; their phenotype is influenced by the
blood–brain barrier, normally absent in circumventricular
organs, and disrupted by inflammatory stimuli. Microglia
can be reactivated by local LPS and neurocytotoxins, and
they are then difficult to distinguish from newly recruited
monocytes, which acquire microglial features once they
enter the parenchyma of the brain (51). Resting microglia
are unusual among many tissue Mφ in that they consti-
tutively express high levels of CR3 and respond to CR3
ligands, such as mAb, by induced DNA synthesis and apop-
tosis (39). In other sites, such as lung and liver, CR3 expres-
sion is a feature of recent myeloid recruitment, including
monocytes. Resident Kupffer cells lack constitutive CR3
but express a novel CR implicated in clearance function
(78).

Enhanced Recruitment of Monocytes by
Inflammatory and Immune Stimuli:
Activation in vivo

In response to local tissue and vascular changes, partly
induced by resident Mφ during (re)activation by inflam-
matory and immunologic stimuli, monocytes are recruited
from marrow pools and blood in increased numbers; they
diapedese and differentiate into Mφ with altered effector
functions as they enter the tissues. These Mφ are classi-
fied as “elicited” when cells are generated in the absence
of γ -interferon and as “immunologically activated” after
exposure to γ -interferon. Enhanced recruitment can also
involve that of other myeloid or lymphoid cells; selectiv-
ity of the cellular response depends on the nature of the
evoking stimulus (immunogenic or not), the chemokines
produced, and the receptors expressed by different leuko-
cytes. Mφ and other cells produce a range of different
chemokines and express multiple seven-transmembrane,
G protein–coupled chemokine receptors. The chemokines
can also act in the marrow compartment, especially if
anchored to matrix and glycosaminoglycans, may dis-
play other growth regulatory functions, and can control
egress. Locally bound or soluble chemokines induce the
surface expression and activity of adhesion molecules on
circulating white cells, as well as directing their migra-
tion through and beyond endothelium. Feedback mech-
anisms from periphery to central stores and within the
marrow stroma may depend on cytokines and growth fac-
tors such as macrophage inflammatory protein-1α and
GM-CSF, which inhibit or enhance monocyte production,
respectively. The adhesion molecules involved in recruit-
ment of monocytes, originally defined by studies in hu-
mans with inborn errors and by use of inhibitory antibod-
ies in experimental animal models, overlap with those of
polymorphonuclear neutrophils (PMNs) and lymphocytes
and include L-selectin, β2-integrins, especially CR3, CD31,
an Ig-superfamily molecule, and CD99 (79); additional
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FIGURE 18.4 Distinct monocyte subsets
give rise to inflammatory and resident
macrophages and dendritic cells. The origin of
different resident subpopulations is not clear.
See text for further details.

monocyte adhesion molecules for activated endothe-
lium include CD44, vascular cell adhesion molecules, β1-
integrins, and newly described receptors such as EMR2
and CD97, members of the EGF-TM7 family (37,40). The
mechanisms of constitutive entry of monocytes into devel-
oping and adult tissues, in the absence of an inflammatory
stimulus, are unknown.

By contrast with the uncertain precursors of resident
Mφ and DC populations, distinct monocyte subsets have
been implicated in the enhanced mobilization and turn-
over in response to inflammatory, infectious, and meta-
bolic stimuli (37,46,80) (Figure 18.4). Differential expres-
sion of fractalkine receptor, CCR2, and other chemokine
receptors, together with antigen markers (Gr-1 in mouse
and CD14 in human), have made it possible to define
monocyte heterogeneity (81,82). Although such subsets
seem to be conserved across several species, their proper-
ties may reflect stages of cell activation along a continuous
spectrum rather than true differentiation.

The migration and differentiation of newly recruited
monocytes once they have left the circulation are poorly
understood. They are able to enter all tissues, under-
going alterations in membrane molecules and secretory
potential under the influence of cytokines and surface
interactions with endothelial cells, leukocytes, and other
local cells. Phenotypic changes mentioned in the follow-
ing section have been characterized by a range of in vitro
and in vivo studies. Well-studied examples include murine
peritoneal Mφ—resident, elicited by thioglycollate broth
or biogel polyacrylamide beads, and immunologically acti-
vated by BCG infection. The latter provides a useful model
of granuloma formation in solid organs but does not fully
mimic the human counterpart associated with M. tubercu-
losis infection. Granuloma Mφ vary in their turnover and
immune effector functions and display considerable het-

erogeneity; lesions contain recently recruited monocytes,
mature, epithelioid Mφ (described as secretory cells), and
Langhans giant cells. Interactions with T lymphocytes,
other myeloid cells, DCs, fibroblasts, and microorganisms
yield a dynamic assembly of cells as the granuloma evolves,
heals, and resolves (Figure 18.2). Apoptosis and necrosis of
Mφ and other cells contribute to the balance of continued
recruitment and local proliferation. The emigration of Mφ

rather than DCs from sites of inflammation is less evident,
although it has become clear that elicited Mφ within the
peritoneal cavity, for example, migrate actively to draining
lymph nodes.

Gene ko models have confirmed the role of molecules
previously implicated in recruitment, activation, and gran-
uloma formation. These include the adhesion molecules
listed previously, their ligands, such as ICAM-1, and key
cytokines such as γ -interferon, IL-12, and TNFα, as well
as their receptors. Antimicrobial resistance and Mφ cyto-
toxicity resulting from production of reactive oxygen and
nitrogen metabolites are now accessible to study in knock-
outs of the phagocyte oxidase and inducible nitric oxide
synthase (iNOS) (83). Knockouts of membrane molecules
of immunologic interest expressed by Mφ and other cells
include MHC class II and I, CD4, and CD40L, other ac-
cessory molecules such as B7-1 and B7-2, and the Mφ-
restricted intracellular molecule N-ramp.

The use of knockouts and/or antibodies or soluble re-
ceptors has brought insight into essential, nonredundant
contributions of molecules that regulate Mφ activation,
immunopathology syndromes such as septic shock, and
autoimmunity. Examples include myeloid antigens such
as TREM-1 (84), associated with DAP-12, receptor–ligand
pairs such as CD200/CD200 receptor (85,86), and suppres-
sors of cytokine signaling (SOCS) proteins (87). TNFα is
essential for host resistance to infection (88), and also
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contributes to immunopathology. Highly effective anti-
TNFα therapy for chronic inflammatory diseases such as
rheumatoid arthritis (89) can result in reactivation of la-
tent tuberculosis.

The potential for Th1- and Th2-type regulation of Mφ

demonstrated in vitro, and discussed later, can result in
highly complex, often coexistent, heterogeneity of Mφ phe-
notype in situ (90) (Figure 18.4). Although almost all gran-
uloma Mφ express lysozyme (28), only minor subpopula-
tions express cytokines such as IL-1β, IL–6, and TNFα.
Pro- and antiinflammatory cytokines, IL-12, IL-18, IL-10,
and TGFβ, produced by Mφ themselves and other cells,
modulate the phenotype of Mφ in vivo.

Apart from the local interactions outlined, Mφ regulate
systemic host reactions to immune and infectious stim-
uli by producing circulating cytokines such as IL-6 and
arachidonate- and other lipid-derived metabolites, includ-
ing resolvins, that contribute to the resolution of acute in-
flammation (91). These also act on neural and endocrine
centers, crossing the blood–brain barrier, or are generated
locally by reactive microglia and Mφ. Glucocorticosteroids
are powerful immunomodulators (92) and form part of
a network that regulates monocyte recruitment and Mφ

functions through circulating mediators such as MIF (mi-
gration inhibition factor). Mφ contain potent enzymes in-
volved in steroid biosynthesis and catabolism.

Although the immunologic relevance of Mφ-induced re-
sponses may seem evident, many aspects remain unclear.
For example, do Mφ actively suppress or destroy activated
T lymphocytes, thus contributing to regulation of immune
responses and peripheral tolerance, or are Mφ only passive
removers of dying cells; do Mφ contribute to recruitment,
differentiation, and death of DCs at sites of inflammation
before their migration to secondary lymphoid organs; do
adjuvant-stimulated Mφ interact with B lymphocytes, di-
recting their migration into germinal centers; are inter-
actions of activated Mφ with antibody and complement,
through different Fc and complement receptors, impli-
cated in fine-tuning humoral responses; are activated Mφ

themselves cytocidal for infected host cells, and to what
extent do they in turn interact with and provide targets for
attack by natural killer (NK) cells and cytotoxic T lympho-
cytes? Study of a range of experimental models and disease
processes in vivo should yield new insights, as well as ex-
tend and confirm mechanisms already defined in vitro.

Phagocytic Recognition and
Intracellular Infection

The initiation and localization of an immune response de-
pend on recognition by Mφ and other cells of particulate
agents or soluble proteins that are foreign or modified-
self. Phagocytic and endocytic recognition by Mφ and
DCs depends on opsonic (mainly antibody, complement)
and nonopsonic pattern recognition receptors that inter-

act with a range of related ligands (93–95). Innate and ac-
quired responses are thus interlinked. Different FcR are
involved in uptake and destruction of targets as well as in
negative regulation of effector functions (23). Complement
receptors are also heterogeneous; CR3 interacts with C3-
derived ligands formed by activation of the classical, alter-
nate, or lectin pathways and mediate phagocytosis, cell mi-
gration, and cell activation. Other ligands include I-CAM.
CR3 functions are modulated by fibronectin, via integrins,
other adhesion molecules, and inflammatory stimuli. FcR
ligation and cross-linking activates tyrosine kinases such
as syk that are essential for phagocytosis (96); CR3 signal-
ing is less defined and may not trigger a respiratory burst or
arachidonate release, unlike FcR, thus favoring pathogen
entry (97). Antibody-mediated uptake targets an organism
or soluble antigen to a different, degradative compartment
(Figure 18.6A) and usually results in its neutralization and
destruction, although enhancement of infection can also
occur in Mφ. For example, flavivirus infection in the pres-
ence of specific antibody can result in the Dengue hemor-
rhagic shock syndrome (98). Immune complexes, with or
without complement, localize antigens to FDCs and other
FcR+ CR+ cells (99). Mφ themselves are able to produce
all components of the complement cascade in significant
amounts at local sites, which may be less accessible to cir-
culating proteins made by hepatocytes.

Nonopsonic receptors reacting directly with ligands
on microorganisms (95) include CR3, lectins, especially
the MR (26) and β-glucan receptor (27), the scavenger
receptors SR-A (100) and MARCO, and the family of
TLRs (19). MRs are present on Mφ, DCs, and sinu-
soidal endothelium. They mediate phagocytosis and en-
docytosis, including macropinocytosis, and structurally
resemble another multilectin, Dec 205, present on DCs
as well as tissue Mφ and epithelial cells in thymus;
carbohydrate recognition by the latter has not been
demonstrated (101). The MR has eight C-type lectin
domains, homologous to the mannose-binding protein
(MBP), a circulating hepatocyte-derived, acute-phase reac-
tant. MBP, also known as mannose-binding lectin (MBL),
contains a single lectin domain per polypeptide, which
oligomerizes like other collectins to achieve multivalent in-
teractions and activate complement via associated serine
proteases. MR expression on Mφ is selectively down- and
upregulated by IFNγ and IL-4/13 (90,102), respectively.
The possible role of the cysteine-rich domain in transport
of immunogenic glycopeptides within secondary lymphoid
organs has been noted.

The β-glucan receptor, previously reported as Dectin 1,
is related to C-type lectins and is responsible for phago-
cytic recognition of unopsonized zymosan and for Mφ

activation (103). It contains an ITAM-like motif in its cyto-
plasmic domain that is essential for phagocytosis and in-
duced secretory responses (e.g., TNFα). It cooperates with
TLR2 and synergizes with other TLRs in cell activation.
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FIGURE 18.5 Macrophage activation. Role of microbial stimuli and cytokines. See text for
details.

It is essential for resistance to a range of fungal particles
in vivo, as shown by studies with knockout mice (104).
The SR-A mediates endocytosis of modified proteins (e.g.,
acetylated lipoproteins) and selected polyanions, such as
LPS and lipoteichoic acid (LTA). In addition, it can serve as
an adhesion molecule (56) and contributes to phagocytic
clearance of apoptotic thymocytes (59) and gram-negative
as well as gram-positive bacteria (105). MARCO, a related

◗ TABLE 18.2 Toll-Like Receptors and Their Selected
Ligands

Receptor Ligands

TLR2/6 or unknown Peptidoglycan (gram-positive), LPS
(Leptospira, Porphyromonas gingivalis)

Bacterial lipoprotein, lipoarabinomannan,
zymosan, GPI anchor (Trypanosoma cruzi)

TLR3 Double-stranded RNA
TLR4 LPS (gram-negative), taxol (plant), F protein

(respiratory syncytial virus), heat shock
protein 60 (host), fibronectin fragments

TLR5 Flagellin
TLR9 CpG DNA

GPI, glycosylphosphatidylinisotol; LPS, lipopolysaccharide; TLR; Toll-like
receptor.

collagenous receptor, mediates cell adhesion and phago-
cytosis of bacteria but is independently regulated (106), as
discussed later. The report of a phosphatidylserine (PS) re-
ceptor implicated in the recognition of novel lipid ligands
expressed on the surface of apoptotic cells has not been
confirmed (107). CD36 (thrombospondin receptor) (108),
vitronectin receptors, CD91, and CD44 have all been im-
plicated in the uptake of senescent PMNs by Mφ. Other
opsonins for apoptotic cell clearance include milk fat glob-
ule protein (lactadherin) (109). A role for Mφ SR-A in im-
mune induction has not been demonstrated, but studies in
SR-A ko mice have revealed an important inhibitory role
in limiting TNFα production by immunologically activated
Mφ (109a). Wild-type, BCG-primed mice produce granu-
lomata rich in SR-A+ Mφ; SR-A ko mice restrict growth
of this organism and form normal granulomata contain-
ing activated, MHC II+ Mφ; on additional challenge with
LPS, the ko mice die approximately 10-fold more readily
than wild-type animals. TNFα levels in the circulation rise
markedly because of unopposed triggering via CD14, a re-
ceptor for the LPS-binding protein, and contribute to sep-
tic shock, because blocking anti-TNF mAb protects these
mice (110).

The family of TLRs consists of homo- or heterodimeric
transmembrane molecules related to the IL-1 receptor,
which are involved in innate immunity to microbial
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A

FIGURE 18.6 Phagocytic pathway in macrophages. A: Heterophagy. Fc receptor–mediated
phagocytosis. (a) Microbes are coated with a variety of opsonins, including complement, pen-
traxin 3, and antibodies. A number of receptors are involved in initial recognition of microbes
and induction of proinflammatory signaling (e.g., the Toll-like receptors [TLRs], and especially
TLRs 2, 4, and 5), but these receptors are not phagocytic. Receptors involved in phagocytosis
include the complement receptors, Fc receptors, and others. (b) Fc receptor ligation initiates a
signaling cascade that results in actin polymerization and extension of the plasma membrane.
Phagocytosis mediated by this method occurs via the “zipper” mechanism (i.e., sequential bind-
ing between the Fc receptors and their ligands along the length of the microbe). (c) Fusion with
the early endosome results in a slight drop in pH that results in the uncoupling of receptors with
their ligands. Receptor recycling is facilitated by the Rab proteins, which also confer the ability
to undergo subsequent fusion. The developing phagosome now contains MHC class II and TLRs,
including those that signal from within the developing endosome (e.g., TLR9). (d) Fusion with the
late endosome results in the addition of the LAMP proteins, the accumulation of acid-resistant
phospholipids, and a subsequent drop in pH. (e) On fusion with lysosomes the low pH results in
the activation of a number of proteolytic enzymes. These are necessary for both direct antimicro-
bial activity and the creation of peptides for presentation via MHC class II. The phagolysosome is
a highly oxidative environment, exposing the pathogen to destructive reactive oxygen and reac-
tive nitrogen intermediates. (f) Under certain circumstances the phagosome may contain markers
specific for the endoplasmic reticulum (ER). The ER may contribute directly to the creation of the
phagocytic membrane in some circumstances (e.g., phagocytosis of latex beads), or ER-derived
vacuoles may contribute MHC class I and other molecules to the endosomes or the developing
phagolysosome. For further information see refs. 97, 121, 122, and 138. (continued )
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B

FIGURE 18.6 (CONTINUED ) B: The autophagy pathway. Autophagy is a homeostatic process
that can be further enhanced in macrophages in the presence of interferons or by starvation.
Cytosolic proteins and organelles are found in ER-derived cytoplasmic vesicles. These vesicles
fuse with lysosomes, and the proteins and organelles are degraded and recycled. Conventional
wisdom states that endogenous and cytoplasmic proteins are presented by MHC class I molecules,
whereas exogenous peptides are presented by MHC class II molecules; however, it has become
clear that peptide presentation is altered considerably on induction of autophagy. The presentation
of peptides from intracellular and lysosomal source proteins is increased on MHC-II. For further
information see refs. 139–141.

constituents and activation of Mφ responses (Table 18.2)
(19,111–113). Downstream signaling depends on associa-
tion with other soluble and membrane molecules, as well
as with intracellular proteins. MyD88, for example, has
been implicated in many but not all TLR-induced signaling
resulting in transcription factor regulation, cell activation,
or apoptosis.

Naturally occurring microbial ligands for these nonop-
sonic receptors are still poorly defined; individual recep-
tors mediate microbial binding and uptake of microor-
ganisms, although each contributes only part of total
binding (Figure 18.6A) (105). Particle uptake involves the
cytoskeleton, bulk membrane flow, and remodeling, as well
as multiple plasma membrane receptors (97). Phagosome
formation and maturation resemble endocytic uptake, ini-
tiating Mφ vesicle trafficking and recirculation, fusion with
lysosomes, acidification, ion fluxes, and digestion. Table
18.3 lists immunologic and other markers used to iden-
tify intracellular compartments (114). GTP-binding pro-
teins and complex signaling cascades play an important
role in these dynamic events. A key issue that needs to
be resolved is how cell and receptor functions are modu-
lated so that microbial phagocytosis or invasion induces
inflammatory responses, unlike the uptake of apoptotic
cells (115). The MHC II biosynthesis and subcellular lo-
calization and proteolytic processing of peptide antigens in

◗ TABLE 18.3 Membrane or Content Markets Used
to Identify Phagosomes as
Resembling a Given Endocytic
Compartment or the Endoplasmic
Reticulum

Compartment Markers

Early endosome Membrane markers: TfR, Rab5, annexins, I, II,
and III

Proteases: immature cathepsin D
Late endosome Membrane markers: M6PR, Rab7, LAMP1,

LAMP2, CD63, CD68
Hydrolases: acid phosphatase, aryl sulfatase,

trimetaphosphatase
Proteases: cathepsin B, D, H, dipeptidyl

peptidase I and II
Phospholipid: LBPA

Lysosome Membrane markers: LAMP1, LAMP2, CD63
Hydrolases: acid phosphatase, aryl sulfatase,

trimetaphosphatase
Proteases: cathepsin B, D, H, dipeptidyl

peptidase I and II
ER Membrane markers: calnexin, calreticulin

Enzyme: glucose-6-phosphatase

LAMP, lysosome-associated membrane protein; LBPA, lysobisphosphatidic
acid; M6PR, mannose-6-phosphate receptor; TfR, transferrin receptor.

From de Chastellier C. Electron microscopy. In: Cossart P, Boquet P,
Normark, et al., eds. Cellular microbiology, 2nd ed. Washington, DC: ASM
Press, 2005:451, with permission.
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A

FIGURE 18.7 Interactions of selected intracellular pathogens with the phagocytic pathway.
A: Mycobacterium tuberculosis evades destruction by subverting normal phagolysosome matura-
tion. (a) Phagocytosis of M. tuberculosis occurs via the complement pathway (although it may
not require direct binding of complement to the bacterium) and is characterized by (b) “sinking”
phagocytosis (i.e., very little filopodia formation or actin polymerization. (c) The M. tuberculosis–
containing vacuoles contain markers of the early and late endosomes such as Rab5 and Nramp1
but are devoid of most lysosomal markers, including the LAMP proteins, and do not undergo
normal acidification. It has been proposed that the colocalization of some but not the normal
allotment of endosomal markers can be explained by the concept of “Kiss & Run” fusion. This
implies that the early and late endosomes may have transient contact with the M. tuberculosis–
containing vacuoles, and there may be a selective transfer of markers rather than a complete
fusion. The high pH of the M. tuberculosis–containing vacuole (pH 6.2) does not allow optimum
loading of major histocompatibility complex class II molecules, and thus they remain loaded with
nonmycobacterial peptides. Elevated pH also inhibits production of inducible nitric oxide syn-
thase, which is required for killing. In the presence of interferon-γ (IFNγ ), normal acidification
may be restored, resulting in destruction of the pathogen (142). (continued )

vacuolar and cytosolic compartments of APC are discussed
elsewhere in this volume. Cytokines, especially IL-4/13, IL-
10, and IFNγ , influence endocytosis via MR-dependent
and -independent pathways and selectively alter vesicle dy-
namics.

Pathogens vary in using Mφ plasma membrane
molecules for entry and modify the composition of the
resultant phagosome membrane (Figure 18.7) (116). My-
cobacteria, for example, employ a range of mechanisms
to evade killing by Mφ, including delayed maturation of
phagosomes and inhibition of fusion with lysosomes and
acidification (Figure 18.7A). Listeria monocytogenes es-

capes into the cytosol by disruption of the phagosome
membrane, whereas Leishmania multiplies in phagolyso-
somes. Humoral (antibody, complement) and cellular (γ -
interferon) mechanisms overcome parasitization of Mφ by
diversion to lysosomes or induce killing via O/N-dependent
and other mechanisms.

Entry of microbial constituents such as muramyldipep-
tide from vacuolar compartments to the cytosol can result
in sensing by NOD-like receptors (NLRs), inflammasome
assembly, activation of caspase-1, and processing and re-
lease of IL-1β (117). Nucleic acid recognition results in cy-
toplasmic and mitochondrial-associated protein signaling
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B

FIGURE 18.7 (CONTINUED ) B: Mycobacterium tuberculosis–containing phagosomes are tar-
geted to the autophagy pathway on treatment with IFNγ . IFNγ treatment can both restore the
normal process of acidification and alter the expression of a number of endoplasmic reticulum
proteins, the result of which is the targeting of M. tuberculosis–containing phagosomes to the
autophagosomes. The fusion between the M. tuberculosis–containing phagosomes and lysosomes
results in an autolysosome with low pH that destroys M. tuberculosis and results in M. tuberculosis
peptides being presented via MHC class II (143).

responsible for type 1 interferon gene expression (118). It
has recently become clear that induction of autophagy and
apoptosis by intracellular pathogens, including Mycobac-
terium tuberculosis, provides important host-protective re-
sponses (119,120) (Figures 18.6B, 18.7A, B).

Although the “canonical” entry pathway described here
and illustrated in Figure 18.6A is used and modified by
many pathogens, recent evidence has shown that organ-
isms such as Legionella pneumophila (Figure 18.7C, D) and
Brucella abortus induce vacuoles with novel membrane
components or colonize compartments derived from the
Golgi apparatus and the endoplasmic reticulum (121).
The relative contributions of plasma membrane and en-
doplasmic reticulum (Figure 18.6A) to vacuole formation
can thus vary considerably, depending on the nature of
the phagocytic cargo or invading pathogen (122–124). Op-
sonins such as antibody are able to divert the cargo to lyso-
somes. Interferon-γ can induce GTP-binding proteins that
associate with vacuoles inhabited by a range of intracellu-
lar pathogens (e.g., Toxoplasma gondii), thus marking them
for destruction within the macrophage (125).

Clearance of proteinase–inhibitor complexes (e.g., by
CD91) and of haptoglobin–hemoglobin complexes by the
Mφ-receptor CD163 are essential homeostatic functions

of tissue Mφ, limiting potentially injurious extracellular
molecules (126).

Major unsolved questions remain concerning phagocy-
tosis, intracellular infection, and immune responses. How
do particulate antigens and microbial agents induce T
cell responses, and what are the relative contributions to
this process of Mφ and DCs, abundant and sparser pro-
fessional phagocytes, respectively; what is the role of the
receptors mediating entry in subsequent adaptive immu-
nity? Does TLR engagement within vacuoles determine
the kinetics of phagosome maturation as well as induce
local intracellular responses? What determines the bal-
ance between total antigen degradation and loading of
MHC molecules; what interactions take place between in-
tracellular pathogens and host Mφ, especially in regard
to nutritional requirements of the organism; what is the
role of pathogen-derived secretory products in the vacuo-
lar milieu, in recruitment of organelles such as endoplas-
mic reticulum and mitochondria, and in effects on host
cell biosynthesis; what are the intracellular killing mecha-
nisms, and how can organisms survive, or become latent,
within Mφ? Finally what receptor-mediated signals induce
the secretion of Mφ molecules such as IL-12 and IL-23 that
direct the resultant specific immune response?
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C

FIGURE 18.7 (CONTINUED ) C: Legionella pneumophila survives intracellularly by subverting
phagosome maturation at an early stage. (a) The recognition and uptake of L. pneumophila are
not well characterized, but phagocysis occurs via a “spiral” mechanism. (b) Once inside the cell,
L. pneumophila uses a specialized secretion system (i.e., Dot/Icm secretion system) to secrete
proteins directly into the cytosol. These proteins alter the morphology of the vacuole in a number
of ways, for example, by actively recruiting vesicles in transit from the ER to the Golgi apparatus
and inhibiting the fusion of lysosomes. (c) The L. pneumophila–containing vacuole thus has many
similarities to the Golgi apparatus and ER and is rich in peptides, the primary carbon source for
L. pneumophila. (continued )

Gene Expression and Secretion

Knowledge of Mφ gene expression and protein synthesis
is growing rapidly from the application of gene array and
proteomic technologies (e.g., 127,128). After surface and
endocytic stimulation the mature Mφ is able to secrete a
very large range of high– and low–molecular weight prod-
ucts. These include enzymes involved in antimicrobial re-
sistance (lysozyme), neutral proteinases and arachidonate
metabolites that contribute to inflammation and tissue re-
pair, cytokines such as IL-1 and TNFα that modulate the
activities of other leukocytes and endothelium, and reac-
tive oxygen and nitrogen intermediates implicated in host
defense (129). Proinflammatory cytokines account for part
of the effects of immune adjuvants in promoting, broad-
ening, and sustaining humoral responses. The ability to
release these products depends on the prior history of the
Mφ—whether resident, recruited, or activated (primed), its
encounters with microbial wall products, including LPS
acting via TLR, or with apoptotic cells, and exposure to
cytokines and other immunomodulatory molecules in its

immediate environment. Ligation of specific receptors in-
duces various signaling pathways and is able to alter gene
expression in the Mφ selectively. Transcription factors such
as the NF-κB, Pu-1, and interferon regulatory factor fam-
ilies contribute to Mφ-restricted or activation-dependent
changes in gene expression. Product expression depends
further on translational regulation, posttranslational mod-
ification such as proteolytic processing, intracellularly or
at the cell surface, and coexpression of inhibitors such as
IL-10. mRNA turnover varies greatly for different products
due to the presence or absence of specific 3′ instability se-
quences. Many Mφ products are labile and act close to the
cell surface; overproduction results in tissue catabolism
and systemic effects associated with widespread infection
or chronic inflammation, often as a result of an immuno-
logically driven disease process.

Whereas most bioactivities have been defined in vitro,
there is evidence that expression of Mφ secretory activi-
ties may be quite different in situ; lysozyme production
is characteristic of all Mφ in culture but is downregu-
lated on most resident cells in vivo, and its expression by
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D

FIGURE 18.7 (CONTINUED ) D: Macrophages enhance autophagy in response to Legionella
pneumophila. A consequence of residing in a vacuole that so closely resembles the ER is that it is
subject to autophagy. L. pneumophila–containing phagosomes fuse with lysosomes, resulting in
destruction of the pathogen and antigen presentation. Factors secreted from L. pneumophila cause
macrophages to increase the number of autophagosomes, although autophagosomes containing
L. pneumophila mature more slowly, and thus it is believed that the bacteria encode factors to
delay normal progression. For more information see ref. 144.

granuloma Mφ, for example, depends on induction by im-
mune or phagocytic stimuli (28). 5′ promoter sequences
of human lysozyme (130) and CD68 (131) transgenes have
been used to target tissue- and Mφ activation-specific ex-
pression of reporter molecules in vivo. The promoters
of these and other Mφ-restricted molecules may, in due
course, make it possible to direct Mφ biosynthetic activi-
ties precisely, to boost or inhibit immune responses.

Modulation of Macrophage
Activation in vitro

Our understanding of Mφ activation derives from studies
of induction of MHC II and costimulatory antigens of ef-
fector functions such as proteinase, TNFα, reactive oxygen
intermediate and reactive nitrogen intermediate release,
expression of membrane receptors such as MRs, and re-
sistance to infectious agents, for example, Mycobacteria,
Listeria, Candida, and HIV. Generalizations can be made,
but it must be remembered that organisms vary consid-
erably in their ability to evade or survive Mφ restriction
mechanisms, and they interact with Mφ in individual ways.
Various inhibitory cell surface molecules (e.g., CD200 and
SIRPα) (132) are known to regulate Mφ activation through
interactions with other activating plasma membrane re-
ceptors. Receptors including FcRγ (23) and C-type lectins

(133) use paired ITAM and ITIM intracellular signaling
motifs.

Figure 18.4 and Table 18.4 illustrate various pathways
and markers of Mφ activation that result from microbial,
cellular, and cytokine interactions. Knowledge is based
mainly on in vitro experiments and in vivo challenge of
selected animal models. Innate activation depends on di-
rect stimulation by microbial products, independent of cy-
tokines, although often enhanced by concomitant stimu-
lation (e.g., by IFNγ ). Newly discovered markers of innate
activation of mouse peritoneal macrophages include up-
regulation of MARCO, a type A SR, via a TLR pathway,
and of CD200, a more widely expressed IgSF membrane
glycoprotein. Induction of MARCO, a phagocytic recep-
tor for a range of bacteria, represents an adaptive innate
immune response to microbial contact (106). Analysis of
the actions of individual cytokines (IFNγ , IL-10, IL-4/13)
on defined Mφ targets (murine peritoneal Mφ and human
monocyte–derived Mφ) reveals three characteristic and
distinctive in vitro phenotypes across a spectrum of activa-
tion. IFNγ and its production and amplification via IL-12,
IL-23, or IL-18 play a central role in MHC II induction,
enhanced antimicrobial resistance, and proinflammatory
cytokine production, characteristic of Th1-type responses;
conversely, IL-10 suppresses markers of activation while
inducing selective expression of other Mφ genes. A



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-18 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 10:27

Macrophages and Phagocytosis 565

◗ TABLE 18.4 Modulation of Macrophage Phenotype

Category Stimulus Selected Marker Changes Function

Innate activation Microbial products (e.g., LPS, other
TLR ligands)

Costimulatory molecule expression,
MARCO upregulation

Phagocytosis
Adaptive immunity,

Classic activation Interferon γ MHC II upregulation, proinflammatory
cytokine secretion, inducible NO
synthase

Cell-mediated immunity, e.g.,
intracellular pathogens

Alternative activation IL-4/IL-13 Upregulation of MHC II, arginase,
mannose receptor, Ym1, FIZZ1
(resistin-like), production of selected
chemokines, macrophage fusion

Parasitic and allergic immunity,
repair

Innate and acquired
deactivation

Apoptotic cells, IL-10,
glucocorticoids, TGFβ , PGE2

Various surface and secretory markers,
e.g., anti-TNFα actions

Antiinflammatory and altered
immunity

IL, interleukin; LPS, lipopolysaccharide; MHC, major histocompatibility complex; NO, nitric oxide; PGE2, prostaglandin E2;
TGFβ , transforming growth factor-β ; TLR, Toll-like receptor; TNFα, tumor necrosis factor-α.

comparable link between Mφ/APC and the induction of
Th2-type responses has proved elusive to identify. IL-4/IL-
13 have closely overlapping functions and induce an al-
ternative activation phenotype in Mφ consistent with in-
creased APC function and humoral responses in allergy
and parasitic infection as well as giant cell formation (Ta-
ble 18.3) (134). It is important to distinguish modulation
of Mφ immunologic properties by IL-4/IL-13 from marked
deactivation and inhibition of proinflammatory and cyto-
toxic functions by IL-10 and glucocorticosteroid (92). Im-
mune complexes are also able to induce an analogous al-
ternative activation pathway, which overlaps with but dif-
fers from IL-4/IL-13– and IL-10–induced phenotypes. By
extension, M-CSF, glucocorticosteroids, TGF-β, and type I
IFN all modulate Mφ gene expression with individual sig-
natures.

The interplay of cytokines derived from Mφ themselves,
from activated T and B lymphocytes, and from other cells
(NK, endothelial cells) results in reciprocal positive or neg-
ative interactions and time-dependent changes in activat-
ing and inhibitory signals. Some predictions from in vitro
studies can be extended to the intact host. For example,
IFNγ , IL-12, and IL-23 deficiency results in inability to re-
strict opportunistic organisms in murine models and in
humans, and i-NOS is important for resistance to a range
of infectious agents. IL-10 deficiency, on the other hand,
results in overactive Th1-dependent inflammation, for ex-
ample, in gut (135). IL-4 deficiency by itself has little effect
on Mφ phenotype in vivo because IL-13 mimics many of
its actions. These cytokines share a common receptor sub-
unit, and its targeted genetic ablation makes it possible to
study Mφ that lack the ability to respond to both IL-4 and
IL-13 (32).

The foregoing analysis is oversimplified. Combinations
of cytokines in vitro have different effects on Mφ than the
sum of the parts. For example, the combination of IL-4
and GM-CSF induces differentiation of human monocytes
into immature DCs, whereas each alone induces cells with

distinctive Mφ properties. Furthermore, a particular “Th2-
type” cytokine such as IL-10 can display radically different
effects on antimicrobial (i-NOS dependent) killing, which
is markedly suppressed, and anti-HIV activities of Mφ,
which are enhanced (136). Whereas IFNγ and IL-4 may
have opposing actions on MR expression and phagocyto-
sis of yeasts, in combination they synergize to enhance
uptake markedly. Other combinations of cytokines, such
as IFNαβ and IFNγ , can antagonize each other, presum-
ably by competition for signaling pathways. Although ex-
trapolations with predictive value can be made in some
situations, a great deal remains to be learned about Mφ

behavior in complex immune environments in vivo.

CONCLUSIONS AND SOME
REMAINING ISSUES

Mφ influence and respond to all other cells involved in im-
munity, during both the afferent and efferent limbs. Many
of the molecules that mediate particular functions are now
defined, but their role within the Mφ and in intercellu-
lar interactions is often poorly understood. Mφ developed
during the evolution of multicellular organisms before im-
munologically specific, clonotypic responses of B and T
lymphocytes emerged. Mφ themselves diversified in paral-
lel with T helper lymphocytes, generating DCs as special-
ized APCs for naı̈ve T lymphocytes and yielding a range
of effector cell phenotypes in response to diverse activated
T cells, both CD4+ and CD8+. Mφ and their derivatives
cluster with differentiating hemopoietic cells in fetal liver
and bone marrow, with developing thymocytes, with naı̈ve
CD4+ T lymphocytes and antigen during immune induc-
tion, and with activated T cells and microbial pathogens in
granuloma formation (Figure 18.2). In addition, they as-
sociate with antigen-stimulated B lymphocytes during cell
expansion, diversification, and apoptosis. A major chal-
lenge will be to define the role of specific and accessory
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surface molecules by which Mφ discriminate between live
and dying cells and to uncover the intrinsic and extrin-
sic factors that control Mφ activities within these diverse
immune cell interactions.

Our understanding of the multiple roles of Mφ and DCs
in immunoregulation is also evolving as we better appre-
ciate their specializations and adaptations. Central issues
in the immunobiology of Mφ remain obscure and inter-
esting topics for further investigation. These include the
following.

Mφ display broad functions in homeostasis, beyond
host defense and immunity, which may be special in-
stances of a more general role in preserving host integrity,
comparable to that of the central nervous and endocrine
systems. Their dispersion, plasticity, and responsiveness
raise obvious questions for the biologist. In particular,
what are their roles in development and in trophic inter-
actions within different organs?

The Mφ lies at the heart of the classic immunologic
question of recognition of altered or non-self, especially of
particulates. What are the actual ligands recognized by the
diverse range of plasma membrane receptors capable of
direct discrimination, and what determines whether up-
take of a target is immunologically silent or productive?
How can this information be harnessed for vaccine devel-
opment?

The delineation of further subsets of CD4+ T lympho-
cytes (TH17, regulatory T cells) suggests that it will be use-
ful to define the effects on the Mφ phenotype of contact-
and cytokine-dependent interactions with these cells. It is
likely that further distinctive type 2 activation pathways of
Mφ will be discovered by microarray and protein analysis.

Once activated, Mφ change their ability to recognize
and destroy targets, directly or in concert with antibody,
complement, and other less-defined opsonins. Can Mφ di-
rectly kill virus-infected and other immunologically acti-
vated cells? If so, do they use MHC matching, even in a
limited way, and do they contribute to tolerance and, by
implication, autoimmunity by failure to perform such a
suppressive function?

A special case in which Mφ are present in large num-
bers at a site of “failure” to respond immunologically is the
fetoplacental unit. CSF-1 is produced locally at high levels;
does this deactivate Mφ or make them switch to perform
a trophic role? Do tumors that are rich in Mφ adopt a sim-
ilar strategy? Catabolism of tryptophan by Mφ enzymes
has been put forward as another mechanism for prevent-
ing local destruction of an allogeneic fetus (137).

Although Mφ express a large number of genes involved
in household functions and share expression of others with
a limited range of cell types, they also express highly re-
stricted molecules responsible for unique functions. Can
these be harnessed for Mφ-specific gene targeting at se-
lected microanatomic sites to deliver functionally precise
signals at predetermined times? Techniques are becoming

available for at least part of this fantasy, and they should
provide new insights into the multiple roles of the Mφ an
immunity.
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INTRODUCTION

Not only because of their profound immunologic impor-
tance as cell surface receptors that mediate recognition
of infected, tumor, or foreign cells by T lymphocytes,
but also because they are encoded by the immunoreg-
ulatory genes identified first, the set of molecules com-
monly referred to as the major histocompatibility com-
plex or MHC molecules is central to understanding both
the phenomenon and mechanism of immune recognition.
The sophistication of our knowledge of MHC molecules
and their function reflects the steady improvement of our
understanding of the details of molecular mechanism and
also outlines a conceptual framework for appreciating the
elegance of nature’s solutions to complicated cellular and
ultimately molecular problems. MHC molecules play a cru-
cial role in defense of the host against bacterial and viral

pathogens and recognition of tumors. Our approach in
this chapter will be first to give a cursory view of func-
tion and then to explore the structural solutions to func-
tional requirements posed by the complexities of immune
recognition. We will consider key features of the molec-
ular skeletons, subunit organization, and surface shape
and charge of representative members of the MHC fam-
ily and correlate these structures with their known func-
tions. We will progress to a more critical investigation of
the role of these molecules with respect to their cellular
biosynthesis and assembly, and their contribution to im-
munologic cell communication. We will continue with a
status report on the genetics of MHC molecules, focused
on both mouse and human, and will conclude with a con-
temporary view of the evolution of this broad gene family.
Speculation on the coevolution of these molecules with
their host ligands as well as viral homologs will finish the
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chapter, providing the reader with a factual and concep-
tual foundation with which to address current literature.
Along the way, important structural and functional aspects
of MHC molecules as they relate to human disease will be
discussed. The story of MHC molecules is incomplete, not
only because our database is incomplete, but also because
the pathogens and tumors with which both the adaptive
and innate immune systems wrestle continue to change.
Like human families, the MHC gene family expands, con-
tracts, and adapts to changing environments and to emerg-
ing requirements and opportunities.

We cannot, in the allotted space, provide a complete
historical background and the didactic aspects of mouse
genetics offered in earlier editions of this book. We can only
strongly suggest that the student explore the important
history of the development of inbred mouse strains and
the contemporary view of detailed genetic analysis that
has been previously summarized elsewhere. The power
of Internet Web sites for seeking some of this informa-
tion should not be overlooked, but we raise a necessary
note of caution because such sources of information may
not be expertly curated and may be erroneous or inaccu-
rate.

The molecular focus of the immune system consists
of MHC molecules—those cell surface receptors that gov-
ern, by interaction with membrane-expressed molecules
on crucial cells of the innate and adaptive immune sys-
tems, the initiation, perpetuation, and regulation of cellu-
lar activation in response to infection and neoplasia. MHC
molecules are not static surface receptors that merely
bind another set of receptors to indicate their presence
and number, but are structurally and conformationally
dynamic—they modulate their structure by incorporat-
ing peptides derived from degraded self- and foreign pro-
teins expressed in the same cell; and they sense the pres-
ence of proteins from viruses and other cellular pathogens
that affect the nature or efficiency of the MHC molecules’
cell surface expression. Molecules encoded by the major
histocompatibility complex (Mhc) represent a microcosm
of complex molecular, cellular, and organismic biology.
Members of the family of Mhc-encoded molecules inter-
act extensively with a number of other molecules, during
both their biosynthesis and intracellular trafficking. When
poised at the cell surface as ligands for specific molecules
on T cells and natural killer (NK) cells, they control the
response of these immunoeffectors. MHC genes have also
been purloined by some viruses that have exploited these
to encode immunoevasins—molecules that either counter-
regulate host MHC expression or that deceptively bind NK
receptors to allow viral escape from the immune response.
Understanding the MHC molecules in detail, then, pro-
vides a foundation for comprehending the layers of com-
plex regulation to which the immune system is servant. The
genetics of the Mhc offers a groundwork for understanding

immunologic selection, and also reveals living footprints
of molecular genetic evolution.

Although an earlier view was that the Mhc-encoded
molecules were uniquely involved as recognition elements
for T cells, it is now overwhelmingly clear that MHC
molecules interact with receptors on NK cells as well. As
the strict definitions of MHC molecules based purely on
the location of their encoding genetic loci have given way
to looser groupings based on similarities of the protein
structures or on functional relationships, we now appreci-
ate that a larger family of genes, molecules, and functions
should be included in this chapter. The Mhc provides a
genetic link from immune responsiveness to autoimmune
disease—those well-known strong associations of partic-
ular Mhc genes with particular human diseases, and we
will outline the molecular basis for some such associa-
tions.

The Mhc is a set of linked genes, located on chromo-
some 6 of the human, chromosome 17 of the mouse, chro-
mosome 20 of the rat, and cluster I of the chicken, that
was first identified by its effects on tumor or skin trans-
plantation and control of immune responsiveness (1,2,3).
More recently, in part because of evolutionary interest and
in part because of the importance of Mhc loci in species
that serve as models for human disease, particularly hu-
man immunovirus (HIV) infection, extensive information
has been gathered on the Mhc genes of several primate
species (4). The Mhc also plays a role in resistance to infec-
tion. Early observations indicated an Mhc-linked control
of immune responsiveness (5–8,9) and have culminated
in a molecular understanding of the critical details of ge-
netically encoded cellular recognition in the immune sys-
tem. The control of transplantation and the immune re-
sponse are the phenotypic consequences of the function of
molecules encoded in the Mhc. Therefore, we gain a deeper
understanding of the Mhc as we explore it in molecular and
cellular terms. MHC molecules are cell surface receptors
that bind antigen fragments and display them to various
cells of the immune system, T cells that bear αβ receptors
(10,11,12), NK cells (13–15), T cells that express γ δ re-
ceptors (16), and NKT cells (17–19,20). Molecules that are
structurally similar to MHC-I molecules but are encoded
beyond the strict genetic bounds of the Mhc, and in some
cases lacking the full complement of MHC-I domains, are
now known to be expressed on particular subsets of so-
matic cells, some tumors, and cells of the placenta. Thus,
we have witnessed a transition in knowledge from that
of mysterious genetic entities with ill-defined mechanisms
but distinct immunologic functions and genetic locations
to a biochemical understanding of specific molecules with
known structures, biosynthetic pathways, biophysical pa-
rameters of interaction, and temporal expression that con-
vey specific signals between and within cells, and that map
precisely to defined regions of the chromosome. The study



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-19 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 10:30

572 Chapter 19

of the Mhc has also made a transition, from that of genetics
and cellular immunology to detailed molecular mecha-
nisms.

The focus of this chapter is the Mhc, and our primary
goal will be to outline the general principles of molecu-
lar organization and function both of the genetic regions
that encode MHC molecules as well as of the functional
cell surface molecules themselves. Human disease associa-
tions, molecular typing of MHC molecules and Mhc genes,
and relevant functional polymorphisms will complete our
explication of these markers of immunologic function.

A Note on Nomenclature

Students have frequently been confused by Mhc nomen-
clature. Like language, nomenclature evolves, and our
attempts at standardization are inevitably only partially
successful. Current usage differs from species to species,
journal to journal, and writer to writer, although there are
standards of which the informed scientist should be aware.
For the mouse and rat Mhc, these have been set down
by an international committee and are available at the
Jackson Laboratory home page (www.informatics.jax.org/
mgihome/nomen). For the human Mhc, there is a stan-
dard World Health Organization (WHO) nomenclature
that is periodically evaluated and revised (17). By conven-
tion, genes or genetic loci are indicated in italics and the
encoded protein products or phenotypic descriptions are
shown in a standard font. For the genes of the human Mhc
this convention is often overlooked, whereas for those of
the mouse and other species it is frequently followed. The
mouse Mhc is referred to as H2 because it was the second
genetic locus involved in control of expression of erythro-
cyte antigens to be identified by Gorer (18,19). Now, the
Mhc is known to consist of many loci, and the extended
genetic region is referred to as the complex; thus, the gen-
eral term used for all species is the Mhc or MHC. The Mhc
in the rat is known as RT1, the human locus is known
as HLA (for Human Leucocyte Antigen). DLA for the dog,
GPLA for the guinea pig, SLA for the swine, and RLA for
the rabbit are the common usages. For other species, the
taxonomic name forms the basis for the designation, con-
tributing the first two letters of the genus and the first two
of the species to name the locus. Thus we have Patr for the
chimpanzee, Pan troglodytes, Gogo for the gorilla, Gorilla
gorilla, Mamu for the Rhesus macaque, Macacca mulatta,
and Papa for the Bonobo, Pan paniscus.

We now know of over 400 genes that map to the human
or mouse Mhc, and though technically they are all “Mhc”
genes, the “MHC” molecules refer specifically to the MHC
class I (MHC-I) or MHC class II (MHC-II) molecules that
are related in structure and function. Other Mhc-encoded
molecules with distinct structure and function are referred
to by their more specific names.

Particular Mhc genes are designated by a letter (or
letters) for the locus (e.g., H2K , H2D , H2L , H2IA, in
the mouse; and HLA-A, HLA-B, HLA-C, HLA-E, HLA-F,
HLA-G, HLA-H, HLA-J, HLA-K, HLA-L, HLA-DR, HLA-DQ,
HLA-DO, and HLA-DP in the human). HLA-H, -J , -K , and
-L are pseudogenes. Allelic genes (and their expressed cell
surface protein products) have been denoted in the mouse
by the addition of a superscript (e.g., H2K b and H2K d

are distinct alleles at the same locus). In the human, a let-
ter and a number distinguish serologically defined MHC
allotypes (HLA-A2 and HLA-A3 are allotypes of HLA-A;
whereas HLA-B8 and HLA-B27 are allotypes of HLA-B).
Precise designation of human genes uses a nomenclature
including a four-digit (or longer) number following the lo-
cus (e.g., HLA-A∗0101 and HLA-A∗0201 are alleles of HLA-
A; see Table 19.1 for clarification of the nomenclature of
the HLA alleles). Clarity in understanding the human des-
ignations requires a conversion table to align the older al-
lotype nomenclature based on definition of gene products
by serology (often encompassing families of allelic gene
products) with the more recent one based on DNA typing
(Tables 19.2, 19.3).

For the Mhc class II genes, the designation in the hu-
man is HLA-D (including -DM, -DO, -DP, -DQ, and -DR),
whereas in the mouse H2-IAa, H2-IAb, H2-IEa, and H2-IEb
are used, frequently shortened to IAa, IAb, IEa, and IEb,
respectively. a and b refer to the a- or α- (alpha) and
b- or β-) chain encoding genes, respectively. Current usage
tends to employ the Roman letter for the gene designation
and the Greek for the encoded protein chain. The MHC-II
molecules are often referred to as IA or IE with a super-
script denoting the haplotype (i.e., IAb, IAd, or IEd). Sev-
eral murine MHC-II–like genes, originally named H2-Ma,
H2-Mb1, and H2-Mb2, which are homologs of the human
HLA-DMA and HLA-DMB genes, are now called H2-DMA,
H2-DMB1, and H2-DMB2 in an effort to emphasize their
structural and functional similarity to the human HLA-
DMA and -DMB genes, as well as to distinguish them from
the H2-M genes that lie most distal on chromosome 17
(20). Another complication that demands the precise use
of gene and encoded protein names is that the number of
genes in a particular homologous genetic region can dif-
fer between strains or between individuals. In the mouse,
whereas some strains have only a single gene at the MHC-I
H2-D locus (H2-D b, for instance), other strains may have
as many as five genes in the homologous regions (H2-D d ,
H2-D2d , H2-D3d , H2-D4d , and H2-Ld (21).

An important description commonly used is “haplo-
type,” which refers to the linked constellation of particular
alleles at distinct loci that occur as a group on a parental
chromosome (22). The concept of haplotype is important
in typing the HLA loci in the human, where the linked
Mhc genes of one chromosome of one parent will generally
segregate as a linkage group to the children. When alle-
les at linked loci segregate more commonly together than

http://www.informatics.jax.org/mgihome/nomen
http://www.informatics.jax.org/mgihome/nomen
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◗ TABLE 19.1 Nomenclature of HLA Loci and Allelesa

Nomenclature Definition

HLA The HLA (human leukocyte antigen) region and prefix for an HLA gene
HLA-DRB1 A particular HLA locus, i.e., DRB1
HLA-DRB1∗13 A group of alleles that encode the DR13 antigen defined serologically by microlympho-

cytotoxicity or by mixed lymphocyte reactivity (MLR)
HLA-DRB1∗1301 A specific HLA allele
HLA-DRB1∗1301N A null allele (i.e., nonexpressed)
HLA-DRB1∗130102 An allele that differs by a synonymous mutation (i.e., identical amino acid encoded by a

different codon)
HLA-DRB1∗13010102 An allele that contains a mutation outside the coding region
HLA-A∗2409N A null allele
HLA-A∗3014L An allele encoding a protein with significantly reduced or “low” cell surface

expression
HLA-A∗24020102L An allele encoding a protein with significantly reduced or “low” cell surface expression,

where the mutation is found outside the coding region
HLA-B∗44020102S An allele encoding a protein that is expressed as a “secreted” molecule only
HLA-A∗3211Q An allele that has a mutation that has previously been shown to have a significant

effect on cell surface expression, but for which this has not been confirmed and its
expression remains “questionable”

aIn addition to the unique allele number, there are additional optional suffixes that may be added to an allele to indicate
its expression status. Alleles that have been shown not to be expressed, “null” alleles, have been given the suffix
“N.” Those alleles that have been shown to be alternatively expressed may have the suffix “L,” “S,” “C,” “A,” or “Q.”
The suffix “L” is used to indicate an allele that has been shown to have “low” cell surface expression when compared
to normal levels. The “S” suffix is used to denote an allele specifying a protein that is expressed as a soluble
“secreted” molecule but is not present on the cell surface. A “C” suffix indicates an allele product that is present in
the “cytoplasm” but not on the cell surface. An “A” suffix indicates “aberrant” expression, where there is some
doubt as to whether a protein is expressed. A “Q” suffix is used when the expression of an allele is “questionable,”
given that the mutation seen in the allele has previously been shown to affect normal expression levels.

Source: Adapted from IMGT Web site, www.ebi.ac.uk/imgt/hla/nomenclature/index.html.

predicted by chance, this is called linkage disequilibrium, a
phenomenon that leads to the presence of well-recognized
MHC haplotypes in unrelated individuals. Individual hap-
lotypes of the Mhc in the mouse are referred to by a low-
ercase letter superscript as H2b, H2d , or H2k. Thus, the
H2k haplotype refers to the full set of linked genes, H2-K k,
H2-IAk, H2-IEk, H2-D k, and extends to the genes of the
Q and T regions as well (23,24). (Some haplotype desig-
nations, such as H2a , refer to natural recombinants and
thus have some of the linked genes from one haplotype
and some from another). Table 19.4 summarizes the hap-
lotypes of common mouse strains.

In parallel with the genetic nomenclature system, a sys-
tem has developed that focuses on the expressed proteins
rather than on the genes, and by its use emphasizes both
structural and functional differences. The main distinc-
tion of MHC molecules is between the MHC class I (MHC-
I) and MHC class II (MHC-II) molecules. (MHC class III
molecules have also been included in a group originally
characterized as serum molecules involved in the comple-
ment system (C4/C2/Bf) but now also include products of
the genetically linked loci mapping between the class I and
class II regions of the Mhc). MHC-I molecules all consist of
a heavy chain (also called an α chain), which is noncova-
lently assembled with a monomorphic (genetically invari-

ant, or almost so) light chain known as β2-microglobulin
(β2m), encoded by the B2m gene. MHC-I molecules are
subclassified into the MHC class Ia and MHC class Ib
groups, distinctions made based on amino acid sequence
differences as well as gene location (25,26). Recently, genes
of members of the herpesvirus families have been shown
to encode proteins that are structurally related to MHC-I
molecules and are designated “MHC-Iv,” as virus-encoded
molecules (27). MHC-II molecules are heterodimeric, con-
sisting of noncovalently assembled α and β chains. The
bulk of the serologically defined differences in HLA-DR
molecules reside in the β chain. The heterodimers usually
consist of the assembled products of the linked genes en-
coding the two chains. In the mouse the products of the
IAa (also known as IAα) and IAb (or IAβ genes) assemble to
form the IA heterodimer, and similarly, the products of the
IEa (IEα) and IEb (IEβ genes assemble to form IE. IA and
IE are often referred to as “isotypes.” The allelic forms are
usually referred to as IAb, IAd , or IAk. Under some circum-
stances, mixed heterodimers, which may be of immuno-
logic importance, are observed (28–33). Thus, when one
refers to a mixed heterodimer consisting of the α chain of
IEd and the β chain of IAd, one must use the more pre-
cise but cumbersome description IAβdEαd (IAbdEad). In
the human, particularly in referring to MHC-II molecules,

http://www.ebi.ac.uk/imgt/hla/nomenclature/index.html
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◗ TABLE 19.2 HLA Class I Allelesa

HLA-A HLA-B HLA-C

Serology Alleles Serology Alleles Serology Alleles

A1 A∗0101–0125 B7 B∗0702–0755 Cw1 Cw∗0102–0118
A2 A∗0201–0299 B8 B∗0801–0833 Cw2 Cw∗0202–0218

A∗9201–9216 B13 B∗1301–1318 Cw3 Cw∗0302–0340
A3 A∗0301–0329 B14 B∗1401–1407N Cw4 Cw∗0401–0427
A11 A∗1101–1130 B15 B∗1501–1599 Cw5 Cw∗0501–0516
A23(9) A∗2301–2315 B∗9501–9529 Cw6 Cw∗0602–0616N
A24(9) A∗2402–2476 B18 B∗1801–1826 Cw7 Cw∗0701–0748
A25(10) A∗2501–2506 B27 B∗2701–2737 Cw8 Cw∗0801–0814
A26(10) A∗2601–2634 B35 B∗3501–3575 — Cw∗1202–1221
A29(19) A∗2901–2916 B37 B∗3701–3713 — Cw∗1402–1408
A30(19) A∗3001–3021 B38(16) B∗3801–3816 — Cw∗1502–1520
A31(19) A∗3101–3117 B39(16) B∗3901–3941 — Cw∗1601–1609
A32(19) A∗3201–3215 B40 B∗4001–4075 — Cw∗1701–1704
A33(19) A∗3301–3310 B41 B∗4101–4108 — Cw∗1801–1803
A34(10) A∗3401–3408 B42 B∗4201–4209
A36 A∗3601–3604 B44(12) B∗4402–4453
A43 A∗4301 B45(12) B∗4501–4507
A66 A∗6601–6606 B46 B∗4601–4610
A68(28) A∗6801–6838 B47 B∗4701–4705
A69(28) A∗6901 B48 B∗4801–4816
A74(19) A∗7401–7412 B49(21) B∗4901–4905

A∗8001 B50(21) B∗5001–5004
B51(5) B∗5101–5148
B52(5) B∗5201–5211
B53 B∗5301–5312
B54(22) B∗5401–5413
B55(22) B∗5501–5526
B56(22) B∗5601–5620
B57(17) B∗5701–5712
B58(17) B∗5801–5815
B59 B∗5901–5902
B67 B∗6701–6702
B73 B∗7301
B78 B∗7801–7805
— B∗8101–8102
— B∗8201–8202
— B∗8301

HLA-E HLA-F HLA-G

E∗0101–0104 F∗0101–0104 G∗0101–0108

aThis table summarizes the designations of the human MHC-I HLA gene products as they are known based on serology,
and as they have been assigned by nucleotide (and thus inferred amino acid) sequences. Current serologic
designations are given in the “Serology” column, with older (broader) serologic assignments listed in parentheses.
Serologic assignments are usually based on reactivity with alloantisera in a microlymphocytotoxicty assay. Some of
the most recently identified HLA polymorphisms and products of nonclassical loci (e.g., HLA-E and HLA-G) have no
historical serologic designation. Note that the serologically defined HLA B15 antigen comprises some 128 allelic
members (B∗1501–1599 and B∗9501–9529), and HLA A2 comprises 115 members (A∗0201–0299 and A∗9201–9216) as of
April 2007. The table is based on a listing of alleles maintained by the WHO Nomenclature Committee for Factors of the
HLA System. All new and confirmatory sequences are generally submitted directly to the committee via the IMGT/HLA
Database using the sequence submission tool provided. The IMGT/HLA Database may be accessed via the World Wide
Web at: www.ebi.ac.uk/imgt/hla.

http://www.ebi.ac.uk/imgt/hla
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◗ TABLE 19.4 Commonly Used Mouse Strains: H2 Haplotypesa

H2 Complex

Strain Haplotype K Ab Aa Eb Ea D Qa1 Tla

Common strains

129/J bc b b b b — b b f
AKR/J k k k k k k k b b
ASW/Sn s s s s s — s b b
BALB/c d d d d d d d b c
C3H/HeJ k k k k k k k b b
CBA/J k k k k k k k b b
C57BL/6 b b b b b — b b b
C57BL/10 b b b b b — b b b
C57BR k k k k k k k a a
DBA/2J d d d d d d d b c
NOD/LtJ g7 d g7 d — — b
NON/LtJ nb1 b nb1 ? k k b
NZB/BINJ d2 d d d d d d a a
NZW/LacJ z u u u u u z
P/J p p p p p p p a e
PL/J u u u u u u d
RIII r r r r r r r c® b
SJL s2 s s s s — s a a

Congenic strains

B10.BR k2 k k k k k k
B10.D2 d d d d d d d
B10.S s s s s s — s
BALB.B b b b b b — b
BALB.K k k k k k k k
C3H.SW b b b b b — b

Recombinant strains

A a k k k k k d
A.TL t1 s k k k k d
B10.A a k k k k k d
B10.A(1R) h1 k k k k k b
B10.A(2R) h2 k k k k k b
B10.A(3R) I3 b b b b/k k d
B10.A(4R) h4 k k k k/b — b
B10.A(5R) I5 b b b b/k k d
B10.T(6R) y2 q q q q — d
B10.S(7R) t2 s s s s — d
B10.S(8R) as1 k k k k/s — s
B10.S(9R) t4 s s s s/k k d
B10.HTT t3 s s s sd/k k d

aA dash indicates abnormal gene expression, although the precise mechanism may differ in different strains (475).
Blanks indicate insufficient data for characterization.

Source: Adapted from (473) and (474).

the distinctions between molecules identified by antibod-
ies and those identified by DNA sequence typing must be
made (Tables 19.2, 19.3).

The Immunologic Functions of
MHC Molecules

MHC molecules are a molecular reflection of the health of
either the cell that synthesizes them (for MHC-I molecules)

or of the local environment in which the cell resides (for
MHC-II). The structure of the MHC molecule reflects not
only the amino acid sequence of the two polypeptide
chains (α and β for MHC-II; and heavy [or α] and β2m
for MHC-I) that form the bulk of the complex, but also of a
variable bound peptide (generally from 8 to 15 amino acids
in length) that forms an integral part of the trimer. The
MHC molecule, governed by the sequence of the encod-
ing structural genes for Mhc-I heavy chain and the Mhc-II
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α and β chains, as well as other genes involved in antigen
processing and presentation that map to the Mhc, must sat-
isfy at least two distinct recognition functions: the binding
of peptides or in some cases nonpeptidic molecules, and
the interaction with either T or NK cells via their respec-
tive receptors. The T-cell receptor (TCR) may augment its
interaction with the MHC molecule by virtue of interaction
of a T-cell–expressed coreceptor (CD8 for MHC-I and CD4
for MHC-II). Evidence now suggests that some NK recep-
tors, when expressed on T cells, may also serve as corecep-
tors (34). The binding of peptides by an MHC-I or MHC-II
molecule is the initial selective event that permits the cell
expressing the MHC molecule (the antigen-presenting cell,
APC) to sample fragments derived either from its own pro-
teins (for MHC-I–restricted antigen presentation) or from
those proteins ingested from the immediate extracellular
environment (for the case of MHC-II).

In particular, cell surface MHC class I glycoproteins
gather from the cell’s biosynthetic pathway fragments
of proteins derived from infecting viruses, intracellular
parasites, or self-molecules, either expressed normally
or in a dysregulated fashion as a result of tumorigene-
sis, and then display these molecular fragments, in com-
plex with the mature MHC-I molecule, at the cell surface
(12,35,36,37,38). Here, the cell-bound MHC-I/β2m/peptide
complex on the APC is exposed to the extracellular milieu
and is available for interaction with T cells or NK cells.
A T cell bearing an αβ receptor recognizes the particu-
lar MHC/peptide complex (MHC/p) by virtue of a specific
physical binding interaction. Each mature T cell bears a
unique TCR encoded by somatically rearranged TCR ge-
netic elements. T cells bearing αβ receptors are first se-
lected for weak reactivity with one or other self-MHC/p
complexes in the thymus (a process known as positive
selection), and then TCRs that bind strongly are deleted
(negative selection) so that only a small proportion of T
cells that develop in the thymus ultimately reach periph-
eral lymphoid organs such as lymph nodes and spleen. A
particular TCR is therefore selected to bind only a lim-
ited set of MHC/p complexes based on this bias for self-
recognition. The recognition by T cells is thus described as
“MHC-restricted” in that TCR interact preferentially with
self-MHC molecules. However, T cells are also “antigen-
specific” in that a particular T cell sees a particular peptide.
For any given T-cell clone, single amino acid substitutions
of either the MHC or the peptide may severely diminish,
or even obliterate, TCR recognition of the MHC/p com-
plex. The MHC-I system draws its spectrum of peptides
from proteins in the cytosol that are degraded by the mul-
tiproteolytic proteasome complex. These peptides that are
transported from the cytosol to the endoplasmic reticu-
lum via the intrinsic membrane peptide transporter, the
transporter associated with antigen processing (TAP), are
then trimmed at their amino terminus and cooperatively
folded within the peptide loading complex to form an in-

strinsic component of the newly synthesized MHC-I mole-
cule (39).

MHC-II molecules, in contrast to MHC-I, are ex-
pressed on a more limited set of somatic cells—B cells,
macrophages, dendritic cells, activated but not resting T
cells in the human—and have a somewhat more specific
function in peptide selection and presentation. In general,
they bind peptides derived from the degradation of pro-
teins ingested by the antigen-presenting cell (APC), as well
as endogenous cytosolic and endosomal proteins. They
then sort their MHC-II molecules into endosomal cellu-
lar compartments, where the degraded peptides are gen-
erated and catalytically transferred to the binding site
of the MHC-II. The MHC-II antigen-presentation path-
way is based on the initial assembly of the MHC-II αβ

heterodimer with a dual-function molecule, the invariant
chain (Ii). Ii serves as both a chaperone to direct the αβ

heterodimer to an endosomal, acidic protein-processing
location, where it encounters antigenic peptides, and also
protects the antigen-binding site of the MHC-II molecule
so that it will be preferentially loaded with antigenic
peptides in this endosomal/lysosomal location (40,41–43).
The loading of the MHC-II molecule with antigenic pep-
tide, a process dependent on the release of the Ii-derived
“CLIP” (class II–associated invariant chain peptide), in
part dependent on the MHC-II–like molecules, HLA-DM
and HLA-DO in the human, and H2-DM and H2-DO in the
mouse (44,45), then leads to the cell surface expression of
MHC-II peptide complexes. HLA-DM functions by inter-
acting directly with an acidic face of the MHC-II molecule
(46) to catalyze the exchange of the CLIP peptide with an
antigenic peptide in the endosomal compartment. HLA-
DO modulates HLA-DM function by altering the repertoire
of MHC-II/peptide complexes observed in DO-expressing
cells (47,48). The MHC-II–recognizing T cells then secrete
lymphokines and may also be induced to proliferate or
to undergo programmed cell death. Such MHC-restricted
lymphokine production that facilitates and augments the
recruitment of additional inflammatory cells as well as
antigen-presenting cells and antibody-producing cells is a
key component of what was historically referred to as
“T-cell help.”

Distinct from the recognition of MHC molecules by
TCRs, a number of activating and inhibitory NK cell
receptors bind MHC-I molecules, whereas several NK
receptors interact with MHC-I–like molecules (49). In
general, the NK/MHC-I interaction, as compared to the
TCR/MHC interaction, shows considerably less peptide
specificity, although the interaction is peptide-dependent,
and in some cases may exhibit clear-cut peptide pref-
erences (13,50,51,52). The functional purpose of the
MHC-I or MHC-I–like molecule in NK-cell recognition ap-
pears to be more subtle than that in T-cell recognition. The
NK cell is tuned by a balance of inhibitory and activat-
ing signals conveyed to it via MHC interaction, and in its
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resting state the inhibitory signals predominate. MHC-I is
a sensor of the biosynthetic and metabolic state of the cell
in which it is synthesized—when dysregulated by tumori-
genesis or viral infection, the altered level of MHC-I can
be detected by the NK cell. This ability of the NK cell to
sense altered levels of MHC-I on target cells is the basis of
the “missing-self hypothesis,” which explains that NK cells
detect and lyse those cells that are defective in MHC-I ex-
pression as a result of the loss of the inhibitory signal that
results from engagement of NK receptors by MHC-I (53–
55). The prototype NK receptor is the mouse NK inhibitory
receptor, Ly49A, a C-type lectinlike molecule that delivers
an inhibitory signal to the cell, expressing it as a result of
its interaction with normally expressed MHC-I molecule,
H2-Dd (56). Distinct clones of NK cells differ in the com-
binatorial expression of different NK receptors that have
different MHC preferences. Thus, in the mouse, each dis-
tinct NK clone may express a different combination of NK-
inhibitory receptors such as Ly49A, Ly49C, Ly49G2, and
Ly49I (57). Because each inhibitory molecule may exhibit
slight differences in its MHC-I and/or peptide preference
and specificity, this kind of combinatorial variation of NK
activity provides a breadth of specificity toward different
potential target cells. The interaction of MHC-I on the NK
cells themselves with an NK inhibitory receptor, such as
Ly49A or Ly49C (i.e., a “cis” interaction), plays an impor-
tant role in the priming of NK cells (58). The interaction
of the NK-activating receptor, NKG2D, with MHC-I–like
molecules induced by stress in the target cell results in the
activation of the NK cell and follows distinct molecular
rules of recognition (34).

MHC-I and MHC-II molecules, because of differences in
the cellular compartments that they traverse from biosyn-
thesis to maturation, reveal strong preferences for the ori-
gin of the proteins that they sample for antigen presenta-
tion (59,60). The MHC-I antigen-presentation pathway in
nondendritic cells is most easily thought of as an “inside-
out” pathway by which protein fragments of molecules
synthesized by the cell are delivered to and bound by the
MHC-I molecule during its biosynthesis. Certain special-
ized dendritic cells can acquire exogenous antigen and
present this via the MHC-I pathway. In contrast, the MHC-
II antigen-presentation pathway is best visualized as both
an “inside-out” pathway and an “outside-in” one, in which
endogenous and ingested proteins are degraded by en-
zymes in the endosomal/lysosomal system and are deliv-
ered to MHC-II molecules in that degradative compart-
ment (12,38,61–64). The processes of antigen processing
and presentation are described in more detail elsewhere
in this volume. The biochemical steps involved in the pro-
duction of antigen fragments from large molecules are
known collectively as “antigen-processing,” whereas those
that concern the binding of antigen fragments by MHC
molecules and their display at the cell surface are known
as “antigen-presentation.”

Our understanding of the complexities of antigen pro-
cessing and presentation continues to improve. Not only
do we now recognize the importance of proteasome com-
ponents in controlling the specificity of the degradation of
proteins in the cytoplasm (37), we also are aware of contri-
butions made by the chaperone tapasin (48,65), by ubiqui-
tination (37,66), by amino-terminal trimming of peptides
in the endoplasmic reticulum (ER) (67), and the role of
disulfide interchange as controlled by the resident ER pro-
teins ERp57 and/or protein disulfide isomerase (PDI) in
peptide loading during MHC-I assembly (68,69). MHC-II
peptide loading is controlled in part by the multifunctional
chaperone/groove protector, Ii, as well as by the important
catalytic machinery of the endosomes, molecules known
as HLA-DM and -DO in the human, and H2-DM and H2-
DO in the mouse (48).

In addition to showing preference for distinct pathways
of antigen presentation, the MHC-I and MHC-II molecules
also show preferential presentation to T cells of the CD8-
or CD4-bearing subsets, respectively. This is related to
the observation that CD8 binds to the nonpolymorphic
α3 domain of MHC-I molecules (70–72,73), whereas CD4
interacts with membrane proximal domains of MHC-II
(74,75,76,77,78). The CD8 and CD4 molecules serve as
“coreceptors” on the surface of the T lymphocyte, provid-
ing both adhesion (avidity increase) and specific activating
signals that modulate the avidity of the T cell in a time-
dependent manner (79,80). The precise location of the site
of interaction of the CD8αα homodimer with the MHC-I
α3 domain has been determined crystallographically for
both human and murine molecules (81,82). The CD8αβ

molecule, expressed on peripheral T cells bearing αβ-TCR
and on thymocytes, presumably has a similar site of inter-
action, but has not yet been directly visualized by struc-
tural methods. In addition, the amino-terminal two im-
munoglobulinlike domains of human CD4 complexed with
a murine MHC-II molecule, IAk, have been visualized crys-
tallographically (78). The numerous interactions of MHC
molecules with other cellular components as well as with
the wide variety of peptides and of various immunologic
receptors reflect the robust potential of the MHC structure
as a molecular sensor and as a master regulator of immune
responses. These molecular interactions then orchestrate
different cell trafficking and signaling functions. Table 19.5
summarizes some of these interactions, emphasizing the
similarities and differences between MHC-I and MHC-II
molecules.

THE MAJOR HISTOCOMPATIBITY COMPLEX

Mhc Genetic Maps

The major histocompatibility complex is an extended re-
gion of the genome that spans some 4 million base pairs
(Mb) on the short arm of human chromosome 6 in the
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◗ TABLE 19.5 Comparison of MHC-I and MHC-II Molecules

MHC-Ia, Ib, and Iv MHC-II

Genetics Multiple heavy-chain loci, many linked to the MHC.
Light chain, β2-m, is genetically unlinked.

Several heavy and light chain loci, α- and β-chain
genes linked to each other.

Polymorphism Highly polymorphic MHC-Ia heavy chain. β chain most polymorphic.
Few alleles of β2m. α chain shows some allelic diversity.
Polymorphism of MHC-Ib and Iv variable.

Tissue-specific expression MHC-Ia, ubiquitous.
MHC-Ib on various cell subsets.
MHC-Iv encoded by viruses.

MHC-II on B cells, macrophages.
In human, also found on T cells and many activated cell

types.
Molecular structure Heavy chain/light chain form heterodimer.

Obligate cell surface molecule.
Heavy chain has three extracellular domains, α1, α2,

and α3.
α1/α2 form peptide-binding site.
α3 and β2-m are Ig-like.
Only heavy chain is membrane bound; β2-m is

noncovalently assembled.
(Some MHC-Ib, like MICA, not β2-m–associated;

MHC-Iv may or may not be β2-m–associated.)
Some MHC-Ib and MHC-Iv, unique disulfide bonds.

α and β chains form heterodimer of four domains;
α1/β1 form peptide-binding site;
α2 and β2 are Ig-like.
Both chains are membrane-bound.
Association of nascent MHC-II with invariant chain.

Site of peptide acquisition In endoplasmic reticulum during biosynthesis.
Role of Erp57 oxidoreductase in peptide loading.
At cell surface when exposed to exogenous peptides.

In endosome or lysosome, where degraded products of
ingested proteins are encountered; assistance of DO
and DM for peptide exchange and loading.

Nature of peptides bound MHC-Ia
Preference for 8- to 10-mers; though longer peptides

can be bound.
“Motif” residues for particular MHC I molecules.

MHC-Ib
CD1 capable of binding lipid antigens. MICA, RAE-1,

HL-60, MULT1, FcRn, no peptide-binding cleft.
MHC-Iv

m144, m153, no peptide-binding cleft.

Longer peptides are acceptable.

Rules for peptide binding Defined termini. Anchor residues crucial. Core motif of 9 residues may be extended variably at
either N or C terminus. Anchors more subtle. Role for
backbone interactions.

T-cell recognition Primarily CD8+. Primarily CD4+.
NK-cell recognition Interaction with both NK-activating and NK-inhibitory

receptors.
No known binding by NK receptors.

Associated molecules β2-microglobulin.
TAP.
Tapasin.
Calnexin.

Ii—invariant chain.
H2-DM, (HLA-DM), H2-DO, HLA-DO.

region of 6p21.3. A recent analysis (83) suggests that the
extended Mhc covers as much as 8 Mb. Although Mhc
genes were among the first to be mapped here, it is now
clear that many genes with function unrelated to im-
mune recognition also reside in this region. The inter-
ested reader is referred to the continually updated maps
and linkages available at various Web sites, including
www.ebi.ac.uk/imgt/hla, and the MHC haplotype project
at www.sanger.ac.uk/HGP/Chr6.

Figure 19.1 shows schematically a map of some of the
major genes of the human (84), mouse, and rat Mhc, which

includes those that encode MHC-I and MHC-II proteins.
These comparative maps are not drawn to scale and do
not show every gene identified in the region. Three mark-
ers, Ke2, Bat1, and Mog, serve to define the gross collinear-
ity of the MHC of the three species (85), though there
are clearly major differences between strains and even de-
tectable differences between individuals within a species.
Bat1 and Mog define the boundaries of the MHC-I regions
in all three species. The mapping and sequence informa-
tion now available for the human MHC is more exten-
sive than that available for the mouse and the rat, though

http://www.ebi.ac.uk/imgt/hla
http://www.sanger.ac.uk/HGP/Chr6
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FIGURE 19.1 Genetic maps of the Mhc. Comparative map of the human, mouse, and rat Mhc.
This schematic map is not complete, nor drawn to scale, and is derived from maps available
elsewhere (85,86,141,151,502–505). The centromere and major genes are indicated.

data on these are improving rapidly. A database of the
human Mhc is available (www.hgmp.mrc.ac.uk) (86). The
homology of the Mhc region of mouse chromsome 17 to
that region on human chromosome 6 can be found at
www.ncbi.nlm.nih.gov/Homology, and extensive maps of
syntenic regions of the human and mouse are available
there.

The human MHC map reveals clusters of genes grouped
roughly into an Mhc class II region covering about 1,000
kilobases (kb), an Mhc class III region of about 1,000
kb, and an Mhc class I region spanning 2,000 kb (Fig-
ure 19.1). HLA-DP genes (DPA encoding the α chain and
DPB encoding the β chain) are proximal to the centromere
on the short arm of the chromosome and are linked to
the genes encoding the related HLA-DM molecule (DMB
and DMA). Between these and the DQ genes lie LMP [for
low-molecular-weight proteins (87–90)] and TAP (91,92–
94,95,96) genes. LMP and TAP genes encode molecules
that are involved in peptide generation in the cytosol
and peptide transport across the endoplasmic reticulum
membrane, respectively. LMPs are subunits of the mul-
ticatalytic proteolytic proteasome complex that regulate
the specificity of cleavage of proteins and thus modulate
the repertoire of peptides available for MHC-I–restricted
antigen presentation (97–100). The TAP genes encode a

two-chain intrinsic membrane protein that resides in the
endoplasmic reticulum of all cells and functions as an
ATP-dependent transporter that pumps peptides generated
in the cytosol into the lumen of the ER (101,102). The
selective transport of cytoplasmically generated peptides
by different TAP proteins in the rat demonstrates that
the spectrum of MHC/peptide complexes expressed at the
cell surface can be significantly altered by differences in
the antigen-presentation pathway (103,104,105), although
there is little evidence for this phenomenon in humans
(106).

The major Mhc-II genes of the human are HLA-DRA and
HLA-DRB, which encode the chains that form the HLA-DR
molecule, a major antigen-presentation element. Genetic
mapping of the human DRB region now indicates that sev-
eral alternative arrangements of DRB loci explain the var-
ied serotypes and genotypes observed among different in-
dividuals (Figure 19.2). Because these are carried as sets
of genes in linkage disequilibrium, they are frequently re-
ferred to as “haplotypes.” The Mhc-III region is important
in immunologic terms for several reasons—the structural
genes for several complement components map here, as
well as the structural genes for 21-hydroxylase (CYP21A2)
(107,108), an enzyme that is critical to the biosynthesis
of glucocorticoids, a deficiency of which can lead to the

http://www.hgmp.mrc.ac.uk
http://www.ncbi.nlm.nih.gov/Homology
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FIGURE 19.2 Genetic basis of structural variation in HLA class II haplotypes. All HLA class II
haplotypes contain DPA1, DPB1, DQA1, DQB1, DRA, and DRB1 loci; however, there is variation in
the number of additional DRB loci found on different haplotypes. The DRB9 pseudogene (labeled
with a ψ) is common to all haplotypes; however, a DRB3 locus product is also expressed on
halotypes containing any of the serologic DRB1 specificities DR3, DR5 (11,12) or DR6 (13,14). The
DRB3 β-chain forms a cell surface heterodimer with the DRA α-chain and creates the serologic
specificity DR52. These haplotypes also contain DRB6 and DRB2 loci that are pseudogenes. The
DRB5 locus is found on most haplotypes containing the serologic DRB1 specificity, DR2, but
occasionally this gene product is also expressed on other DRB1 haplotypes (506).

genetic disease congenital adrenal hyperplasia. Also lo-
cated in the Mhc-III region are the structural genes for
tumor necrosis factors A and B (TNF-A and TNF-B), which
are lymphokines made by activated T cells (109–111). TNF-
B is also known as lymphotoxin α.

The more distal region of the Mhc encodes other MHC
molecules. In humans, the cluster of the major Mhc-I genes
lies here, spanning 2 Mb, including the genes encoding
HLA-B, HLA-C, HLA-E, and HLA-A, as well as HLA-H,
HLA-G, and HLA-F. HLA-A, HLA-B, and HLA-C are the ma-
jor MHC-I molecules of humans. (A summary of the sero-
logic and genetic identification of these is in Table 19.2).
Serologic identification of HLA-C molecules has been dif-
ficult and imprecise, however, HLA-C molecules interact
directly with NK receptors of the KIR2D family. Direct
binding studies have analyzed the kinetics of the inter-
action of the KIR2 Ig-like NK receptors (112,113,114),
and three-dimensional structures of KIR2DL2 in complex

with HLA-Cw3 and KIR2DL1 complexed with HLA-Cw4
have been published (115,116). The precise functions of
HLA-E, HLA-F, and HLA-G are not yet clear. HLA-E and
its murine analog Qa-1 bind the hydrophobic leader pep-
tides derived from some MHC-I molecules, forming a
complex that is recognized by the C-type lectinlike NK
receptor CD94/NKG2 (117–121). This implies an impor-
tant function for HLA-E, because these molecules are ex-
pressed on placental trophoblast cells and would be ex-
pected to bind the inhibitory NK receptor, CD94/NKG2A,
preventing NK-mediated rejection of the fetus (122,123).
HLA-E has been shown to serve as a recognition element
for some T cells as well, so it seems capable of a classical as
well as a unique functional role (120,124,125). Some evi-
dence now also supports an antigen-presentation function
of HLA-F, and -G l (126,127), and the tissue-restricted ex-
pression of HLA-G as well as the observation that a soluble
form leads to apoptosis of CD8+ T cells suggest that this
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molecule may be involved in the mother’s immunologic
tolerance of the fetus (128). HLA-H (129) is a pseudogene
that maps to this region. This should not be confused with
the more distantly related HLA-HFE, an Mhc-Ib gene erro-
neously called HLA-H by some authors (130,131), which
controls hereditary hemochromatosis by virtue of the in-
teraction of its encoded protein with the transferrin re-
ceptor (132–137). The observations that extravillous tro-
phoblast cells express an unusual combination of HLA-C,
HLA-E, and HLA-G molecules, that uterine NK cells ex-
press NK-inhibitory receptor (KIR) molecules known to
interact with HLA-C allelic products, and the relationship
among different complex genotypes and the clinical rela-
tionship with pre-eclampsia all raise the possibility that
not only this complex medical condition, but also impor-
tant aspects of fetal rejection and clinical infertility, may
be related to MHC recognition by NK cells in the placenta
(138).

Comparison of the mouse, rat, and human Mhc maps
reveals several interesting differences (139–142). The Mhc
genes proximal to the centromere of the mouse and rat be-
long to the Mhc-I family, rather than to the Mhc-II family,
as they do in the human. This mapping has suggested that
an intrachromosomal recombination event that occurred
in some common rodent ancestor relocated some of the
Mhc-I genes from a more distal location to the proximal
site (143). Inspection of the current human, mouse, and
rat maps clearly indicates similarities in the relative loca-
tions and organization of Mhc-II, Mhc-III, and the distal
Mhc-I genes (141). Various genetic expansions and con-
tractions (144) are obvious as well. In particular, the mouse
Q and T regions have expanded the pool of Mhc-I genes,
of which there are relatively few in the human and the rat.
Early studies of congenic mouse strains mapped multiple
genes to the Q and T regions (145,146,147), and recent
evidence suggests significant differences in the number of
genes of this region in different strains. The mouse has
some MHC-Ib genes that seem to be relatively unique in
function. In particular, the H2-M3 gene (not to be confused
with the Mhc-II H2-Ma and H2-Mb genes, which encode
the homologs of the human HLA-DMA and HLA-DMB pro-
teins), which maps distal to the Q and T regions, encodes
a protein that exhibits a preference for binding peptides
that have N-formyl amino-terminal modifications. This
antigen-presentation function may be geared to bacterial,
protozoal, and mitochondrial antigens (148–150). Rat ho-
mologs of the mouse H2-M3 and H2-M2 genes have also
been identified (151).

Mhc Polymorphism

The Mhc’s function in immune responsiveness is also re-
flected in its genetic polymorphism. Polymorphism is the
presence at any given time of a larger than expected num-
ber of genetic variants in a population. As populations

change and evolve, we expect that genetic variants should
arise, but because of the selection exerted on most gene
products, relatively few of these genetic variants will per-
sist. A genetic locus that exhibits variant alleles at a fre-
quency of more than 1% is considered “polymorphic.” A
polymorphic locus or gene is one that has a high frequency
(not raw number) of genetic variants (1). A genetic locus
that is relatively invariant is often referred to as “monomor-
phic,” even if more than one allele is recognized. HLA
genes exhibit a high degree of polymorphism, and a num-
ber of different mechanisms may contribute to the genera-
tion and maintenance of polymorphism. Among these are
the selective advantage of a heterozygous pool of antigen-
presenting elements in a given individual that might allow
the binding and presentation of antigenic peptides derived
from a wide variety of environmental pathogens. Limited
polymorphism would make the entire population suscep-
tible to a chance infectious agent for which all individuals
would be unable to respond, whereas widespread polymor-
phism would be expected to allow the antigen-presenting
cells of at least a proportion of the population to bind and
present antigens derived from invading pathogens effec-
tively (152,153). Although such a view was originally based
on HLA molecules as presenting elements for pathogen-
derived peptide fragments to T cells and their antigen-
specific T-cell receptors, recent studies suggest an addi-
tional role for MHC-I–related resistance to viral infection
via NK cell–mediated recognition (154,155) and altered
antigen-presentation pathway (156).

The human Mhc-I and Mhc-II genes are clearly poly-
morphic, with more than 100 alleles at each of the HLA-A,
HLA-B, and HLA-DRB loci identified (17,157) (Tables 19.2,
19.3). It is more difficult to demonstrate polymorphism in
terms of population genetics in experimental animals, al-
though typing of wild mice has confirmed the existence
of natural polymorphism predicted from the analysis of
inbred strains and their mutants (158,159). The polymor-
phism of Mhc-I and Mhc-II genes, so evident in human
and mouse, has also been documented in analyses of
cichlid fishes, animals that diverged from the line lead-
ing to mammals at least several hundred million years ago
(160–163).

Mhc Evolutionary Mechanisms

As both an extended genetic region and a group of genes
with many belonging to the immunoglobulin supergene
family (164,165), the Mhc has served as a prototype for
elucidating mechanisms that contribute to the evolution
of a multigene family and that add to the polymorphism
that is such a dominant characteristic of the classical MHC
molecules (142). The analysis of mutations in the mouse,
mostly those of Mhc-I genes, has led to the understand-
ing of the mechanisms that give rise to polymorphism.
The mutations have been identified in mice based on
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screening of large numbers of animals by skin grafting
among siblings. Both induced and spontaneous mutations
affecting skin-graft acceptance or rejection have been iden-
tified, and many of these have been mapped to the Mhc.
Gross recombinational events have been documented in
the Mhc (166,167), as well as more subtle mutations, many
of which are multiple amino acid substitutions in a rela-
tively small part of the protein that seem to derive from
nonreciprocal recombinational events. Such recombina-
tion that occurs over short sequences is known as “gene
conversion” because of its similarity to the phenomenon
that occurs in yeast (166,167,168,169,170,171,172,173).

The mechanism of gene conversion in mice is now bet-
ter understood because nucleotide sequence analysis and
oligonucleotide-specific hybridization have been used to
characterize the mutations that have occurred and the
genes that serve as donors of the mutant sequences. Al-
though the precise enzymatic details are not clear, we now
understand gene conversion as a genetic event that allows
the copying or transposition of short sequences from a
donor gene to a recipient. Some of the polymorphisms of
Mhc genes that have been identified clearly reflect point
mutations (17). Recently, structural studies have shown
that the profound immunologic effects of mutations of the
H2 genes H2K bm1 and H2K bm8 result from minimal de-
tectable changes that may affect thermostability (174). In
addition to such mouse mutants, a number of somatic cell
variants and mutants, some resulting from major deletions
or regulatory defects, others clearly point mutants of struc-
tural genes, have been described (175). An effort to identify
the donor gene for the H2K bm3, H2K bm23, and H2D bm23

mutations leads to the conclusion that these complex mu-
tations must have arisen by the contribution of at least
two different donor genes acting either in sequence or in
synergy (175).

The Mhc and Transplantation

Although the early description of the genes of the Mhc was
based on identification of loci involved in tumor and al-
lograft rejection (the rejection of grafts from genetically
disparate donors of the same species), and although these
genes clearly play a role in such complex phenomena, a
contemporary understanding of the function of Mhc genes
in immunology requires little understanding of the rules
of transplantation. The early history of transplantation is
chronicled extensively in several books (1,3) and reflects
a developing interest in tumor immunology and congenic
mouse strains. The most extensively studied species for tu-
mor, tissue, and organ transplantation has been the mouse,
so a brief description of some relevant principles is in
order. Comprehensive manuals and reviews are available
(176). Propagation of a mouse strain by repeated matings
of brothers and sisters leads to the establishment of an in-
bred strain, a group of animals that is genetically identical

at all loci. More complete descriptions of the process by
which brother–sister mating leads to homozygosity at all
loci are given elsewhere (1,3). The probability of fixation
of all loci (Pfix) as a function of the number of generations,
n, is given by Pfix = 1 − (7/8)n−1. Thus, after five gener-
ations of brother × sister matings, the probability of all
loci being identical is 0.414; after 10 generations it is 0.7,
after 15 generations ir is 0.85, and after 20 generations it
is 0.91.

“Congenic” mouse strains, also known as “congenic re-
sistant” or “CR” strains, are those derived by first cross-
ing two inbred strains that differ in a histocompatibility
phenotype such as resistance to a transplantable tumor
or ability to reject a skin graft. These are then successively
backcrossed to one parental strain, and the resistance phe-
notype is preserved. Following at least 10 backcross gener-
ations (N10), a point at which (1/2)9 = 0.002, of the genes
of the selected strain should be present, the new strain is
propagated by brother × sister mating. From such breed-
ing schemes, a number of strains critical to genetic studies
of the Mhc have been derived. Several relevant inbred and
congenic mouse strains are listed in Table 19.4 along with
their H2 designations.

The availability of numerous polymerase chain reac-
tion (PCR)–based genetic markers throughout the mouse
genome allows the direct identification of those progeny
that have a greater proportion of the desired background
at each generation. Selective backcrossing, taking advan-
tage of the genotype of a large number of such genetic
markers distributed widely throughout the genome, a pro-
cess known as “speed congenics,” can hasten the process
of establishing a homogeneous background for a partic-
ular mutant or knock-in trait (177–179). Because strains
obtained by brother × sister matings may reveal genetic
drift as spontaneous mutations accumulate in the strain, it
is crucial to keep track of the stock from which the animals
were derived and the number of generations that they have
been propagated without backcrossing to founder stock.
This has been of particular concern in recent years as var-
ious lines of embryonic stem cells derived from different
lines of strain 129 have been used for genetic manipulation
(gene knockout experiments) (180), and there are clearly
differences in histocompatibility (181).

The early rules of transplantation were determined by
observation of the ability of either transplantable tumors
or of allografts (usually from skin) to survive in a par-
ticular inbred mouse-strain host. The graft-rejection phe-
nomenon is an extremely sensitive and specific bioassay
that permits the detection of genetic differences as small
as a single amino acid in an MHC protein. It has been par-
ticularly valuable in assessing spontaneous and induced
mutants (see earlier discussion) and remains the absolute
experimental discriminator of “histocompatibility.”

In addition to the Mhc genes, we should not overlook
the genes that encode minor histocompatibility antigens.
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In the mouse, these were originally identified as genetic
loci responsible for graft rejection after extended periods
of time. More recently, several minor histocompatibility
loci have been identified as those that encode polymor-
phic proteins that give rise to peptides presented by MHC
molecules (182–186), and we now can understand the com-
plexities of transplantation tolerance not only in terms of
Mhc genes but also in terms of numerous proteins that may
give rise to variant peptides for T-cell recognition. Not only
can peptides derived from polymorphic genes throughout
the genome serve as minor histocompatibility antigens,
also defective translation products, or peptides resulting
from transcription of introns or alternate coding strands
of DNA may also produce immunologically significant pep-
tides that, bound by self-MHC molecules, may stimulate T
cells (187,188). Whether such defective newly synthesized
proteins seve as a major source of MHC-I–bound peptides
remains controversial (189). Minor antigens that are con-
fined to hematopoietic cells can be recognized as targets
by antitumor cytolytic cells and may explain the lower in-
cidence of relapse in hematopoietic stem cell (HSC) trans-
plant recipients who experience graft-versus-host disease
(190).

The Mhc and Clinical Transplantation

Processed foreign antigen complexed to HLA class I or
class II molecules is recognized by a specific clonally dis-
tributed TCR for antigen on the surface of T lymphocytes.
The T cell bearing an αβ receptor is capable of recogniz-
ing the unitary structure of the HLA molecule itself coor-
dinately with the exposed parts of the peptide antigen. Co-
recognition of HLA and peptide antigen means that TCRs
are highly specific and genetically restricted to recogniz-
ing HLA molecules of the individual from which they were
derived. Thus, a killer (cytotoxic) T cell raised against an
influenza virus peptide in an individual expressing HLA-
A2 will not recognize influenza-infected HLA-A1. This con-
cept is known as “MHC restriction” and was first described
by Shevach and Rosenthal for recognition of alloantigens
(7), by Zinkernagel and Doherty (8) for recognition of viral
antigens, and by Shearer for recognition of altered self-
ligands (6). Given that T cells are MHC-restricted, it is
difficult to understand why they should ever recognize a
foreign HLA type. However, in practice they do, and data
indicate that such alloreactive T cells arise with remark-
ably high frequency. Estimates of between 1/10 to 1/1,000
activated clonally distinct T cells are capable of respond-
ing to any random allogeneic HLA molecule (191–194).
Given the number of T cells in the human lymphoid sys-
tem, this represents a striking tendency for T cells that
are normally restricted to recognizing self-HLA molecules
complexed to foreign peptides to cross-react on allogeneic
HLA molecules. This cross-reaction can arise from direct
recognition of the allogeneic HLA/peptide complex, which

usually depends on the peptide antigen as well as the al-
logeneic HLA molecule. Alternatively, allorecognition by T
cells can occur indirectly (195,196). In such cases, peptides
derived from the allogeneic HLA molecules are presented
as nominal antigen after processing by the host cells bear-
ing self-HLA molecules. In the normal course of events,
T-cell alloreactivity is an in vitro curiosity, although it is
still not entirely clear why the fetal “allograft” does not
stimulate the maternal immune system. However, it is the
clinical transplantation of organs and hematopoietic stem
cells across HLA compatibility barriers that produces graft
rejection or graft-versus-host disease due to T-cell allore-
activity. Fully allogeneic transplants theoretically expose
the recipient immune system to up to 12 non–self-HLA
allele products expressed by the allograft. Moreover, the
“self-peptides” constitutively presented by allogeneic HLA
molecules are likely to be quite distinct from those pre-
sented by syngeneic HLA molecules, because the polymor-
phisms of the peptide antigen-binding cleft of the MHC-I
molecule that distinguish HLA alleles alter the spectrum
of selected peptides. Allogeneic HLA/peptide complexes
probably stimulate powerful T-cell responses because of
the high density of unusual determinants and the diver-
sity of new peptide ligands presented by the allogeneic
HLA/peptide complexes. Because there are many MHC-
linked genes encoding a host of proteins, many lacking
known immunologic function, it is likely that polymor-
phisms in these molecules contribute significantly to the
alloresponse (see earlier discussion of Mhc genetic maps).
Accordingly, many studies have demonstrated an incre-
mental improvement in long-term graft survival with pro-
gressively higher levels of HLA matching at HLA-A, -B,
and -DR loci. For this reason, HLA matching is essen-
tial in allogenic HSC transplantation, and highly desirable
in solid-organ transplantation. The degree of HLA match-
ing usually required for renal transplantation is shown in
Figure 19.3 and for bone marrow transplantation in
Table 19.6. The effect of HLA matching on solid-organ
transplantation has been monitored by the Collaborative
Transplant Study since 1982 (see www.ctstransplant.org/
public/introduction.html).

In addition to the allogeneic cellular response, the an-
tibody response to HLA molecules and ABO blood groups
can also cause rejection of certain grafts, especially where
these antibodies are preformed and therefore present at
the time of organ transplantation. Antibodies to ABO
blood-group antigens react with these determinants on
vascular endothelium, and therefore ABO-incompatible
solid organs can be rapidly rejected by humoral mecha-
nisms. In patients who have been transfused or previously
transplanted, or in multiparous females, exposure to al-
logeneic HLA molecules can also result in the production
of anti-HLA class I antibodies. These preformed antibod-
ies can lead to acute and hyperacute rejection of grafts ex-
pressing the particular HLA molecules recognized by these

http://www.ctstransplant.org/public/introduction.html
http://www.ctstransplant.org/public/introduction.html
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FIGURE 19.3 Renal graft survival improves with fewer HLA
mismatches. Cumulative data for graft survival are plotted as a
function of time. Curves represent those groups with the indi-
cated number of mismatches. From the Collaborative Transplant
Study, www.ctstransplant.org/public/introduction.html.

antibodies. Therefore for solid-organ transplants, individ-
uals are not only matched as closely as possible for their
HLA types to avert cellular rejection, it is also necessary to
ensure ABO compatibility and to exclude preformed anti-
donor HLA antibodies in the host.

Paradoxically, some patients who have received multi-
ple blood transfusions prior to transplantation appear to
develop some form of T-cell tolerance to allogeneic donor
HLA alleles, and renal graft survival is actually enhanced
in these individuals. This is known as the “transfusion ef-
fect,” and in some centers, pretransplant transfusion and
even donor-specific transfusions are routinely carried out.
Transfusion of potential renal transplant recipients carries

the risk, however, of inducing undesirable anti-HLA anti-
bodies in the patient.

Testing for anti-HLA antibodies is known as the “cross-
match.” In practice, many laboratories crossmatch only
for anti-HLA class I antibodies. Crossmatch compatibility
to exclude anti-HLA class I antibodies is essential in re-
nal transplantation and is widely practiced in heart/lung
transplantation. Crossmatching for liver transplantation
is practiced at only some centers, and the evidence that
a positive crossmatch predicts allogeneic liver graft re-
jection has not convinced everyone of its importance in
routine matching. Patients awaiting renal transplantation
are usually monitored regularly for anti-HLA class I an-
tibodies, because the level and specificity of these anti-
bodies can change with time. This monitoring involves
regular crossmatching of patient serum against a panel
of randomly selected cells bearing different HLA types.
The percentage of positively reacting cells is known as the
“panel reactivity.” When carrying out a crossmatch be-
tween a patient’s serum and donor cells, many centers test
the current as well as “historical peak” serum from the pa-
tient. The “historical peak” is defined as the patient serum
sample giving the highest panel reactivity throughout the
monitoring period and is thought to be a sensitive reflec-
tion of previous HLA sensitization. Many centers now pre-
screen patients on transplant waiting lists for anti-HLA
antibodies using MHC-coated beads as a source of anti-
gen and a highly sensitive flow cytometry technology for
their detection. In highly sensitized patients with multiple
host antidonor antibodies, these unwanted antibodies can
sometimes be functionally eliminated using B-cell ablation
therapies (anti-CD20 mAb), plasmapharesis, and intra-
venous gamma-globulin infusions, thus allowing success-
ful transplantation.

The role of antibody crossmatching in allogeneic HSC
transplantation is less clear, and many centers do not
take the class I or class II crossmatch into account when

◗ TABLE 19.6 MHC Matching versus Success of Bone Marrow Transplantation

Risk of Acute
Risk of Graft Graft-versus- Survival

MHC Compatibility Rejection (%) Host-Disease (%) (3 y) (%)

Share two haplotypes
(HLA-identical sibling)

2 40 50

Share one haplotype plus:
Phenotypically identical 7 40 50
1 HLA mismatch 9 70 50
>2 HLA mismatches 21 80 15

Share zero haplotypes
(unrelated):

“Matched” 3 80 35
“Mismatched” 5 95 35

Source: From (476).

http://www.ctstransplant.org/public/introduction.html
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identifying a bone marrow transplant donor. On the other
hand, some large centers place considerable importance
on a positive crossmatch as a predictor of bone marrow
rejection, and it is therefore advisable to crossmatch bone
marrow donor–recipient pairs when there is a high risk
of rejection (e.g., aplastic anemia). Crossmatching is also
used to detect anti-HLA antibodies that caused refractori-
ness to platelet transfusion with random platelets.

Family Studies in Histocompatibility
Testing

The linkage of HLA loci on chromosome 6 means that in-
dividuals will usually inherit a set of nonrecombined HLA
alleles encoded at linked HLA loci from each parent. This
set of genes (the haplotype) is often identifiable in family
studies, where all the alleles present on one chromosome
cosegregate. In identifying donors for hematopoietic stem
cell transplantation, testing of family members is essential
to determine haplotypes accurately (197,198). This is be-
cause sharing of HLA antigens from different haplotypes is

quite common in families, so mismatches within HLA sub-
types (i.e., allele-level mismatches) are easily overlooked as
a result of mistaken haplo-identity of siblings or other fam-
ily members. Because unrecognized HLA mismatching is
poorly tolerated in hematopoietic stem cell transplanta-
tion, high-resolution sequence-based DNA matching (or its
equivalent) is required to avoid graft-versus-host disease
(199–201). Although allogeneic HSC transplantation can
be carried out across single-locus mismatches, there is lit-
tle correlation with the magnitude of a given mismatch and
the subsequent immune response. Donor–recipient MHC
differences of just a single amino acid can provoke strong
alloresponses comparable to reactions between vastly dif-
ferent MHC products (202). An example of haplotyping in
a family study is shown in Figure 19.4. Added complexity
of the kinds of cell surface molecules that are expressed
as a result of the codominant expression of molecules en-
coded by the human MHC-I and MHC-II loci is illustrated
in Figure 19.5.

The role of HLA-DP in allogeneic stem cell transplan-
tation is still unclear, so testing for this locus is not

FIGURE 19.4 Segregation of HLA haplotypes in a family. From (507), with permission.
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FIGURE 19.5 Codominant expression of HLA gene products encoded by the major histocom-
patibility complex. The HLA-A, -B, and -C class I loci, and the linked HLA-DR, -DQ, and -DP class
II loci are located the short arm of chromosome 6 (6p21), and the class I light-chain locus, β2M,
is encoded on chromosome 15. HLA genes and their respective proteins are shaded to reflect
the different loci encoding these proteins and the inheritance of different alleles from the two
parental chromosomes. The separate HLA class II α- and β-chain loci are also shown. The prod-
ucts of both maternal and paternal chromosomes are codominantly expressed on the surface of
antigen-presenting cells, resulting in expression of up to six distinct class I allotypes. The number
of expressed class II gene products can be even greater, because some haplotypes have extra DRB
loci that produce additional β chains capable of assembling with DRα. In addition, pairing of cer-
tain DQα molecules from the DQA locus encoded on one chromosome, with DQβ chains derived
from the other chromosome, can result in expression of new DQ cis–trans isotypes. The HLA class
I and class II loci are separated by the class III region of the major histocompatibility complex
(not shown). HLA class II molecules are constitutively expressed only on B cells, macrophages,
and dendritic cells, whereas class I molecules are found on nearly all nucleated cell types.

routinely carried out clinically except when several donors
are available and a rational choice of the best donor has to
be made (203,204). [Note that some recent studies sug-
gest a contribution of HLA-DP to graft success in both
stem cell and renal transplantation (205,206)]. Typically,
an HLA typing laboratory will test for HLA-A, -B, -DRB1,
-DRB3, -DRB4, -DRB5, and -DQ loci (207). In the family
study shown in Figure 19.4, the mother and father are mis-
matched at both haplotypes. Among the children, John and
Andrew are haploidentical (and therefore phenotypically
identical). Jane and Jim share a single haplotype, as do
Tom and Jim. Jane’s paternal haplotype is a recombinant
involving a crossover event between HLA-A and -B. Re-

combination is observed between HLA-A/B and HLA-B and
HLA-DR in about 1% of meiotic events. The implications
of this family study are that Andrew and John would be
ideal bone marrow donors for each other. However, none
of the other siblings would be suitable as a donor for these
brothers. Even though there is sharing of a single haplo-
type between Tom and both Andrew and John, the com-
plete mismatch in the second haplotype would make Tom
unsuitable as a donor for hematopoietic stem cell trans-
plantation, which requires very close matching of HLA.
On the other hand, haplotype mismatching is common in
renal transplantation, in which perfect HLA matching is
not absolutely required or routinely achievable (because
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of the narrow time frame for acquisition of acceptable ca-
daver donor grafts). However, for renal and other solid-
organ transplantation, ABO blood group compatibility is
essential, because these determinants are expressed on
vascular endothelium, where recognition by isohemagglu-
tinins leads to rapid intravascular coagulation and organ
failure.

When a matched sibling donor does not exist for a pa-
tient requiring allogeneic hematopoietic stem cell trans-
plantation (70% of cases), searching of the extended fam-
ily or unrelated bone marrow registries is indicated. The
National Marrow Donor Panel (NMDP; www.marrow.org)
has several million potential donors suitable for unrelated
stem cell transplantation, and these donors are used in the
United States and worldwide. Bone marrow donor reg-
istries also exist in Europe, Australia, Hong Kong, and
Japan, and these registries often provide donors for pa-
tients in other parts of the world. Mobilization of stem
cells in the blood following administration of hematopoi-
etic growth factors is now widely used to avoid the need
for marrow collections from donors.

Cord blood banks have also been established around
the world (208,209,210). However, cord blood donation of
stem cells is often unsuitable for adult transplantation be-
cause of limitations in the volume of cord blood collec-
tions. Cord bloods offer the advantage of finding donors
faster than adult unrelated registries (211) and theoret-
ically providing banked stem cells from ethnic minority
groups that are not well represented in bone marrow donor
registries (212). Cord blood transplants induce less graft-
versus-host disease than bone marrow or peripheral blood
stem cell transplants, but posttransplant engraftment is
slower (213).

Functional Tests of HLA Compatibility

Testing for HLA identity at all HLA loci is a daunting
task for most laboratories because of the very large num-
ber of alleles present in the population. Moreover, in re-
nal transplantation, some mismatches appear to be well
tolerated and are associated with long-term graft sur-
vival, whereas other mismatches of similar genetic dis-
parity are poorly tolerated and are associated with early
rejection (214). Reliable methods for predicting these
“taboo” mismatches are not readily available. Similarly,
high-resolution HLA typing does not predict all graft-
versus-host disease (GVHD) when selecting suitable un-
related donors for hematopoietic stem cell transplantation
(200,215). Therefore, there has been a great deal of interest
in developing functional or in vitro cellular tests of overall
donor–recipient compatibility. Unfortunately, none of the
tests so far developed provides convincing predictability
of impending graft rejection or, more important, GVHD.
Among the tests used historically for assessing functional
compatibility are the mixed lymphocyte reactivity (MLR)

test and allogeneic T-helper or CTL precursor studies. The
MLR or MLC (C = culture) involves measuring T-cell pro-
liferation of host T cells in response to donor lymphocytes
and vice versa. In a one-way MLR, the stimulating lympho-
cytes are irradiated to prevent their proliferation; whereas
in the two-way MLR, both stimulator and responder cells
are allowed to proliferate. In MLR studies, it is necessary
to include controls showing that responder cells can all
respond and that stimulator cells can all stimulate across
an appropriate barrier such as third-party donor cells. Re-
sponses can vary widely, and individual laboratories use
their own cutoff values to define negative (i.e., nonreactive)
and positive (reactive) MLR results (215). Unfortunately,
known HLA mismatches can be present in a negative MLR,
and a positive MLR can be obtained between phenotypi-
cally HLA-identical individuals. Because the MLR is bi-
ased toward measuring HLA class II discrepancies and is
notoriously irreproducible (215), many laboratories have
abandoned this test in favor of implementation of high-
resolution PCR-based HLA class II typing.

Measurement of allogeneic CTL or helper T-cell precur-
sor frequencies is carried out at specialized bone marrow
transplant centers but is not universally accepted as being
predictive of GVHD (216,217). The test is labor-intensive
and requires a skilled technician for reproducibility. Pre-
cursor frequencies are estimated by limiting dilution anal-
ysis or Elispot of donor-versus-host lymphocytes (i.e., T
cells expected to cause GVHD). High precursor frequen-
cies (up to 1 in 104 cells) are thought to be associated with
a greater risk of acute GVHD (218). It is possible that pre-
cursor studies detect major and minor incompatibilities
and so, theoretically, they might give a broad measure of
the transplant barrier, but technical improvements will be
required before this test is widely adopted in clinical prac-
tice (219).

The Mhc and Disease

In addition to the control of transplant acceptance or re-
jection and immune responsiveness, the Mhc in the human
plays an important role in the etiology of a number of dis-
eases, many of which are autoimmune in nature (144,220–
222). Several human diseases are associated with the Mhc
class III genes, because some of the structural genes for
enzymes involved in the adrenal steroid biosynthetic path-
way (i.e., 21-hydroxylase, CYP21A2) map to this region.
More than 40 diseases have well-established genetic link-
ages to the Mhc (144,221,222,223); the most important are
summarized in Table 19.7. Recent genome-wide associa-
tion studies confirm the importance of the HLA-DRB1 lo-
cus in rheumatoid arthritis and type 1 diabetes (224). The
precise mechanisms underlying the association of most
of these diseases with the particular Mhc haplotypes are
unknown, but several models have been proposed, in-
cluding the cross-reactivity of antimicrobial antibodies

http://www.marrow.org
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◗ TABLE 19.7 Some HLA Disease Associations

Disease MHC-I Strength of Associationa

Ankylosing spondylitis HLA-B27 +++
Reiter disease HLA-B27 ++
Psoriasis HLA-Cw6 +
Abacavir drug hypersensitivity HLA-B∗5701 +++
Behcet disease HLA-B51 +
Birdshot retinopathy HLA-A29 +++

MHC-II

Narcolepsy HLA-DQB1∗0602 ++
Insulin-dependent diabetes mellitus HLA-DQ8 ++

HLA-DQ2 +
HLA-DR2 −

Rheumatoid arthritis HLA-DR4 +
Celiac disease HLA-DQ2 +++

HLA-DQ8 +
Multiple sclerosis HLA-DR2 +
a+++ = very strong association that is clinically useful as a diagnostic tool.
++ = strong association with likely primary involvement in disease pathogenesis.
+ = clear association with likely role in disease pathogenesis.
− = negative or protective influence on disease probability.
For a more detailed summary of MHC and disease associations, see (144).

with particular MHC molecules (225) and the molecu-
lar mimicry of viral antigens that might induce T-cell
responses to self-antigens (226,227–232). The very high
incidence of some diseases associated with certain HLA
genes assists in the diagnosis as well as the counseling of
patients and their families. Several of these diseases are
of particular note. Because virtually 100% of patients with
narcolepsy have HLA-DQB1∗0602 (associated with HLA-
DR2) (233,234), HLA typing can be used as a test of dis-
ease exclusion. Thus, a diagnosis of narcolepsy can be ex-
cluded with reasonable certainty if the patient does not
have HLA-DQB1∗0602. On the other hand, the presence of
HLA-DQB1∗0602 is of little predictive value in diagnosis
of narcolepsy, because this HLA type is relatively common
in many populations and occurs frequently in the absence
of disease.

Ankylosing spondylitis is so strongly associated with the
Mhc-I allele HLA-B27 and the presence of some bacterial
pathogens that it is a popular hypothesis that ankylosing
spondylitis is due to the stimulation of particular T cells
by HLA-B27–presented bacterial antigens that cross react
on self-tissues. These T cells are then thought to initiate an
inflammatory cascade. Despite the strong association of
HLA with spondyloarthropathy, critical evaluation of the
literature brings a postinfectious etiology into question,
and certainly more studies are indicated (235). The ten-
dency of HLA-B27 to form disulfide-linked covalent dimers
raises the question whether the resulting cellular pathol-
ogy related to poor cell surface expression of this MHC-I
molecule may be related to the inflammation of joints that
is characteristic of this disease (236,237).

Hereditary hemochromatosis (HH) is one of the most
common genetic disorders in Caucasian populations (with
a prevalence of 1/300 to 1/400), and the gene control-
ling this condition (HFE) is MHC-linked, mapping ap-
proximately 3Mb telomeric to the HLA-A locus (134). The
HFE protein is a class I–like molecule, the structure of
which is now solved (238,239). The HFE protein assem-
bles with β2m and is expressed in the intestinal mucosa
and placenta, where it plays a role in regulating iron up-
take and transport (240,241). Mice that are homozygous
for an induced defect of β2m as well as those with tar-
geted inactivation of the HFE gene suffer from iron over-
load, hemochromatosis (242) (515–517), although there
are mutations at loci other than β2m or HFE that also
lead to the same disease phenotype (137). HFE regulates
the affinity of the transferrin receptor for transferrin, re-
sulting in an alteration of the efficiency of iron transport.
The most common molecular defect associated with hered-
itary hemochromatosis involves a point mutation that re-
sults in a Cys282Tyr substitution in the α3 domain of this
class I–like molecule (134). This mutation accounts for
>80% of patients with hereditary hemochromatosis (243).
The disruption of the disulfide bond in the α3 domain
at this site prevents efficient folding of the molecule and
impairs assembly with β2m, resulting in improper HFE
protein expression. This leads to a failure to downregu-
late the affinity of the transferrin receptor for its ligand,
transferrin, presumably causing increased iron uptake by
cells and tissue damage as a result of iron overload. A sec-
ond common HFE mutation, 187G, results in a His63Asp
substitution and a very slight increase in susceptibility
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to developing hereditary hemochromatosis, depending on
the genotype of the individual (244). Incomplete pene-
trance of even the high-risk Cys282Tyr HFE genotypes can
be partly explained by natural iron deficiency from limited
dietary intake and menstrual losses in women.

As summarized in Table 19.7 and discussed earlier,
there are a number of autoimmune diseases associated
with particular alleles of HLA class II loci, especially with
DR and DQ (245). These diseases include type 1 (insulin-
dependent) diabetes mellitus, rheumatoid arthritis, mul-
tiple sclerosis, systemic lupus erythematosus, thyrogas-
tric autoimmunity, Sjogren syndrome, and many others.
Rheumatoid arthritis is strongly associated with HLA-DR4
subtypes that share a common sequence motif within the
DRβ chain (246), suggesting preferential antigen presenta-
tion of self-epitopes by these molecules. The relative risk of
severe rheumatoid arthritis is increased in DR4 homozy-
gotes, particularly compound heterozygotes with high-risk
alleles (247,248), indicating a gene dose effect in suscepti-
bility to autoimmune inflammation.

Although the number of different HLA class I and class
II alleles that are associated with insulin-dependent dia-
betes mellitus (type 1 diabetes) clearly indicates that this
relatively common disease has a complex etiology, the
identification of a novel Mhc-II haplotype in the mutant
NOD (nonobese diabetic) mouse (249–253), and the recog-
nition that particular TCRs can mediate disease (254),
suggest that a cross-reactive response to a common self-
or environmental antigen may play an important role in
the etiology of this disease as well. In human type 1 di-
abetes, the incidence of disease is significantly increased
in Caucasians with HLA-DR3-DQ2 and DR4-DQ8 haplo-
types (255,256). These haplotypes impart a synergistically
increased relative risk when they occur as a heterozygous
combination compared to the risk of disease conferred by
either haplotype alone (245,255,256). This raises the possi-
bility of trans-complementation of HLA-DQ gene products
producing new molecules involved in antigen presentation
(257). Analysis of large cohorts of patients in genome-wide
marker studies offers a promising approach to identify ad-
ditional genetic factors that act synergistically with HLA-
allelic linkages in raising the odds of disease susceptibility
(224). Online genomic maps and correlations of associa-
tions with particular loci further augments our ability to
understand the relative contributions of MHC-linked and
unlinked genes in autoimmune diseases such as type 1 di-
abetes (258).

In addition to recent progress in recognizing Mhc as-
sociations with a variety of autoimmune and immune
deficiency conditions, further analysis has identified rela-
tionships of HLA-linked markers with susceptibility and
prognosis in a number of infectious diseases. Among the
most striking has been the recognition that delayed pro-
gression of HIV infection to acquired immunodeficiency
syndrome (AIDS) correlates with possession of HLA-B

Bw4 alleles that express a molecule with isoleucine at
position 80 along with a gene for the NK-cell recep-
tor KIR3DS1. This observation suggested that KIR3DS1
offered protection early in HIV infection for those pa-
tients bearing the appropriate Bw4 allele (155). More
recent observations indicate that patients with such a
KIR3DS1/Bw4 ile80 genotype also exhibit resistance to late
opportunistic infections (259). Other studies now show
that particular HLA-DRB alleles as well as MHC-I alleles
significantly influence hepatitis B and C virus susceptibil-
ity, persistence, and response to treatment (260).

Mutations at the H2 Locus

Mutations at the H2 locus have been identified in animals
screened by skin grafting in extensive experiments carried
out over a 25-year period (261,262). By grafting tail skin of
siblings to and from each other, spontaneous or induced
mutant animals that displayed either a “gain,” “loss,” or
“gain plus loss” transplantation phenotype were identified.
Gain mutants are those that express a new transplantation
antigen—thus, their skin is rejected by their nonmutant
siblings; loss mutants have lost a transplantation antigen—
thus, they recognize the skin of their siblings as foreign
and reject that graft. Gain-plus-loss mutations give effects
in both directions—they reject the skin of their siblings,
and their skin is rejected by their siblings as well. In a
classic series of experiments over an extended period of
time, Melvold, Kohn, and their colleagues screened a large
number of mouse progeny. Both homozygous inbred and
F1 animals were examined, yielding a total of 25 H2 mu-
tations identified at K , D , L , and Ab loci, and an addi-
tional 80 mutations of non-H2 histocompatibility genes.
Although earlier studies suggested that all H2 genes might
be hypermutable, a more complete retrospective evalua-
tion of the available data suggests that with the exception
only of the H2K b gene, the spontaneous mutation rate for
H2 genes was comparable to that for non-H2 genes. The
characterization of these mutant animals, first based on
peptide maps and amino acid sequences of the H2 proteins
(263,264,265,266), later based on the nucleotide sequences
of the cloned cDNAs or genes (171), provided some of the
basic biochemical information on which later studies of
structure and function and mechanism of gene evolution
were based. Recently, x-ray structure determination of the
H2-Kbm1 and H2-Kbm8 mutants suggest explanations for
the differences in T-cell recognition that result from what
might appear to be subtle amino acid substitutions (174).

Expression of MHC Molecules

MHC molecules, synthesized in the endoplasmic reticu-
lum and destined for cell surface expression, are con-
trolled at many checkpoints before their final disposition
as receptors available for interaction with either T cells
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or NK cells. The MHC-I molecules should be viewed as
trimers, consisting of the polymorphic heavy chain, the
light-chain β2m, and the assembled self-peptide. A num-
ber of steps in biosynthesis and expression are inhibited
by virus-encoded proteins. The first level of control of
MHC-I expression is genetic; that is, the genes for a par-
ticular chain or key components of the peptide loading
complex must be present for the trimer to be expressed.
This is particularly relevant for β2m, which is the obli-
gate light chain for the complex. Induced β2m-defective
animals (B2mo/o) (267,268) lack normal levels of MHC-I
expression. The next level of MHC-I expression control is
transcriptional, and interferon-γ (IFN-γ )-dependent reg-
ulation is particularly important (269). For the most part,
MHC-Ia molecules are ubiquitously expressed, and ex-
pression is dependent on a complex trans-regulatory pro-
cess that coordinately controls the transcription of both
MHC-I and β2m (270–272). The basis of the more lim-
ited tissue-specific expression of MHC-Ib molecules is of
interest because of the potential importance in the role of
some of the MHC-Ib molecules in tolerance to the placenta.
HLA-E and HLA-G, expressed on placenta, and HLA-F, an-
other MHC-Ib with limited tissue-specific expression, have
been examined in considerable detail (273–277). The rest
of the MHC-I biosynthetic pathway is dependent on proper
generation of cytosolic peptides by the proteasome and de-
livery to the endoplasmic reticulum by TAP, appropriate
core glycosylation in the ER, transport through the Golgi,
and arrival at the plasma membrane (278). A number of
persistent viruses have evolved mechanisms for subvert-
ing this pathway of expression (279). The herpes simplex
virus encodes a protein, infected cell peptide 47 (ICP47)
(280–282), that blocks the activity of the peptide trans-
porter TAP (283). Several proteins encoded by the human
cytomegalovirus (HCMV), unique short-region proteins 2
and 11 (US2 and US11), cause rapid protein degradation
of MHC-I molecules (284). Another HCMV protein, unique
long-region protein 18 (UL18), which has sequence simi-
larity to MHC-I molecules, may affect normal MHC-I func-
tion by limiting β2m availability. The biologic effect may
be related to functional inhibition of NK recognition of
viral-infected cells (285–288). Other molecules that assist
the large DNA viruses in evading either the T-cell or NK-
cell immune response include HCMV UL142 (289). Murine
cytomegalovirus (290) encodes a number of open reading
frames considered MHC-I homologs that may function to
deceive NK cells into the perception of normal MHC-I ex-
pression (291,292,293). Adenovirus 2 (294,295) also has
genes that function in blocking the transfer of folded as-
sembled MHC-I molecules from the ER to the Golgi.

MHC-II molecules are also susceptible to regulation at
multiple steps. The clear-cut tissue dependence of MHC-
II expression—MHC-II molecules are generally found on
cells that have specific antigen-presentation functions,
such as macrophages, dendritic cells, Langerhans cells,

thymic epithelial cells, and B cells, and can also be de-
tected on activated T cells of the human and rat—suggests
that transcriptional regulation plays an important role.
Extensive studies of the promoter activities of Mhc-II genes
have defined a number of specific transcriptional regu-
latory sequences (296), and one transcriptional activator,
MHC class II transcriptional activator (CIITA) clearly plays
a major role (270,296–298). Considerations of differen-
tial expression of MHC-II molecules in different tissues,
MHC-II deficiency diseases known as “bare lymphocyte
syndromes” (298,299,300,301,302,303), and current views
of the role of the balance of Th1 and Th2 T-lymphocyte
subsets, have led to a provocative hypothesis that suggests
that the contribution of MHC-II differential expression
and the resulting balance of Th1- and Th2-derived lym-
phokines are critical in the control of autoimmune disease
(159,304,305,306).

A unique aspect of MHC-II regulation is the need to pro-
tect its peptide-binding site from loading of self-peptides
in the ER, and the requirement to traffic to an acidic endo-
somal compartment where antigenic peptides, the prod-
ucts of proteolytic digestion of exogenous proteins, can be
obtained. These two functions are provided by the type II
membrane protein, invariant chain, Ii (40,307–309), which
forms a nine-subunit complex (consisting of three Ii and
three αβ MHC-II heterodimers). The region of Ii that pro-
tects the MHC-II peptide-binding groove, CLIP, is progres-
sively trimmed from Ii, and is ultimately released from the
MHC-II by the catalytic action of HLA-DM in the endo-
some to allow exchange for peptides generated there. HLA-
DO regulates the repertoire of bound peptides, presumably
by modulating the catalytic activity of the DM exchange
reaction. The important role of Ii in regulating MHC-II ex-
pression has been emphasized by the behavior of induced
mutant mice lacking normal Ii (310–312), which exhibit a
profound defect in MHC-II function and expression.

STRUCTURE OF MHC MOLECULES

There is nothing that living things do that cannot be under-
stood from the point of view that they are made of atoms
acting according to the laws of physics.

Richard Feynman (313)

So central are Mhc genes and their encoded molecules
to both the regulation and the effector function of the
immune system that it has been apparent almost since
their discovery that an understanding of their structure
and structural interactions would be fundamental to a
comprehension of their physiologic effects. Structural
relationships of MHC molecules came first from un-
derstanding serologic differences, then from cellular
immunologic analysis, and subsequently from biochem-
ical studies of the MHC-I and MHC-II chains. Amino acid
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sequence comparisons suggested a domain structure for
the MHC-I molecules. With the identification of first cDNA
and then genomic clones of those genes encoding MHC
molecules, it became routine to determine the encoded
protein sequences of a large number of molecules. We now
have available high-resolution three-dimensional struc-
tures of >200 different MHC/peptide, MHC/peptide/TCR,
MHC/peptide/coreceptor, and MHC/peptide/NK receptor
complexes that allow an understanding of the function of
these molecules in a detailed structural context (314). The
details of these structures also pose a number of questions
that may only be addressed by additional functional ex-
periments in whole animals complemented by biophysical
methods applied in vitro. The molecular biologic, func-
tional, and structural studies have led to the development
of the use of MHC multimers as extremely powerful tools
for imaging specific T cells as well as NK cells. The goal
of this section of this chapter is to summarize these de-
velopments with an eye toward explanation of function by
structure, and in hopes of revealing some of the current
quandaries that continue to confound our understanding
of the function of the Mhc.

Amino Acid Sequences—Primary Structure

Before the cloning of Mhc genes, the biochemical pu-
rification and amino acid sequence determination of the
human MHC-I molecules, HLA-A2 and HLA-B7, and of
the mouse molecule H2-Kb (315,316) indicated that the
MHC molecules showed similarities to immunoglobulins
in their membrane proximal regions. Early concerns were
to identify the differences between allelic gene products
as well as the differences between MHC proteins encoded
at different loci. With the cloning of cDNAs and genomic
clones for MHC-I molecules (168,317,318,319) and then
for MHC-II molecules (320–322), the encoded amino acid
sequences of a large number of MHC molecules of a num-
ber of species quickly became available. The comparison
of gene and cDNA structures gave an indication of the
exon/intron organization of the genes and explained the
evolution of the MHC molecules as having been derived
from primordial single-domain structures of a unit size of
a single Ig domain (such as the light chain β2m), which du-
plicated to form the basic unit of the MHC-II chains (two
extracellular domains) and the MHC-I chain (three extra-
cellular domains) (142). The canonical MHC-I molecule
has a heavy chain that is an intrinsic type I integral mem-
brane protein with amino-terminal domains called α1, α2,
and α3, is embedded in the cell membrane by a hydropho-
bic transmembrane domain, and extends into the cyto-
plasm of the cell with a carboxyl-terminal tail. The light
chain of the MHC-I molecule, β2m, is a single-domain sol-
uble molecule.

The MHC-II molecule consists of two chains inserted
in the membrane, an α chain and a β chain. The α and

β chains consist of two major extracellular domains, α1
and α2, and β1 and β2, respectively, each linked to a
transmembrane domain and cytoplasmic sequences. Thus,
both MHC-I and MHC-II molecules are noncovalently as-
sembled heterodimers consisting of four extracellular do-
mains, the two membrane proximal domains (α3 and β2m
for MHC-I and α2 and β2 for MHC-II) of each molecule
are Ig-like, while the two amino terminal domains (α1
and α2 of MHC-I and α1 and β1 of MHC-II) are not. The
α1 domains of both MHC-I and MHC-II lack the intrado-
main disulfide-bond characteristic of the other extracellu-
lar domains. The cytoplasmic domain of MHC-I molecules
can be regulated by splicing and differential phosphoryla-
tion or other modification, and is likely to play a role in
cell surface stability and cycling between the cell surface
and other intracellular compartments (323–327). However,
analysis of directed mutants of MHC-I in some systems
indicates that the cytoplasmic domain is not required for
cytoskeletal association or surface recycling (328). The
MHC-II transmembrane and cytoplasmic domains have
clear effects on the level of cell surface expression, the
efficiency of antigen presentation, and the rate of lateral
diffusion of the molecules in the cell membrane (329,330).
Amino acid sequence alignments of MHC-I and MHC-II
proteins, particularly of the human molecules, are avail-
able in a number of databases, such as www.ebi.ac.uk/
imgt/hla and www.ebi.ac.uk/ipd/mhc. Both Mhc-I and
Mhc-II genes, like many other mammalian genes, reflect
the protein structure by an exon/domain correspondence
(331).

Identification of Peptides Bound
by MHC Molecules

Many different lines of evidence coalesced over a short
period of time to demonstrate that MHC molecules func-
tion by binding peptides. From functional experiments,
MHC-II–restricted T-cell responses to protein antigens
were shown to be dependent on peptide fragments (332).
The first direct evidence of MHC–peptide interactions
came from the demonstrations that purified MHC-II pro-
teins could bind synthetic peptides in a specific, saturable,
and stable manner (333,334) with measurable affinity,
and remarkably slow dissociation rate (334). For MHC-I
molecules, the results were at first less clear, but the re-
alization that some cell lines defective in MHC-I surface
expression could be induced to express higher levels of
surface MHC-I molecules by exposure to the appropriate
peptides (335,336) led the way for direct measurement of
MHC-I peptide binding (337).

Several laboratories succeeded in developing methods
for the partial purification and identification of the pep-
tides that copurified with MHC molecules. One approach
for identifying the peptide derived from a virus that was
bound by the MHC-I molecule H2-Kb involved recovering

http://www.ebi.ac.uk/imgt/hla
http://www.ebi.ac.uk/imgt/hla
http://www.ebi.ac.uk/ipd/mhc
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◗ TABLE 19.8 Peptide-Binding Motifs for Some MHC-I Moleculesa

Position 1 2 3 4 5 6 7 8 9

HLA-A1 (TS) DE (L) Y
HLA-A∗0201 LM (V) VL
HLA-A∗0301 K
HLA-A∗1101 VIFY MLFYIA LIYVF KR
HLA-A∗3 LVM FY IMFVL ILMF KYF
HLA-B∗07 P ® LF
HLA-B∗0801 K LF
HLA-B∗2705 R LFYRHK
HLA-B∗3501 P YFMLI
HLA-B∗5301 P WFL
H2-Kb (Y) FY LMIV
H2-Kd YF ILV
H2-Kk E IV
H2-Db N MIL
H2-Dd G P (RK) LIF
H2-Ld PS FLM
Qa-2 (MLQ) (NI) (VI) (KMI) H LIF
H2M3 N-formyl-met
RT1.A1 (ASV) FY YFLM

a Peptide-binding motifs for the indicated MHC-I molecules are shown in the single amino acid code. Position refers to
the amino acid position of the peptide from the amino terminus. Only the most common residues are shown.
Assignments in parentheses are less common than the others. These motifs are taken from the more extensive
summary of http://syfpeithi.bmi-heidelberg.com/ and from the extensive description (477). Also see
www.cancerimmunity.org/peptidedatabase/differentiation.htm and www.immuneepitope.org/home.do.

MHC molecules from infected cells, fractionating the
bound peptides chromatographically, identifying a peak
of functional biological activity in a cytotoxic T-cell assay,
and determining the amino acid sequence of the recov-
ered peptide by radiochemical techniques (338). Another
method that was useful for identifying both viral-derived
peptides as well as the “motif” of self-peptides by particu-
lar MHC-I molecules involved first the isolation of a large
amount of detergent-solubilized MHC-I using appropriate
antibodies, the elution of the bound peptides, their partial
purification as pools by reverse-phase high-pressure liq-
uid chromatography, and the determination of the amino
acid sequence of the bound peptides by classic Edman
degradation of the peptide pools (339,340,341). The unpre-
dictable and surprising result obtained from these studies
of MHC-I–derived peptides was that specific amino acid
residues were favored at particular positions of the se-
quence, depending on the MHC-I molecule from which
the peptides were obtained, and that the length of the
bound peptides was well defined and short, ranging from
8 to 10 amino acids. From such experiments, a number
of peptide “motifs” of peptides bound to particular MHC-I
molecules and allelic products were identified. Often, spe-
cific amino acids were identified at particular Edman
degradation steps, indicating a common, highly preferred
residue at the same spacing from the amino terminus
of the peptide. Thus, the peptide “motif” could be deter-
mined even from heterogeneous pools of peptides eluted

from particular MHC-I molecules. Further refinements in
methodology included the application of mass spectrom-
etry to the identification of individual peptides and their
sequencing (342,343). Alternative approaches for identi-
fying peptide motifs include the use of soluble analogs
of MHC-I molecules to ease the purification (344,345)
or the use of peptide display libraries to identify those
peptides that can bind the MHC (346,347). A summary
of MHC-I peptide motifs is given in Table 19.8. An online
database that is regularly maintained is available (http://
syfpeithi.bmi-heidelberg.com) (348). Antigenic peptides
that represent those observed as tumor antigens, and avail-
able for recognition by T cells, are summarized at www.
cancerimmunity.org/peptidedatabase/differentiation.htm.
In addition, the immune epitope database (www.
immuneepitope.org) (349) offers a regularly updated and
curated Web site that describes MHC motifs, allows evalu-
ation of new proteins for MHC epitopes, and provides new
computational tools for such evaluation. An algorithm
that allows the prediction of candidates for MHC-I–
restricted peptides based on the amino acid sequence of
the protein of interest is also available (www-bimas.dcrt.
nih.gov/molbio/hla bind/index.html) (350). The distinc-
tion between “motif” residues of an MHC-restricted pep-
tide and “anchor” residues is an important one. “Motif”
refers to those amino acid residues that are identified
based on the sequences of self- or antigenic peptides
that have been demonstrated to bind or copurify with

http://syfpeithi.bmi-heidelberg.com/
http://syfpeithi.bmi-heidelberg.com
http://syfpeithi.bmi-heidelberg.com
http://www.cancerimmunity.org/peptidedatabase/differentiation.htm
http://www.immuneepitope.org/home.do
http://www.cancerimmunity.org/peptidedatabase/differentiation.htm
http://www.cancerimmunity.org/peptidedatabase/differentiation.htm
http://www.immuneepitope.org
http://www.immuneepitope.org
http://www-bimas.dcrt.nih.gov/molbio/hla_bind/index.html
http://www-bimas.dcrt.nih.gov/molbio/hla_bind/index.html
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◗ TABLE 19.9 Peptide-Binding Motifs for Some MHC-II Moleculesa

Positionb i (P1) i + 1 i + 2 i + 3 (P4) i + 4 i + 5 (P6) i + 6 i + 7 i + 8 (P9) i + 9

DRB1∗0101 YVLFIAMW LAIVMNQ AGSTCP LAIVMFY
DRB1∗0301(DR17) LIFMV D KRHEQN YLF
DRB1∗0401(DR4Dw4) FYWILVM PWILVADE NSTQHR Many Many
DRB1∗0405(DR4Dw15) FYWVILM VILMDE NSTQKD DEQ
DQA1∗0501/B1∗0301(DQ7) WYAVM A ANTS QN
IAb(H2-Ab)c

IAd(H2-Ad) STYE (+) VLIA AV
IAg7(H2-Ag7) KHSAV L VA DSE
IAs(H2-As)c

IEb(H2-Eb)d WFYILV LIFSA QNASTHRE KR
IEd(H2-Ed) WYFILV KRIV ILVG KR
IEg7(H2-Eg7) ILVFWM DESMV QNASTED (+) RKMF
IEk(H2-Ek) ILVFYW ILVFSA QNASTHRE KRG

aMHC-II peptide-binding motifs. These are drawn from the more extensive summary of (477) and from
http://syfpeithi.bmi-heidelberg.com.

bAs indicated, the peptide positions are relative, with i being the amino acid residue that is thought to be situated in
pocket P1, I + 1, P2, and so forth.

cNo motif assigned because of great variation in alignment possibilities.
dMotif assigned based on structural similarity to IEd and IEk (478).

a particular MHC molecule. “Anchor” implies a bio-
physical function of the particular amino acid residue
as interacting specifically with a particular part of the
MHC molecule itself. The designation of a residue as an
anchor residue may be inferred by analysis of binding to
peptide variants in the context of the parental peptide.
Alternatively, anchors can be defined from a knowledge
of the x-ray structure of the peptide complexed to the
MHC-I molecule, and predictions of likely peptide motifs
for MHC molecules whose sequence is known but whose
structure has not yet been determined can be made by
comparison to known structures.

The identification of MHC-II–bound self- or antigenic
peptides by biochemical methods similar to those em-
ployed for MHC-I molecules has proved more difficult,
because the MHC-II molecules do not have the rigor-
ous requirement for a defined amino terminus or the
restricted length that MHC-I molecules need. Whereas
MHC-I molecules bind peptides with a particular motif
residue at a specific position as defined by the amino ter-
minus, resulting in the ability to identify the dominant
residue at a particular step in the Edman degradation,
even amidst a pool of peptides, MHC-II molecules bind
peptides with “ragged ends,” and little information is ob-
tained from the sequencing of pools of peptides (351–354).
Identification of MHC-II peptide-binding motifs by bac-
teriophage display is also possible (355). In accord with
the view that MHC-II molecules present peptides derived
from an “outside-in” pathway, many of the peptides that
copurify with MHC-II molecules represent molecules de-
rived from the extracellular milieu of the medium in which
the cells were grown. Analysis of MHC-II/peptide com-
plexes with cloned T cells and monoclonal antibodies with

MHC/peptide specificity reveals that, in part because of
the ability of MHC-II molecules to accommodate peptides
with extensions at their amino and carboxyl termini, and in
part because of the smaller role that anchor residues seem
to play in peptide binding by MHC-II molecules, occasion-
ally even a unique peptide can bind a particular MHC-II
molecule in more than one frame (356–358). As a result of
structural studies (summarized later) and compilation of
peptide sequences of those peptides bound by particular
MHC-II molecules, the general conclusion is that MHC-
II molecules all have binding pockets identifiable for the
particular allelic product. For some alleles, such as HLA-
DR1 and IAd, these pockets are spaced at position P1,
P4, P6, and P9 (or i, i + 3, i + 5, i + 9). Because of the
complexity and potential degeneracy of peptide motifs for
MHC-II molecules, more elaborate schemes have been de-
vised for prediciting those peptides that may bind to par-
ticular MHC-II molecules (359). A summary of identified
peptide-binding motifs for MHC-II molecules is given in
Table 19.9.

High-Resolution Crystallographic
Structures

MHC-I Molecules

The most graphic description of the relationship of form
and function of the MHC molecule was first made by
Bjorkman and colleagues, who determined the three-
dimensional structure of the human MHC-I molecule,
HLA-A2, by x-ray crystallography (360,361). The ex-
tracellular, soluble portion of the membrane-associated
molecule was cleaved from the surface of tissue culture

http://syfpeithi.bmi-heidelberg.com
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cells by papain and further purified. At the time, there was
not a clear appreciation of the role of peptide either in the
assembly of the molecule or of the nature of the recog-
nition of the MHC molecule by TCRs or, for that mat-
ter, NK receptors. Despite the fact that the first purified
HLA-A2 molecules possessed a heterogeneous mixture of
bound peptides, protein from these preparations crystal-
lized readily, and electron density maps calculated from
the diffraction data were interpretable, allowing modeling
of the backbone molecular structure. The most important
insight in the interpretation of the electron density map
derived was that part of the density, and thus part of the
structure, was due to a heterogeneous collection of pep-
tides bound tightly by the molecule, and that this density
could not be modeled based on the known amino acid se-
quence of HLA-A2.

This first MHC-I structure clarified several impor-
tant aspects of the mechanism by which the MHC-I
molecule carries out its peptide-binding function. The
amino-terminal domains (α1 and α2) form a unitary bind-
ing site for peptide. This domain unit consists of a floor
of eight strands of antiparallel β-pleated sheet, which
supports two α-helices, one contributed from the α1 do-
main and one from the α2 domain, aligned in an an-
tiparallel orientation. The membrane-proximal α3 domain
has an immunoglobulin C-type fold (27), and pairs asym-

metrically with the other immunoglobulin domain of the
molecule contributed by β2m. The nature of recognition
by T cells was suggested by comparing the location of
those amino acid residues that had been characterized
as being strong elements in T-cell recognition, residues
that distinguished closely related allelic gene products and
amino acid residues that had been identified as those that
were responsible for the transplant rejection of the mu-
tants of the H2-K b series (361). Amino acid residues of the
MHC-I molecule responsible for T-cell recognition were
most clearly classified into one of two categories, or an
overlapping set: those residues that were “on the top of
the molecule,” exposed to solvent and available for di-
rect interaction with the TCR, and those residues whose
side chains pointed into the peptide-binding groove and
might be considered crucial in the peptide-binding speci-
ficity of the particular MHC molecule. The original pub-
lications, based on a structure determined to a resolution
of 3.5 Å, focused mainly on the structural outline of the
molecule. More recent structures have been determined of
HLA-A2 complexed with specific peptides at higher reso-
lutions. Ribbon diagrams of HLA-A2 as seen from the side
(Figure 19.6A) and from the top (Figure 19.6B) indi-
cate how the entire structure of the molecule is de-
signed: the peptide-binding site is supported by the β-
sheet floor, and the floor in turn is supported by the two

A

B

DC

FIGURE 19.6 Structure of HLA-A∗0201.
A: Ribbon representation of HLA-A2 heavy
chain (green), β2m light chain (cyan), and
bound peptide (yellow). B: Ribbon represen-
tation of the peptide-binding groove. C: Sur-
face representation of the binding groove, with
pockets labeled. D: Surface representation of
binding groove with peptide shown in stick il-
lustration. Figure generated from protein data
bank (508) structure 2BSV using PyMol (509).
(See color insert.)
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immunoglobulinlike domains, the α3 domain of the heavy
chain and the β2m light chain.

The comparison of this structure and higher-resolution
refinement of it to that of the closely related human
MHC-I molecule, HLA-Aw68 (now known as HLA-A68
or, more accurately, HLA-A∗68011; see Table 19.2), sug-
gested that surface depressions in the groove of the MHC-
I molecule, now known as pockets A through F, would
be available for interactions with some of the side chains
of the bound peptide (362,363). These six pockets are il-
lustrated in Figure 19.6C and with bound peptide in Fig-
ure 19.6D. These MHC-I structures were determined of
molecules purified from tissue culture cells and containing
a heterogeneous spectrum of self-peptides. Concurrently
with the structural studies, a number of laboratories de-
veloped methods to identify the motifs of peptides bound
by particular MHC-I molecules (see earlier discussion of
MHC-bound peptides). Concomitant with the determina-
tion of the x-ray structure of the human MHC-I molecule,
HLA-B∗2705 (364), the motif of the peptides that were re-
covered from this molecule was determined, permitting
the more precise modeling of the bound peptide in the
cleft of the MHC-I (365). For HLA-B27 this was of par-
ticular interest because the bound peptides had a strong
overrepresentation of arginine at position 2, and scrutiny
of the HLA-B27 structure suggested that the amino acid
residues lining the B pocket, particularly glutamic acid
at position 45 as well as cysteine 67, were complemen-
tary to the long, positively charged arginine side chain of
the peptide amino acid at that position (364). These struc-
tural studies supported a view of MHC-I/peptide binding
in which the side chain of the carboxyl-terminal residue of
the bound peptide sits deep in the F pocket. In addition,
the amino-terminal amino group forms strong hydrogen
bonds with the hydroxyl groups of conserved amino acids
tyrosine 59 and tyrosine 171. A hydrogen bond from the
amino group of conserved tryptophan 147 to the back-
bone carbonyl oxygen of the penultimate peptide amino
acid (usually position 8) also seems to be important, as do
charge interactions and hydrogen bonds of the free car-
boxyl group at the carboxyl terminus of the peptide with
tyrosine 84, threonine 143, and lysine 146.

Other structures of MHC-I molecules were determined
of complexes produced with homogeneous peptide, as-
sembled either in vitro from bacterially expressed proteins
with synthetic peptide (366), or exploiting MHC proteins
expressed in insect cells (367,368). The structures deter-
mined with homogeneous peptide confirmed the impres-
sion obtained from the structures obtained from molecules
with heterogeneous self-peptides. The structures of the H2-
Kb molecule complexed with synthetic peptides derived
either from Sendai virus, vesicular stomatitis virus, or
chicken ovalbumin revealed that the same MHC molecule
can bind peptides of different sequences, lengths, and
structures by virtue of their conserved motif residue side

chains. Although small conformational changes of the
MHC are detectable on binding the different peptides, the
main distinction in the recognition of different peptides
bound by the same MHC molecule is a result of the loca-
tion, context, size, and charge of amino acid side chains of
the peptide displayed when bound by the MHC molecule.

The most consistent rule learned from the first x-ray
structures and complemented by peptide recovery and
early binding studies was that MHC-I–bound peptides
were required to embed the side chain of their carboxyl-
terminal amino acid into the F pocket. However, with fur-
ther studies, it became clear that MHC-I molecules could
bind longer peptides that extended beyond the residue an-
chored in the F pocket (369), a view that was confirmed by
a crystallographic structure (370). More recently, the lack
of an absolute requirement for a free C-terminal amino
acid has been exploited in the engineering of a single-chain
peptide, β2m, H2-Kb molecule that shows unusual sta-
bility and is an effective MHC/peptide immunogen (371).
An additional variation on the theme of MHC-I–binding
peptides based on particular anchor residues includes the
demonstration that glycopeptides, bound to the MHC-I via
amino acid side chains and termini, can expose their car-
bohydrate moieties to solvent and be available for TCR
interaction (372–374). An example of a 13-residue peptide
bound to its MHC-I–presenting element, the rat MHC-I
molecule, RT1-Aa, was crystallized and shown to produce
a peptide/MHC complex with a large central bulge. Two dif-
ferent complexes consisting of the same MHC and peptide
reveal significantly different conformations in this central
bulge region (375). Bulged viral peptides have also been
characterized in complex with human MHC-I structures
of HLA-B35 allotypes complexed with 13-mer and 11-mer
peptides (376,377). TCR recognition of “bulged” peptides
can involve conformational adjustments of the TCR in rec-
ognizing fairly rigid bulged peptide (378) or “crumplings”
of the bound peptide by a largely rigid face of the TCR
upon binding the MHC-I/p complex (379).

MHC-II Structures

Before any MHC-II structure had been determined exper-
imentally, a model was constructed based on the align-
ment of amino acid sequences and the available MHC-I
three-dimensional structure (380). This model made sev-
eral valid predictions that were borne out by the subse-
quent x-ray structure determination of HLA-DR1 (381).
MHC-II clearly showed similarity to MHC-I and formed
its binding groove by the juxtaposition of the α1 and β do-
mains. The position of the electron density representing
the heterogeneous peptide that copurified with the HLA-
DR1 was identified. Figures 19.7A and C show a ribbon dia-
gram of HLA-DR1 with a homogeneous bound peptide. In
comparison to the MHC-I structure (Figure 19.6), the pep-
tides bound to the MHC-II molecule extend through the
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A C

B

FIGURE 19.7 Color ribbon representation of
HLA-DR1. A: Side view; α chain is in green, β
chain is in blue, peptide in stick representation is
in yellow. B: Top view. C: Top view with bound
peptide (PKYVKQNTLKLAT) visualized. The il-
lustration was made with PyMol (509) based on
the protein data bank (508) coordinates of 1DLH.
(See color insert.)

binding groove, rather than being anchored in it at both
ends.

A comparison of the α-carbon backbone of the peptide-
binding region of an MHC-I structure with that of an MHC-
II structure is shown in Figure 19.8. It is remarkable that
the structures are so similar, whether the binding domain
is built of the α1 and α2 domains from the same chain (for
MHC-I) or of the α1 and β1 domains that derive from two

FIGURE 19.8 Superposition of the α-carbon backbones of an
MHC-I [PDB (508)], 3HLA (363), and an MHC-II [1DLH (383)]
molecule. The backbone tracings were displayed and superposed
with QUANTA 97 (Molecular Simulations, Inc). MHC-I is shown
in blue, MHC-II in red. Amino termini are labeled N. (See color
insert.)

chains (for MHC-II). The location of polymorphic residues
can be determined by variability plots based on multiple
sequence alignments as originally suggested by Kabat and
Wu (382). Comparative ribbon diagrams (Figure 19.9), in
which the locations of the amino acid residues that are
polymorphic for the human MHC-I and MHC-II chains
are indicated, show that the bulk of the polymorphism de-
rives from amino acid variability in regions that line the
peptide-binding groove. This suggests that MHC polymor-
phism is required to allow the MHC molecules, and as a
result, the organism and its species, to respond to a chang-
ing antigenic environment.

As with MHC-I, a further understanding of the details
of the interactions of peptides with the MHC-II molecule
came from crystallographic studies of molecules prepared

A B C

FIGURE 19.9 Location of polymorphic amino acid residues in
MHC-I and MHC-II molecules. Variability plots were calculated
according to the method of Kabat and Wu (382) and the level of
variability illustrated on ribbon diagrams. Generated in QUANTA
2000 (Accelrys) of 3HLA (363) (HLA-class I), 1DLH (383) (HLA-
DR), and 1JK8 (510) (HLA-DQ), where greatest variability is red,
intermediate is green, and least is blue. (See color insert.)
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FIGURE 19.10 Location of pockets in HLA-DR1 based on the
cocrystal of HLA-DR1 with a peptide derived from the influenza
hemagglutinin. The surface representation of the molecule, look-
ing into the cleft, is shown colored based on electrostatics—red,
acidic; blue, basic. Numbering of the major binding pockets of
HLA-DR1 is according to (383). (See color insert.)

with homogeneous peptide, in the first case HLA-DR1 com-
plexed with an antigenic peptide derived from the hemag-
glutinin of influenza virus (383). Figure 19.7 shows side
(panel A) and top (panels B and C) views of HLA-DR1
bound to an influenza peptide. Based on this structure,
a set of pockets was initially designated, numbered for the
peptide position that is bound. For the influenza peptide
studied in this example, the major interactions were from
peptide positions 1, 4, 6, 7, and 9, which are indicated in
Figure 19.10. The deep P1 pocket accommodates the tyro-
sine (the third position of the peptide PKYVKQNTLKLAT)
and the pockets indicated by 4, 6, 7, and 9 fit the Q, T, L, and
L residues, respectively. The MHC-II is similar in its mode
of binding to MHC-I but reveals key differences: the lack
of requirement for free amino and carboxyl termini of the
peptide, the binding of the peptide in a relatively extended
conformation (like that of a type II polyproline helix), and
a number of hydrogen bonds between conserved amino
acids that line the binding-cleft main-chain atoms of the
peptide.

Among the most provocative observations from the first
MHC-II structures was that the molecule was visualized
as a dimer of dimers, and this moved a number of in-
vestigators to consider the possibility that activation of
the T cell via its receptor might require the dimerization
or multimerization of the TCR, an event thought to be
dependent on the propensity of the MHC/peptide com-
plex to self-dimerize. The simple elegance of this dimer
of dimers is illustrated in Figure 19.11. Several arguments
support the dimerization hypothesis: the finding of a dimer
of dimers in the crystals of HLA-DR that formed in sev-

FIGURE 19.11 Ribbon diagram of the structure of HLA-DR1
showing the dimer of dimers and the individual domains of the
protein. α chains are in blue and I , β chains are in red and green.
Peptide is in red. The illustration was generated from 1DLH (383)
in MOLSCRIPT (511) and rendered in RASTER3D (512). (See
color insert.)

eral different space groups (381,383), the observation that
a TCR Vα domain formed tight dimers and in its crys-
tals formed dimers of the dimers (384), the demonstra-
tion of the ability to immunoprecipitate MHC-II dimers
from B cells (385), the apparent requirement for purified
MHC-I dimers for stimulation of a T cell in an in vitro
system (386), and the finding that MHC-II/peptide/TCR
complexes could form higher-order multimers in solution
as detected by quasi-elastic light scattering (387). How-
ever, a number of strong counterarguments draw this hy-
pothesis into question. MHC-II molecules other than HLA-
DR1 that have been crystallized do not seem to form the
same kind of dimer of dimers in their crystals (388,389).
None of the MHC-I molecules that have been examined by
x-ray crystallography shows dimers in the same orienta-
tion as the MHC-II ones reported. A different Vα domain
fails to dimerize even at high concentration (390). The re-
ported x-ray structures of TCR/MHC/peptide complexes
(391,392,393,394) fail to show dimerization. Despite the
simple elegance of the dimer hypothesis, it is clear that
additional experimentation will be required to understand
the topologic requirements for T-cell activation through
the αβ TCR.

Recent additions to the library of MHC-II structures in-
clude the I-Ag7 molecule, a unique MHC-II that provides
one link in the susceptibility to insulin-dependent diabetes
in the mouse model (395,396). Although the structure fails
to provide direct evidence to explain the linkage to di-
abetes, it suggests that the novel repertoire of peptides
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bound by this MHC-II molecule reflects unique features of
its wider peptide-binding groove and resulting relatively
low-affinity interaction with peptide.

MHC-Ib Molecules

H2-M3
To this point, our description of MHC-I molecules has

focused on the classical molecules, represented by HLA-A,
HLA-B, and HLA-C in the human and by H2-K, H2-D, and
H2-L in the mouse. Several MHC-Ib molecules, for which
three-dimensional structures have been determined, are of
particular interest: the CD1 molecules (397,398), H2-M3
(399,400), MICA (401,402), nFcR (403), Rae-1 (404), H-60
(186), MULT1 (405), and MR1 (406). H2-M3 is of particu-
lar note because of its ability to bind and present peptide
antigens that contain amino-terminal N-formyl groups.
H2-M3 was originally identified as the MHC-Ib molecule
that presents an endogenous peptide derived from the mi-
tochondrially encoded protein ND1 that has been called
MTF (maternally transmitted factor) (150,407). Thus, it
was of interest to understand in structural terms how
this molecule binds such N-formylated peptides (400,408).
The crystal structure of H2-M3 complexed with an N-
formylated nonamer peptide, fMYFINILTL, revealed that
the structure of the A pocket, highly conserved among
MHC-Ia molecules, which have tyrosine 7, tyrosine 59, ty-
rosine 159, tryptophan 167, and tyrosine 171, is quite dif-
ferent, so that it can accommodate the N-formyl group
in the A pocket. In particular, H2-M3 has hydrophobic
residues, leucine at 167 and phenylalanine at 171, and be-
cause of the side-chain orientation of leucine 167, the A
pocket is dramatically reduced in size, causing the amino-
terminal nitrogen of the formylated peptide to be posi-
tioned where the peptide position 2 amino nitrogen would
lie in a MHC-Ia molecule. Thus, the unique peptide selec-
tivity of H2-M3 is explained in structural terms.

CD1
Another MHC-Ib molecule of great interest is CD1, rep-

resentative of a class of MHC-I molecules that map outside
of the MHC, that have limited tissue specific expression,
and that seem capable of interaction with both αβ and γ δ

T cells (409). In the human, there are two clearly distinct
groups of CD1 molecules: one consisting of CD1a, CD1b,
CD1c, and CD1e; and another of CD1d alone (410). CD1a,
CD1b, and CD1c are capable of binding and presenting var-
ious nonpeptidic mycobacterial cell wall components such
as mycolic acid–containing lipids and lipoarabinoman-
nan lipoglycans (411,412). A minor subset of αβ-bearing
T cells, believed to be an independent lineage, and de-
fined by the expression of the NK1.1 marker and known as
NKT cells, is restricted to CD1 recognition (413). The crys-
tal structure of mouse CD1d1, which corresponds to hu-
man CD1d, has been determined (397), revealing a classic

MHC-I structure with a basic α-carbon fold and β2m asso-
ciation quite similar to that of the MHC-Ia molecules. Re-
markably, this molecule was purified without the addition
of either exogenous lipid or peptidic antigen, but the crys-
tallographic structure revealed some poorly defined elec-
tron density in the binding-cleft region. Consistent with its
apparent biologic function of binding hydrophobic lipid-
containing molecules, its binding groove is somewhat nar-
rower and deeper than that of either MHC-Ia molecules
or MHC-II molecules. The backbone configuration of the
α1 α2 domain structure of CD1 is shown in Figure 19.12,
where it is compared to the homologous region of H2-Kb,
HLA-DR1, and another MHC-Ib molecule, FcRn, a neona-
tal Fc receptor. To get a three-dimensional understanding
of the shape and charge distribution of the peptide-binding
grooves of several examples of MHC-Ia, MHC-Ib and MHC-
II molecules, Zeng et al. (397) displayed a surface represen-
tation of the binding regions with electrostatic potentials
mapped to that surface (Figure 19.13). Despite the nar-
rowness of the entrance to the groove resulting from the
distance between the α helices, the CD1-binding groove,
because of its depth, has the largest volume. The depth
of the groove results from the merging of pockets to form
what have been termed the A′ and F′ pockets in place of
the MHC-Ia A through F pockets (see Figure 19.6C). This
A′ pocket is about the size of the binding site of a nonspe-
cific lipid-binding protein. For comparison, the groove of
H2-M3, with a small charged A pocket, and deep B and
F pockets, is shown. An example of an MHC-Ia molecule,
H2-Db (414), shows how different charge distribution oc-
curs in molecules of this group, and the depiction of HLA-
DR1 reveals the depth of side-chain pockets there. The
very narrow groove of FcRn (see later) appears to lack
sufficient space to accommodate a conventional peptide
antigen.

In an effort to understand more precisely how CD1
molecules bind lipid antigens, Gadola et al. crystallized
human CD1b complexed with either phosphatidylinosi-
tol (PI) or ganglioside GM2 (GM2) and determined their
x-ray structures (398). The structures were essentially
identical for the CD1b heavy chain and β2m in the two
complexes and revealed a network of four hydrophobic
channels at the core of the α1 α2 domain, which accommo-
dates four hydrocarbon chains of length from 11 to 22 car-
bon atoms. These channels are called A′, C′, and F′ for the
three analagous to the A, C, and F pockets of the MHC-Ia
molecules, and a fourth, termed T′, which is a distinct tun-
nel. An illustration of the binding groove with the bound
alkyl chains is given in Figure 19.14, which shows orthog-
onal views of the binding pocket of CD1b (panel A) and
compares these with the pocket of CD1d with the hydrocar-
bon chains superposed (panel B). These features illustrate
quite elegantly how the binding site of a classical MHC-I
molecule may have evolved from (or to) the binding site of
a molecule such as CD1 to provide antigen selectivity for
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FIGURE 19.12 Comparison of
the α-carbon backbone tracings
and size of the potential peptide-
bindng cleft of MHC-I molecule H2-
Kb, MHC-II HLA-DR1, and MHC-Ib
molecules CD1d, and FcRn. (From
(397), with permission.) (See color
insert.)

FIGURE 19.13 Shape, size, and charge of the binding groove of CD1d compared with those of
several other MHC molecules and with a lipid-transport protein. Surface representation of the
ligand-bindng cleft is displayed with acidic regions in red, basic regions in blue, and hydrophobic
regions in green. (From (397), with permission.) (See color insert.)
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A

B

FIGURE 19.14 Structural dif-
ferences between the binding
grooves of CD1b and CD1d.
A: Orthogonal views for CD1b.
B: Orthogonal views for CD1d.
The hydrophobic groove and key
side chains for CD1b and CD1d
are in blue and green, respec-
tively. Position of alkyl chains
and detergent visualized in CD1b
are colored with respect to the
binding channels they occupy: A′

(red), C′ (yellow), F′ (pink), and
T′ (violet). (From (398), with per-
mission.) (See color insert.)

a distinct set of molecules that would be common to a set
of important mycobacterial pathogens.

FcRn
Another example of an MHC-Ib molecule, noteworthy

because it serves as an example of a novel function of MHC
molecules, is the neonatal Fc receptor. Originally described
in the rat as a molecule of the intestinal epithelium that
is involved in the transport of colostral immunoglobulin
from the lumen to the bloodstream (415,416), homologs in
the mouse and human have also been described (417–419),
and the structure of the rat molecule has been determined
crystallographically (403) (Figure 19.15). As suggested by
the amino acid sequence similarity of the FcRn to MHC-I
proteins, the three-dimensional structure revealed consid-
erable similarity to MHC-Ia molecules (403). Specifically,
α1 and α2 domains have similar topology to the MHC-I
molecule, although, as we discussed earlier, what would
be the peptide-binding groove in the MHC-Ia molecules is

closed tightly and lacks space sufficient for a ligand. The
most provocative feature of the structure of the FcRn/Fc
complex is that the MHC-I–like FcRn interacts with the Fc
through contacts from the α2 and β2m domains to inter-
act with the Fc Cγ 2–Cγ 3 interface. As compared to the
structure of the unliganded Fc, the complex reveals both
conformational changes in the Fc and the presence of sev-
eral titratable groups in the interface that must play a role
in the pH-dependent binding and release of Ig molecules
from the FcRn. The FcRn has taken the MHC-I fold and
diverted its function to an interaction with the Fc of the
immunoglobulin. Amino acids at what would classically
be considered the “right-hand side” of the peptide-binding
groove make contact with the Fc interface that lies between
the Cγ 2 and Cγ 3 domains. The FcRn serves as an excellent
example of similar structures in the immune system being
diverted for an alternative purpose. The importance of the
FcRn has been underscored by the recent observations of
differences in the serum half-life of immunoglobulin in

FIGURE 19.15 Structure of the
FcRn complexed with Fc. Rib-
bon diagram of the FcRn (pur-
ple), β2m (green) interacting with
the Fc (magenta and brown) het-
erodimer consisting of the wild-
type (wt) and nonbinding (nb) en-
gineered chain. For comparison,
the homodimer of the nbFc is
shown on the right. These are PDB
(508) files, 1I1A and 1I1C (513), re-
spectively. (From (513), with per-
mission.) (See color insert.)
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animals that, as a result of an induced deletion of β2m,
lack the normal expression FcRn as well, and seem to me-
tabolize serum immunoglobulin aberrantly (420).

MHC-Iv Molecules

MHC and structurally related molecules are produced not
only by vertebrates but also by cytomegaloviruses, large
DNA viruses of the β-herpesvirus family that have coe-
volved with their vertebrate hosts over millennia and are
exquisitely adapted to survive and persist in the face of host
immune responses. Viral MHC-I–like molecules have been
identified bioinformatically from amino acid sequences of
the open reading frames predicted from genome sequence
data. In some cases, such as the UL18 protein of human cy-
tomegalovirus (HCMV) and the m144 protein of mouse cy-
tomegalovirus (MCMV), the sequence homology to bona-
fide MHC-I molecules is sufficiently strong to identify them
unambiguously as MHC-I–like. However, in most cases,
such as with the m145 family of MCMV, the sequence ho-
mology to MHC-I is very weak and relatedness to MHC-I is
based on structure prediction algorithms alone. We term
these virally encoded MHC-I–like molecules MHC-Iv to re-
flect their distinct evolutionary history, their structural de-
viation from typical MHC-I molecules in some cases, and
their role in evading host immune responses. A survey of
DNA sequences of 11 genes obtained from 26 wild murine
cytomegalovirus isolates and laboratory strains indicated
that several of the MHC-Iv genes (m144, m145, and m155)
revealed significant sequence variation, consistent with the
view that this variation may offer some immune-evasive
benefit to the virus (421).

Structural characterization of MHC-Iv molecules be-
gins with an evaluation of the requirement for β2m and/or
peptide for stable expression. UL18 is associated with both
β2m and peptide, whereas m144 is associated only with
β2m. The structure of m144 has been reported (27), reveal-
ing the preservation of all structural elements of the MHC-I
fold (Figure 19.16). The cleft of m144 does not seem capa-

A

B

FIGURE 19.16 Structure of the MHC-Iv molecule, m144 (27),
is shown. Heavy chain is in magenta, β2m light chain is in blue.
(See color insert.)

ble of binding peptides, as the groove is narrow and critical
tyrosine residues are not conserved. A unique disulfide an-
chors the α1 helix to the β sheet. Recently, the structure of
m157, a cytomegalovirus MHC-I–like immunoevasin that
binds the Ly49H activation receptor of C57BL/6 mice and
the Ly49I inhibitory receptor of 129/J mice, has been re-
ported (422). This β2m-independent, peptide-free MHC-
Iv molecule reveals the major features of the MHC-I fold
with some unique aspects. How it binds its Ly49 ligands
remains unclear. The m153 protein of MCMV, also a mem-
ber of the m145 family, reveals novel adaptations of the
MHC-I fold (423). The m153 protein does not require β2m
or peptide and, in contrast to other MHC-I molecules, is
a noncovalent dimer. The monomers are associated in a
head-to-tail fashion. An extended unstructured N termi-
nus contains a unique disulfide that anchors it to the α3
domain. The m153 structure hints tantalizingly of more
surprises to come as structures of other MHC-Iv molecules
become available.

In those cases where functions have been elucidated,
MHC-1v molecules have been shown to act as immuno-
evasins that inhibit NK cells to enable virus survival and
persistence in the host. Both UL18 and UL142 inhibit hu-
man NK function, the former by binding to the inhibitory
receptor LIR-1. The mode of action of UL142 remains to
be determined. The m157 binds to the inhibitory receptor
Ly49I in mouse strains that are susceptible to viral infec-
tion. The m144 protein has also been shown to inhibit NK
activation, but the ligand remains to be identified.

Mill MHC–like Molecules

A novel set of MHC-Ib–like genes designated Mill (MHC
class I–like located near the leukocyte receptor complex)
has recently been identified in both mice and rats (424–
426). These encode MICA/B-like glycophosphatidylinsol-
linked cell surface molecules that are associated with β2m
and do not require TAP for cell surface expression. Their
function remains unclear.

Complexes of MHC Molecules with Ligands

Our structure/function survey will be completed by brief
descriptions of the interactions of MHC-I and MHC-II
molecules with αβ TCRs, with the T-cell coreceptors CD8
and CD4, and of MHC-I molecules interacting with NK re-
ceptors. MHC-I molecules, MHC-Ia, MHC-Ib, and MHC-
Iv, offer a unique challenge to the student and investigator
to keep track of which MHC molecule binds which other
receptor and with what function. Although a complete de-
scription of these many interactions is beyond the scope
of this chapter, Table 19.10 offers a compilation of the hu-
man MHC-I and MHC-I–like molecules and their known
cognate receptors. A description of interactions of MHC-
II molecules with superantigen follows. Each of these
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structural studies complements a host of biologic exper-
iments that have led to an appreciation of the importance
of understanding the structural basis of these immune re-
actions.

MHC/TCR Interactions
Perhaps the most exciting of the recent structural ob-

servations has been the solution of x-ray structures of
MHC molecules complexed with both specific peptides
and TCR. This has been accomplished in several sys-
tems (391,392,393,427,428). The first examples were of
MHC-I–restricted TCR, one from the mouse (392) and
one from the human (391). The mouse MHC-I molecule
H2-Kb was analyzed in complex with a self-peptide,
dEV8, and a TCR known as 2C (392,429), and the hu-
man HLA-A2 complexed with the Tax peptide was stud-
ied with its cognate TCR derived from a cytolytic cell
known as A6 (391). These structures offered a consis-
tent first glimpse at the orientation of the TCR on the
MHC/peptide complex, but additional structures, includ-
ing one involving a murine MHC class II–restricted TCR,
suggest that more molecular variations may exist. As a
canonical example of the MHC/peptide/TCR complex, we
include an illustration of the H2-Kb/dEV8/2CTCR com-
plex (429) (Figure 19.17). Another view of this mouse TCR
as mapped onto its cognate MHC/peptide complexes is il-
lustrated in Figure 19.18. This illustration shows that the
complementarity-determining regions (CDRs) of the TCR
(labeled 1α2α3α for CDRs of Vα and 1β2β and 3β for the
CDRs of Vβ, respectively) sit symmetrically on the MHC/
peptide complexes. For the 2C/H2-Kb/dEV8 complex (Fig-
ure 19.18), the region contacted by the CDRs of the Vα

domain of the TCR lies to the left and that contacted by
the CDRs of the Vβ domain lies to the right. The regions
contacted by CDR3, labeled 3α and 3β, are at the center of
the bound peptide, while the regions contacted by CDR1
and CDR2 of both Vα and Vβ lie peripherally. Footprints
of other TCRs have been reviewed elsewhere (314).

With the publication of additional MHC/peptide/TCR
structures (314), several additional points have emerged:
(a) There is considerable variability in the orientation
of the TCR Vα and Vβ domains with respect to the
MHC/peptide complex. Although the first MHC-II/peptide/
TCR structure suggested that an orthogonal disposition,
in which Vβ makes the great majority of contacts with the
MHC-II α1 domain and the Vα interacts predominantly
with the β1 domain, might be the preference for MHC-II/
TCR interactions (393), additional MHC-II/peptide/TCR
structures (394,427) suggest that this disposition is not
indicative of MHC-I as compared to MHC-II but rather
reveals the wide variety of possibilities. (b) Considerable
plasticity in the conformation of the CDR loops of the TCR,
particularly long CDR3 loops, is observed in the compari-
son of TCRs free or bound to their cognate MHC/peptide
ligands (429,430). A striking example of this is illustrated

by the structure of the KB5-C20 TCR alone as compared
to its complex with H2-Kb/peptide (Figure 19.19).

Recent Structural Insights into Alloreactivity
During T-cell development, TCRs destined to be use-

ful to the host are selected for weak reactivity with one
or more self-peptides complexed with cell surface host
major histocompatibility (MHCp) molecules. TCR selec-
tion is customized in each individual because of extensive
polymorphism in MHC molecules that is designed to diver-
sify peptide repertoire and optimize immune responsive-
ness. Thymic selection and MHC polymorphism combine
to generate antimicrobial T-cell responses that are geneti-
cally restricted to recognizing host MHC molecules while
retaining Ag specificity. MHC-restriction has been a cen-
tral paradigm of T-cell immunity and was the basis for
the 1996 Nobel Prize awarded to Peter Doherty and Rolf
Zinkernagel.

Unfortunately for transplant clinicians and their pa-
tients, the rule of MHC restriction is violated when T cells
are exposed to allogeneic MHC/p complexes. Remarkably,
up to 10% of naive T cells react strongly against allogeneic
MHC/p in vitro (mixed lymphocyte reaction) and in vivo,
leading to allograft rejection and graft-versus-host disease.
This reaction, known as T-cell alloreactivity, is why MHC
molecules were initially called transplantation or histo-
compatibility molecules and has puzzled immunologists
for decades.

There are two main historical theories to explain the
high frequency of alloreactive T cells. The first, proposed
in 1977 by Matzinger and Bevan, postulated that a single
allogeneic MHC molecule could give rise to multiple bi-
nary complexes with cell surface molecules, creating “neo-
antigenic” determinants recognized by clonally distinct
T cells. This has been reinterpreted in a “peptide-centric”
hypothesis whereby a single MHC molecule presents dis-
parate peptides recognized by multiple different T-cell
clones. The “multiple binary complex” model implies that
the TCR interacts with a set of amino acids shared by
self- and allogeneic MHC molecules, so the cross-reaction
depends crucially on the peptide antigen. However,
Bevan later suggested that alloreactive T cells might focus
on polymorphic residues exposed on the allogeneic MHC
molecule itself, the “high determinant density” model in
which the TCR focus is “MHC-centric” and the peptide is
largely irrelevant.

Recently, Garcia and colleagues have solved the struc-
ture of the 2C TCR in complex with its known allogeneic
ligand, H2-Ld-QL9 and then compared it to the structure
of 2C in complex with its positively selecting ligand, H2-
Kb-dEV8, and thus were able to provide important insight
into the structural basis of alloreactivity (431). These two
TCR footprints were typical of known TCR-MHC/p struc-
tures but differed from each other in a number of ways.
For instance, each chain of 2C made contact with one MHC
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◗ TABLE 19.10 Human MHC-Ia and MHC-Ib Molecules and Their Ligands

αβ γδ
TCR TCR KIR2DL1 KIR2DL2/3 KIR2DL4 KIR3DL1 KIR3DL2

MHC-1a

HLA-A a a
HLA-A3, A11

peptide-dependent
(479)

HLA-B a a
Bw4 group

(40% of B-
allotypes)
(480,481)

HLA-C a a
C2-group

(CLys80)
Younger &

stronger
(482,483)

a
C1-group

(CAsn80)
Older &

weaker
(482,483)

MHC-1b

HLA-E a
HLA-context-

dependent
(125)

HLA-F ?
HLA-G ? a

Soluble HLA-G
(491,492)

MHC-1–like

MIC-A ?
Vγ 1Vδ1
Costimulus role

not excluded
(494)

MIC-B
CD1 a (497,498) aCD1c (Vδ1)

(499)
MR1 a (406)
Hfe ? (500)
RAET-I

(ULBP)
UL18

α-helix of H2-Ld-QL9, whereas both chains contacted both
α helices in H2-Kb-dEV8. The geometry of 2C adopted a
more perpendicular orientation on H2-Ld-QL9 and there
was a relative rotation of H2-Kb-dEV8 by 20 degrees. The
alloreactive complex reveals that both peptide-centric and
MHC-centric interactions underpin direct T-cell allorecog-
nition by the 2C receptor, but with a heavy emphasis on
MHC-centric interactions. Most surprising, however, was
the small number of shared contacts between the two
structures, implying a limited role for mimicry between

cognate and allogeneic MHC/p. H2-Kb and H2-Ld have 31
amino acid differences and there is no sequence similarity
between the H2-Kb–restricted octamer self-peptide dEV8
and the H2-Ld–restricted nonamer QL9. Given these dif-
ferences, it was a fair bet that the cross-reactivity of 2C on
H2-Kb-dEV8 and H2-Ld-QL9 would depend on plasticity in
the CDR3 regions of the TCR as documented in compar-
isons of bound and free TCRs, including 2C. Surprisingly,
this was not the case, as the TCR actually adopted very
similar conformations in the two structures.
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LIR1 LIR2
(LILRB1/ (LILRB2/

NKG2A NKG2C NKG2D BY55 ILT2/ ILT4/
KIR2S1 KIR2S2 KIR2S4 CD94/159a CD94/159c CD94/159d (CD160) CD85j) CD85d)

C2-group
(CLys80)

Weak
(484)

C1-group
(CAsn80)

Weak
(484)

a
not Cw6 but

some
non–MHC-1a
ligands
(485,486)

a
(487,488)

a
complexed with

MHC-I or viral
leader peptides
(117,489,490)

a
complexed with

MHC-I viral
leader peptides
(117,490)

a (493)

a (495,496)

a (495)

a (495)

a (501)

The role of molecular mimicry and the relative impor-
tance of “peptide-centric” versus “MHC-centric” bias in T-
cell allorecognition is likely to vary in different systems.
Hence, it is likely that the nature of the polymorphisms
between cognate and allogeneic MHC allotypes will affect
TCR focus. Thus, closely related MHC allotypes that differ
by as little as one amino acid (e.g., H2-Kb mutants in mice;
HLA-A2, B44, and B27 families in humans) are set up for
MHC mimicry to be a key component of T-cell allorecog-
nition, where specificity is likely to be “peptide-centric.”

For example, HLA-B∗4402 and B∗4403 allotypes differ by
only a single amino acid and yet stimulate strong mutual
allogeneic T-cell responses. Indeed, the potency of T-cell al-
loresponses between closely related MHC allotypes proba-
bly occurs because positive selection of host T cells is pur-
posely designed to create a repertoire responsive to subtle
changes in peptide display. Therefore, closely related MHC
allotypes, with differences in both peptide repertoire and
MHC/p conformation of a shared repertoire, play straight
into nature’s design for T-cell recognition.
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A

B

C

FIGURE 19.17 Structure of an
MHC-I/peptide/TCR complex. H2-
Kb bound to the peptide dEV8
(EQYKFYSV) in complex with the
2C TCR is shown. The TCR α
and β chains (magenta and light
blue) as well as H2-Kb (green)
and peptide (yellow) are shown.
Complementarity-determining re-
gions (CDRs) of the TCR, col-
ored in contrasting colors, and
labeled 1, 2, and 3, are also indi-
cated. (From (429), with permis-
sion.) (See color insert.)

A
C

B

FIGURE 19.18 Footprint of CDRs. The
structure of the H2-Kb/dEV8/2CTCR com-
plex (2TCR) was displayed in PyMol (509).
(A) shows the full complex, (B) a close-
up of the TCR/MHC/peptide interface, and
(C) shows the surface of the MHC (ma-
genta)/peptide (yellow) complex with the
CDR loops of the TCR Vα (green) and Vβ
(blue) shown and labeled. (See color in-
sert.)
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FIGURE 19.19 CDR3 plasticity. Backbone tracings of the KB5-
C20 TCR CDR loops free or bound to the MHC/peptide com-
plex are superposed. The unliganded forms are in lighter colors.
(From (430), with permission.) (See color insert.)

MHC/Coreceptor Interactions
The major coreceptors for recognition by αβ TCRs are

CD8, which interacts with MHC-I molecules, and CD4,
which interacts with MHC-II. Coreceptor function likely
plays a role in signaling the T cell in addition to or dis-
tinct from any contribution the coreceptor MHC interac-
tion may provide in increasing apparent avidity between
the MHC/peptide and the TCR complexes. CD8, the core-
ceptor on MHC-I–restricted αβ T cells, exists as a cell
surface homodimer of two α chains or a heterodimer
of α and β chains and plays an important role both in
the activation of mature peripheral T cells as well as
in the thymic development of MHC-I–restricted lympho-
cytes (432,433). The three-dimensional structures of hu-
man and mouse MHC-I/CD8αα complexes have been re-
ported (81,82). These structures have localized the binding
site of the CD8 immunoglobulinlike αα homodimer to a re-
gion beneath the peptide-binding platform of the MHC, fo-
cusing an antibodylike combining site on an exposed loop
of the MHC-I α3 domain. This interaction is illustrated in
Figure 19.20, which shows the flexible loop of residues 223
to 229 clamped into the CD8 combining site.

The T-cell coreceptor associated with cells restricted to
MHC-II antigens, CD4, has also been the subject of detailed
structural studies, in part because of its role as a receptor
for attachment and entry of the human immunodeficiency
virus, HIV (434). The x-ray structure determination of the
complete extracellular portion of the molecule (domains
D1 through D4) indicates that there is segmental flexibil-
ity between domains D2 and D3, and both crystallographic
and biochemical data suggest that dimerization of cell sur-
face CD4 occurs (435). These results have been interpreted
to support a role for CD4-mediated, MHC-II–dependent
dimerization in facilitating TCR dimerization and signal-
ing. The geometry that facilitates the CD4/MHC–II/TCR
interaction has been suggested by a crystal structure of an
MHC-II/CD4 D1D2 complex and the superposition mod-

FIGURE 19.20 MHC-I–binding site for CD8αα homodimer lies
beneath the peptide-binding groove. HLA-A2 heavy chain, red,
β2m, orange, and peptide (ball-and-stick) are shown in complex
with the CD8αα homodimer (red and blue). MOLSCRIPT (511)
illustration based on the PDB (508) file 1AKJ (82). (See color
insert.)

eling of this with both a TCR/MHC structure and the full
structure of the D1–D4 homodimer (78) (Figure 19.21).

MHC/NK Receptor
A cellular system that parallels T cells in recognition

of cells altered by oncogenesis or pathogens is that of
the innate immune system. The crucial cells that perform

FIGURE 19.21 Model of TCR/MHC-II/peptide complex inter-
acting with CD4. Superposition of MHC-II/CD4 D1D2 structure
with that of a complete D1-D4 CD4 structure results in this model
suggesting how MHC-II may contribute to multimerization of a
TCR/CD4 complex. (From (78), with permission.) (See color in-
sert.)
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this recognition function are NK cells, and their NK re-
ceptors interact with either classical MHC-I molecules on
their targets or their structural relatives. In the past sev-
eral years, not only has our appreciation of the complexity
of NK/MHC recognition increased, we have also learned
some of the structural and functional details by which
different NK receptors identify potentially harmful cells
(13,49). In addition to their expression on NK cells, some
of the NK receptors are now known to be expressed on sub-
sets of T cells and other hematopoietic cells. The NK re-
ceptors in general fall into two major functional categories,
activating receptors and inhibitory receptors. In general,
each of these classes of NK receptors also falls into two
different structural groups, the Ig-like receptors and the
C-type lectinlike receptors. Because of their functional in-
teractions with MHC-I and MHC-I–like molecules, and be-
cause several different systems have evolved to recognize
MHC-I molecules differently, it is worthwhile to examine
the recently determined structures of several MHC-I/NK
receptor complexes.

In the human, the major NK receptors are known as
KIRs, for killer-cell immunoreceptors. These molecules are

of the immunoglobulin superfamily and are distinguished
by the number of their extracellular domains (classified as
KIR2D or KIR3D for those with two or three extracellu-
lar domains, respectively), as well as the amino acid se-
quence and length of their transmembrane and cytoplas-
mic domains. The short KIRs (e.g., KIR3DS and KIR2DS
molecules) are considered activating because they have the
potential to interact with the DAP12 (KARAP12) signal-
transducing molecule, and the long KIRs (e.g., KIR3DL
and KIR2DL) are inhibitory because they have cytoplasmic
domains that contain ITIMs (immunoreceptor tyrosine-
based inhibitory motifs).

The KIR2DL1 and KIR2DL2 molecules have been stud-
ied extensively. They interact with the human MHC-I
molecules HLA-Cw4 and HLA-Cw3, respectively, and show
some preferences for MHC-I molecules complexed with
particular peptides. Among the polymorphic amino acid
residues that distinguish HLA-Cw3 and HLA-Cw4 are
Asn80 of -Cw3 and Lys80 of -Cw4. Thus, it was of inter-
est when the structures of KIR2DL2/HLA-Cw3 (115) and
KIR2DL1/HLA-Cw4 complexes were reported (116). These
structures are illustrated in Figure 19.22. The important

A B

C D

FIGURE 19.22 Interactions of
KIR2D molecules with their HLA-
Cw ligands. KIR2DL2 (A, C) and
KIR2DL1 (B, D) are shown (ma-
genta) in complex with their re-
spective HLA-Cw3 and HLA-Cw4
ligands. (From (13), with permis-
sion.) (See color insert.)
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conclusions from these structures is that the recognition
of the MHC-I is via amino acid residues of the elbow bend
joining the two immunoglobulinlike domains of the KIR
and that residues that vary among different KIRs deter-
mine the molecular specificity of the interaction with the
particular allelic product of HLA-C. In addition, the inter-
action of the KIR with the HLA-C is also modulated by the
particular bound peptide, explaining the results of bind-
ing/peptide specificity studies.

The mouse exploits a set of NK receptors of a differ-
ent structural family to provide the same function. In par-
ticular, the predominant, and best studied, mouse NK re-
ceptors are those of the Ly49 family, and Ly49A is the
best studied. Functional experiments had demonstrated
that Ly49A interacts with the MHC-I molecule, H2-Dd, and
also that, for appropriate interaction, the H2-Dd needs to
be complexed with a peptide. In contrast to human NK
recognition, however, surveys of H2-Dd–binding peptides
reveal little if any peptide preference or specificity. This
would explain the function of the NK-inhibitory receptor,
in that they are at baseline chronically stimulated by nor-
mal MHC-I on somatic cells, turning off the NK cell. When
MHC-I is dysregulated by tumorigenesis or by pathogenic
infection, the lower level of surface MHC-I diminishes the
NKIR-mediated signal, and the NK cell is activated. The
structure of the mouse Ly49A–inhibitory receptor in com-
plex with its MHC-I ligand, H2-Dd (Figure 19.23), reveals
several crucial features of the interaction: (a) the Ly49A
C-type lectinlike molecule is a homodimer; (b) the Ly49A
molecule makes no direct contact with residues of the
MHC-bound peptide; and (c) in the x-ray structure, there
are two potential sites for Ly49A interaction with the MHC
molecule—site 1 at the end of the α1 and α2 helices, and
site 2, an extensive region making contact with the floor of
the peptide binding groove, the α3 domain of the MHC-I
molecule, and the β2m domain as well. The ambiguity sug-

FIGURE 19.23 H2-Dd interactions with the C-type lectinlike re-
ceptor, Ly49A. The crystallographic determination of two distinct
sites of H2-Dd interacting with the Ly49A homodimer is shown.
Extensive mutagenesis and binding studies suggest that the func-
tional site of interaction is site 2. (From (13), with permission.)
(See color insert.)

gested by the x-ray structure has been resolved by extensive
mutagenesis studies that are consistent with the view that
site 2 is functionally significant (436,437). Recently, several
other NK receptors have been studied structurally. These
include the Ly49I inhibitory receptor, which interacts func-
tionally with H2-Kb, which has been crystallized without
a ligand, revealing a basic fold similar to that of Ly49A,
but with a somewhat different dimeric arrangement (438).
Ly49C, another murine NK-inhibitory receptor, has been
examined in complex with its H2-Kb ligand (439). Differ-
ences between H2-Kb/Ly49C and H2-Dd/Ly49A suggest dif-
ferent modes of NK-receptor binding to MHC-I, depending
on whether the interaction is “cis” (i.e., between the NK re-
ceptor and the MHC-I on the same NK cell) or “trans” (be-
tween the NK receptor on the NK cell and the MHC-I on its
target). Both human and mouse NKG2D C-type lectinlike
activation receptors have been examined by crystallogra-
phy as well. The human NKG2D molecule forms a complex
with an MHC-I–like molecule, MICA, which is expressed
on epithelial cells and a wide variety of epithelial tumors
(401). The murine NKG2D molecule has been crystallized
in complex both with RAE-1β (404), a distantly related
MHC-I–like molecule that lacks the α3 and β2m domains
of the classical MHC-I molecules, and with another MHC-
I–like α1 α2-domain molecule, ULBP3 (440). The general
lesson learned from the studies of NKG2D interactions are
that: (a) this C-type lectinlike receptor, unlike Ly49A, binds
to MHC-like molecules spanning the α1 and α2 domains
of the MHC-I–like ligands; and (b) NKG2D has consider-
able plasticity in its ability to interact with several differ-
ent molecules while maintaining the same general docking
orientation (441).

MHC-II Superantigen
Superantigens are molecules, frequently toxic products

of bacteria, that bind MHC molecules on the cell surface
and are then presented to a large subset of T cells, usu-
ally defined by the expression of a particular family of
TCR V regions (442). Most of the known superantigens
bind MHC-II molecules, though one, the agglutinin from
Urtica dioica, the stinging nettle, can be bound by both
MHC-I and MHC-II molecules and presented to T cells of
the Vβ8.3 family (443). Its structure in complex with car-
bohydrate ligand has been reported (444,445). MHC-II in-
teractions with superantigens, such as those derived from
pathogenic bacteria, are the first step in the presentation
of the multivalent array of the APC-bound superantigen to
T cells bearing receptors of the family or class that can bind
the superantigen (442). A number of structural studies ex-
amining the interaction of superantigen, both with their
MHC-II ligands and with TCRs, have been reported (446).
Structural analysis of crystals derived from staphylococcal
enterotoxin B (SEB) complexed with HLA-DR1 (447) and
from toxic shock syndrome toxin-1 (TSST-1) complexed
with HLA-DR1 (448) revealed that the two toxins bind to
an overlapping site, primarily on the MHC-II α chain, and
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A B

FIGURE 19.24 Different superantigens, (A)
SEB and (B) SpeC, interact differently with TCR
and MHC-II. (From (514), with permission.)

indicated that the SEB site would not be expected to be
influenced by the specific peptide bound by the MHC, al-
though the TSST-1 site would. Recently, the view that su-
perantigens exert their biologic effects by interaction with
conserved regions of the MHC-II molecule as well as con-
served regions of the TCR has been challenged by the deter-
mination of two structures, that of Staphylococcus aureus
enterotoxin H complexed with HLA-DR1 (449), and that
of streptococcal pyrogenic toxin C in complex with HLA-
DR2a (450). Both of these studies indicate that these super-
antigens can interact with the MHC-II β chain through a
zinc-dependent site that includes superantigen contacts to
bound peptide. Looking at models for the complete com-
plex of MHC-II/SEB/TCR and MHC-II/SpeC/TCR based on
these structures, a sense of the biologic variety available for
superantigen presentation to TCRs was developed. These
models are shown in Figure 19.24.

MOLECULAR INTERACTIONS OF
MHC MOLECULES

Physical Assays

Whereas the crystal stuctures provide a vivid static illustra-
tion of the interactions of MHC molecules with their pep-
tide, FcRn, CD8, CD4, superantigen, NK receptor, and TCR
ligands, the dynamic aspects of these binding steps can be
approached by a variety of biophysical methods (451). It
is important to note that affinities and kinetics of inter-
action of MHC/peptide complexes for TCR have been de-
termined by several methods in a variety of systems (452–
454,455,456–459). In addition, MHC interactions with NK
receptors (112,113,460,461) have been quantified by simi-

lar techniques. Although there are clear differences in the
affinity and kinetics of binding of different TCR and NK
receptors for their respective cognate MHC/peptide com-
plexes, the generally consistent findings are that the affini-
ties are low to moderate (i.e., Kd = 5 × 10−5 to 10−7 M)
and are characterized by relatively rapid dissociation rates
(i.e., kd = 10−1 to 10−3 s−1).

Multivalent MHC/Peptide Complexes

A major development in the past several years has been the
engineering and application of multivalent MHC/peptide
complexes for the identification, quantification, purifica-
tion, and functional modulation of T cells with partic-
ular MHC or MHC/peptide specificity. Two general ap-
proaches have been exploited: one based on the enzymatic
biotinylation of soluble MHC/peptide molecules gener-
ated in bacterial expression systems that are then multi-
merized by binding of the biotinylated molecules to the
tetravalent streptavidin (462); and another based on the
engineering of dimeric MHC/immunoglobulin fusion pro-
teins (463). These reagents can be used in flow cytomet-
ric assays that permit the direct enumeration of MHC/
peptide-specific T cells taken directly ex vivo. In either
of these methods, multivalent MHC/peptide complexes
are generated and the relatively weak intrinsic affinity of
the MHC/peptide complex for its cognate TCR is effec-
tively magnified by the gain in avidity obtained by the in-
crease in valency. For MHC-I molecules, the technology
has been so reliable in producing multivalent (tetrameric)
molecules loaded homogeneously with synthetic peptides
that a wide variety of specific peptide/MHC-I multimers
are available either from a resource facility sponsored
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by the National Institute of Allergy and Infectious Dis-
eases (www.niaid.nih.gov/reposit/tetramer/index.html) or
from commercial suppliers that offer either the tetramer
or the immunoglobulin multimer. The MHC-I/peptide mul-
timers have also been exploited for identification of spe-
cific populations of NK cells and for assignment of various
NK-receptor specificities (117,464–466). For some MHC-
II molecules, similar success has been achieved in the
production of such multimers, using insect cell or mam-
malian cell expression systems for molecules produced by
either the tetramer or the immunoglobulin chimera strat-
egy (467–471). Despite many reports of successful appli-
cation of these MHC class II multimers for identification
of specific MHC-II/peptide–directed T cells, the technology
at the present time seems less predictable than for MHC-I
molecules. No doubt, further methodologic improvements
will be needed (472).

CONCLUSION

We have surveyed the Mhc as a genetic region and a source
for molecules that are crucial to immune regulation and
immunologic disease. These genes reflect the panoply of
mechanisms involved in the evolution of complex systems
and encode cell surface proteins that interact via a com-
plex orchestration with small molecules, including pep-
tides and glycolipids, as well as with receptors on T cells
and NK cells. The MHC-I molecules provide the immune
system with a window for viewing the biologic health of
the cell in which they are expressed, and MHC-II molecules
function as scavengers to taste and display the remnants of
the cellular environment. Viruses and bacterial pathogens
contribute enormously to the genetic dance—they mod-
ulate and compete in the control of MHC expression—
and the host, by adjusting its T-cell and NK-cell reper-
toire on the time scale of both the individual organism
and the species, resists the push to extinction. The im-
mune system, dynamically, resourcefully, creatively, pro-
vides, through the concerted action of its MHC molecules,
TCR, NK receptors, and antibodies, as well as a host of
other regulatory molecules, an organ system that is vital
not only to the survival of the individual but to the suc-
cess of the species. As we understand better the molecular
functions of the MHC, we should better understand ratio-
nal approaches to manipulating the immune system in the
prevention, diagnosis, and treatment of immunologic and
infectious diseases.
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To be recognized by T lymphocytes, antigens must be
bound to antigen-presenting molecules, which are dis-
played at the cell surface. Classically, antigen-presenting
molecules—class I and class II major histocompatibility
complex (MHC) molecules—bind peptides derived from
intracellular proteins and from proteins captured by the
antigen-presenting cells (APCs), respectively, whereas CD1
MHC-like molecules bind lipid antigens. Antigen recogni-
tion by T lymphocytes primarily depends on the ability of
APCs to process protein antigens into peptides, load them
onto MHC molecules, and finally display the MHC–peptide
complexes at the cell surface. In this chapter we begin by
giving a brief overview of the different types of APCs, con-
centrating on their properties that both facilitate and mod-
ulate the processing and presentation of antigens. We then
discuss the mechanisms of antigen processing and loading
onto MHC molecules, and transport of the MCH–antigen
complexes to the cell surface for each of the major antigen-
presenting molecules MHC I, MHC II, and CD1.

ANTIGEN-PRESENTING CELLS

Almost all nucleated cells constitutively display at their sur-
face MHC I molecules presenting peptides derived from in-
tracellular proteins. This process is called the classic MHC

I presentation pathway, and it allows CD8+ T cells to mon-
itor the contents of the cells, identify and eliminate cells
infected by viruses or intracellular pathogens, and possi-
bly tumor cells. In contrast, MHC II and CD1 molecules
present respectively peptides and lipids derived primarily
from captured exogenous antigens to CD4+ T cells and nat-
ural killer T cells. MHC II and CD1 molecules are expressed
mainly on a limited subset of cells, called professional
APCs (pAPCs), which are to varying degrees involved in
the initial presentation of antigens to naive T cells. pAPCs
include B lymphocytes, macrophages (Mφ), and especially
dendritic cells (DCs). As we discuss later, pAPCs can also
present peptides derived from exogenous antigens on MHC
I to activate naive CD8+ T cells and prime an immune re-
sponse by a process called cross-presentation. pAPCs vary
in their capacity to capture, process, and present antigens
on MHC molecules. They also differ in the level expression
of the costimulatory molecules and released cytokines re-
quired for activating naive T cells.

B Lymphocytes

The ability of B cells to internalize antigen is very limited
because they do not exhibit a marked capacity for endo-
cytosis. For example, B cells are generally not capable of

614
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phagocytosis of large particles, and therefore they are un-
able to capture and present antigens derived from invad-
ing microorganisms. B cells do, however, efficiently bind
and internalize soluble antigens that bind specifically to
their unique surface immunoglobulins. Because they ex-
press high levels of MHC II and costimulatory molecules,
B cells are highly efficient at presenting only their cognate
antigens, generating peptide–MHC class II complexes that
are presented to CD4+ T cells. Not only does presentation
by B cells serve to stimulate T cell proliferation, CD4+ T
cells return the favor and facilitate the proliferation and
differentiation of B cells into antibody-secreting B cells
and plasma cells (see Chapters 8 and 9).

Macrophages

Macrophages exhibit an exceptional capacity for endocy-
tosis and thus have the ability to capture a broad spectrum
of antigens by fluid-phase endocytosis, receptor-mediated
endocytosis (e.g., via Fcγ receptors, various lectins such as
mannose receptor), and phagocytosis of large particles (see
Chapter 18). However, Mφ express relatively low levels of
MHC and costimulatory molecules. Upon activation by in-
flammatory stimuli, Mφ upregulate the expression of MHC
II and costimulatory molecules, although their level of ex-
pression is still substantially lower than in B cells and DCs.
On the other hand, Mφ exhibit an exceptional capacity for
lysosomal digestion, unlike B cells or DCs (1). This allows
for a rapid clearance of the captured antigens but may
limit the generation of antigenic peptides by premature
destruction and thus affect MHC presentation. Together,
these results suggest that although Mφ can initiate innate
immune responses and were once thought to be essential
for initiating adaptive immunity, they are suboptimal for
efficient MHC presentation.

Dendritic Cells

DCs are believed to play a primary role in priming T cell–
mediated immune responses (2,3) (see also Chapter 15).
Their efficiency stems not only from their location in tis-
sues, high endocytic capacities, migratory properties in
response to inflammatory stimuli, and high surface ex-
pression of MHC and costimulatory molecules, but also
from their capacity to developmentally regulate these func-
tions (4). Immature DCs mainly reside in peripheral tis-
sues, where they act as sentinels, capturing a wide spec-
trum of antigens via various mechanisms. Like Mφ, DCs
have a capacity for multiple forms of endocytosis. While
in their immature state, however, DCs are poor at anti-
gen presentation, expressing low levels of surface MHC
and costimulatory molecules. MHC II molecules accumu-
late inside lysosomal compartments together with inter-
nalized intact antigens. After receiving an inflammatory
stimulus, peripheral DCs begin to mature and migrate to

secondary lymphoid organs, where they present processed
antigens to T cells. DC maturation is accompanied by a dra-
matic structural reorganization of the cells. DCs acquire
the capacity to process captured antigens, load immuno-
genic peptides onto MHC II molecules, and selectively
transfer the MHC II/peptide complexes from lysosomes
to the plasma membrane together with costimulatory
molecules. Not all mature DCs, however, are functionally
equivalent. It is now clear that different maturation stim-
uli produce mature DCs with different abilities for T cell
stimulation and other functions (5). In addition, several
DC subsets have been identified that appear to have dis-
tinct abilities to prime immune responses (6,7).

MHC I PRESENTATION

To protect the host effectively, the immune system must be
constantly surveying for signs of infection. Because many
pathogens have evolved to enter a host’s cells and repli-
cate intracellularly, the immune system has developed the
means to detect the presence of not only extracellular but
also intracellular infections. This is the primary function of
the MHC I system. Peptides derived from intracellular anti-
gens (both pathogen encoded and host derived) are loaded
onto MHC I molecules, which then traffic to the plasma
membrane for recognition by CD8+ T cells (Figure 20.1).
It has been estimated that any given cell presents hundreds
of thousands of such peptides. All nucleated cells express
MHC I products.

Classic Pathway of MHC I
Antigen Processing

Source of Antigenic Peptides for
MHC I Presentation

It had long been thought that proteins at the end of their
life span were the source of peptides for MHC I presen-
tation, probably because inhibitors of the proteasome al-
tered protein turnover as well as antigen presentation by
MHC I molecules (8). More recently, however, it has been
shown that most antigenic peptides (approximately 70%)
originate from newly synthesized polypeptides. These are
likely to largely consist of premature termination products
and misfolded full-length proteins, called defective riboso-
mal products (DRIPs) (9–11). Thus, peptide presentation
on MHC I molecules appears to depend on the rate of pro-
tein translation rather than the rate of protein turnover
or the total amount of the protein. This process favors the
rapid presentation of newly synthesized viral proteins early
during viral infection.

Soon after the induction of DC maturation, DRIPs tran-
siently accumulate as aggregates in the cytosol, suggesting
that the generation of antigenic peptides and their presen-
tation by MHC I might be regulated (12).
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FIGURE 20.1 Overview of the major histo-
compatibility complex (MHC) I classic path-
way. MHC I peptides derive from various
sources of endogenous proteins, including
(1) cytosolic proteins, (2) proteins retro-
translocated from the endoplasmic reticu-
lum (ER), (3) defective ribosomal products,
and (4) cryptic translation products. Polyu-
biquinated polypeptides are degraded by the
proteasome in the cytosol and further pro-
cessed by cytosolic proteases. The resulting
peptides are then translocated into the ER
by the transporter associated with antigen
processing (TAP), where further trimming by
the ER aminopeptidase associated with anti-
gen processing (ERAAP) can occur. The newly
synthesized MHC I heavy chain (HC) ini-
tially associates with the chaperone calnexin,
which assists its folding and binding to β2-
microglobulin (β2m) in the endoplasmic retic-
ulum. The HC–β2m complex is then incor-
porated into the loading complex composed
of TAP, tapasin, calreticulin, ERp57, and pro-
tein disulfide isomerase (PDI). The role of
the loading complex is to help the binding of
HC–β2m complexes to high-affinity peptides
and enhance HC–β2m–peptide complex sta-
bility. The peptide-loaded MHC I complexes
then leave the ER and are transported to the
cell surface via the Golgi apparatus. (Adapted
from Trombetta ES and Mellman I. Cell biol-
ogy of antigen processing in vitro and in vivo.
Annu Rev Immunol 2005;23:975, with autho-
rization)

In addition to conventional translation products, a
small fraction of antigenic peptides can also be generated
from cryptic translation products, including introns, in-
tron/exon junctions, untranslated regions, and alternate
reading frames (13,14).

Peptide Generation

Peptides presented on MHC I molecules are generated pri-
marily by the ubiquitin-proteasome pathway in the cy-
tosol, whose primary function is to rapidly degrade pro-
teins to amino acids (15). Indeed the peptides produced
by this pathway range in size from 2 to 25 amino acids,
most of which (approximately 70%) are too short to bind
to MHC I molecules (16,17). To be recognized by the degra-
dation machinery, most substrate proteins must be first
conjugated to ubiquitin (18). This process is adenosine
triphosphate (ATP) dependent and requires multiples en-
zymes (19). How protein substrates are recognized by the

ubiquitin machinery, however, remains elusive. It has been
proposed that the same chaperones that usually promote
the folding of nascent polypeptides and misfolded proteins
can also facilitate polyubiquitination if folding is unsuc-
cessful. It has recently been shown that the knockdown of
the chaperone Hsp90 and CHIP, a ubiquitin ligase E3 that
interacts with heat shock proteins and ubiquitinates their
bound substrates, results in the reduced presentation of
MHC I–peptide complexes (20).

The ubiquitinated proteins are then targeted to the pro-
teasome for degradation. The 26S constitutive proteasome
is composed of the 20S-core particle responsible for sub-
strate proteolysis and the 19S-regulator complex respon-
sible for substrate recognition and access to the 20S core
(21). The 20S core is a cylindrical structure made up of
28 subunits arranged in four stacked heptameric rings.
The two inner rings are each composed of homologous
but distinct β-subunits, which surround a central chamber
where proteolysis occurs. Eukaryotic proteasomes contain
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two sites that cleave after hydrophobic residues, two af-
ter acidic residues, and two after basic residues; thus they
can cut most types of peptide bonds, although with differ-
ent efficiencies depending on the residues that flank the
cleavage sites. The two outer rings are each composed of
homologous but distinct α-subunits and are arranged to
form a central gate that controls the access of substrates
to the catalytic chamber. This gate is normally closed, and
access is controlled by the 19S particle. The 19S particle
consists of two functionally distinct entities: the base and
the lid. The base contains ATPases that have the ability to
unfold the substrate and to open the gate and thus pro-
mote its translocation into the inner chamber of the 20S
core, whereas the lid binds and deubiquitinates protein
substrates before they access the 20S core.

On interferon γ (IFNγ ) stimulation, as occurs dur-
ing inflammation, new catalytic subunits are incorpo-
rated into the proteasome to generate the immunopro-
teasome (β1, β2, and β5 of the constitutive proteasome
are replaced by the IFNγ -inducible homologs LMP2 [β1i],
MECL-1 [β2i], and LMP7 [β5i], respectively) (22). The re-
placement of the three catalytic subunits in the immuno-
proteasome does not affect the rate at which proteins are
degraded, but it alters the cleavage specificity, favoring
cleavage behind basic and hydrophobic residues that pref-
erentially bind MHC I molecules, and thus it often en-
hances the generation of antigenic peptides (23,24). In rare
cases, immunoproteasome can also destroy MHC I epi-
topes normally generated by the constitutive proteasome
(25). Of interest, in vitro studies have suggested that com-
pared to the constitutive proteasome, the immunoprotea-
some produces greater amounts of N-extended versions
of a dominant antigenic peptide derived from ovalbumin.
Thus, antigenic peptides can be generated by further trim-
ming by peptidases in the cytosol and/or the endoplasmic
reticulum (ER) rather than being completely degraded to
amino acids (26). However, studies with other protein sub-
strates are needed to determine whether this is a general
feature of the immunoproteasome.

IFNγ also stimulates the expression of an additional
regulator complex called PA28 that can bind both ends of
the 20S proteasome (27). Its function in antigen processing
is unclear. Although PA28 modifies the profile of peptides
produced by the proteasome in vitro (28), it does not seem
to be essential for MHC I presentation of most antigens in
vivo (29).

As mentioned earlier, although the proteasomes can
generate peptides 8 to 10 amino acids in length that are ca-
pable of stably binding MHC I molecules (see Chapter 19),
they more frequently produce longer peptides requiring
further trimming to potentially become MHC I epitopes
(28,30). In vivo studies using proteasome inhibitors have
shown that additional proteases can be involved in peptide
processing (31–33). However, the proteasome must gener-
ate the final C-terminus of MHC I–binding peptides. In

contrast, N-extended precursors generated by the protea-
some can be further processed by aminopeptidases and en-
dopeptidases in the cytosol (34–37,37a). Further trimming
can also occur in the ER. The ER aminopeptidase asso-
ciated with antigen processing (ERAAP/ERAP1) has been
recently identified as being a major player in this process
(38,39). In ERAAP/ERAP1-deficient mice, cell surface ex-
pression of some but not all MHC I alleles is significantly
decreased. The presentation of peptides also appears to
be differentially affected, with expression of some pep-
tides unchanged, whereas expression of others is either en-
hanced or absent (40,41). Furthermore, ERAAP-deficient
cells present many peptides with N-terminal extensions
(42). This suggests that a significant amount of N-extended
peptides are translocated from the cytosol into the ER. As
for the proteasome, one has to keep in mind that the ma-
jor role of most these proteases is most likely to hydrolyze
peptides to amino acids for cellular homeostasis, a process
that would normally contribute to the destruction of MHC
I epitopes, although clearly they can sometimes also favor
their production (43,44).

Peptides derived from signal sequences of proteins
translocated into the ER have also been shown to bind
MHC I in an antigen-processing defective cell line (45).
How and where these peptides are generated, in the ER
or in the cytosol in a proteasome-dependent manner, and
whether this phenomenon occurs under normal condi-
tions remain to be determined. The same applies to MHC
I–binding peptides that are derived from the membrane
anchors of integral membrane proteins.

Peptide Transport into the Endoplasmic Reticulum

As mentioned, peptides generated in the cytosol must be
translocated across the ER membrane in order to bind
MHC I molecules. This is achieved by the transporter asso-
ciated with antigen processing (TAP) localized in the ER
and cis-Golgi (46). TAP belongs to the large family of
ATP-binding cassette (ABC) transporters, which translo-
cate a variety of solutes across membranes in an ATP-
dependent fashion (47). TAP is a heterodimer composed
of two subunits, TAP1 and TAP2, both of which are es-
sential and sufficient for peptide translocation (48,49).
Each subunit comprises an N-terminal transmembrane
domain containing the peptide-binding pocket and a C-
terminal cytosolic domain containing the ATP-binding and
hydrolysis sites. Peptide transport into the ER lumen is a
multistep process: (a) ATP and peptide binding, (b) ATP
hydrolysis, and (c) peptide translocation. TAP most effi-
ciently binds and transports peptides 8 to 12 amino acids
in length. The binding affinity depends on the three N-
terminal and the C-terminal residues (50). Of interest,
it is the C-terminal residue preferentially produced by
the immunoproteasome that also binds preferentially TAP
and MHC I molecules, suggesting a coevolution of these
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molecules. However, the TAP preferences for the three N-
terminal residues and the length of the peptides does not
always correspond to those of MHC I molecules confirming
that further trimming might be required for some peptides
in the ER (see previous section). Nevertheless, it is clear
that the TAP affinity for peptides has a substantial impact
on the range of peptides presented by MHC I (51,52).

MHC I/Peptide Assembly

MHC I/peptide assembly occurs in the ER. This complex
process requires a number of chaperones, which help with
the folding of the MHC I heavy chain (HC), its binding to
β2-microglobulin (β2m), and the peptide loading (53–55).
Once formed, the MHC I complexes are transported to the
cell surface to present peptides to CD8+ T cells.

The HC is cotranslationally translocated into the ER; it
is glycosylated and associates successively with the chap-
erones BIP and calnexin (56,57), which assist HC fold-
ing and the recruitment of disulfide isomerase ERp57 to
facilitate disulfide bond formation (58). Toward the end
of the folding process, HC binds to β2m and dissociates
from calnexin (56,59); the newly formed complex HC–β2m
is incorporated into an ensemble of accessory molecules
called the loading complex, composed of TAP, the trans-
membrane protein tapasin (TAP-associated glycoprotein),
calreticulin, ERp57, and the protein disulfide isomerase
(PDI) (59–62). In mice, the loading complex also contains
calnexin. Most HC–β2m complexes are held in association
with the loading complex until they stably assemble with
a peptide (63,64). The peptide-loaded MHC I complexes
then leave the ER and are transported to the cell surface
via the Golgi apparatus.

Although it is clear that the role of the loading complex
is to help the binding of HC–β2m complexes with high-
affinity peptides and enhance HC–β2m–peptide complex
stability, the precise function of each of the components
of the peptide-loading complex is far from completely un-
derstood. Each of the components is essential to the MHC
I pathway. Deficiency in any of them leads to a similar
phenotype, although with various degrees of severity: im-
paired peptide association with MHC I molecules and re-
duced MHC I surface expression (48,49,62,65–69). TAP is
indispensable for peptide transport into the ER, as men-
tioned in the previous section. Tapasin appears to have
multiple critical roles: (a) stabilizing TAP and thus enhanc-
ing peptide translocation in the ER (70,71), (b) recruiting
MHC I molecules to the peptide-loading complex by form-
ing a bridge between TAP and HC–β2m (65), and (c) facil-
itating and optimizing peptide loading (72,73). ERp57 is
also crucial for the recruitment of MHC I molecules into
the peptide-loading complex (69). PDI stabilizes a peptide-
receptive site by regulating the oxidation state of the disul-
fide bond in the MHC peptide-binding groove. In addition,
PDI binds efficiently to peptides and thus could also help

peptide delivery (62). Calreticulin appears to be important
in the optimization of peptide loading. but its precise con-
tribution remains to be determined (68).

Cross-presentation: Presentation of
Exogenous Antigens by MHC I Molecules

Although MHC I molecules classically present peptides de-
rived from proteins of endogenous origin, exogenous anti-
gens can also enter the MHC I pathway in a process called
“cross-presentation” (74,75) (Figure 20.2). This process is
likely to be crucial in the initial phase of an immune re-
sponse because naive CD8+ T cells can only be stimulated
by antigens presented on the MHC I molecules of pAPCs. If
the pAPC does not synthesize a given antigen, then it must
acquire the antigen exogenously. The resulting stimulation
of the CD8+ T cell response in vivo is called cross-priming.

Cross-presenting APCs

In vitro, Mφ and DCs are the principal cells able to
present peptides derived from exogenous antigens on MHC
I molecules, although DCs do it far more efficiently (76).
Recently it has also been suggested that B cells can cross-
present antigens (76a,76b). By contrast, in vivo, DCs seem
to be the key players in cross-priming CD8-dependent re-
sponses: Ablation of CD11+ DCs in mice abrogates T cell
cross-priming (77).

In addition, a new mechanism of antigen transfer has
been identified and suggests that cross-presentation might
not be limited to pAPCs. Peptides can be transferred
through gap junctions from the cytosol of one cell directly
into the cytosol of neighboring cells, either innocent by-
stander cells or pAPCs (78). The physiologic role of this
mechanism remains to be elucidated.

Source and Nature of the
Cross-presented Antigens

In vitro, virtually any form of antigen (soluble, particulate,
aggregated, cell associated, bacterial, protozoan) can be
cross-presented. However, under physiologic conditions,
it is possible that cross-presented peptides are most of-
ten generated from cell-associated antigens captured by
phagocytosis.

Cell remnants contain three potential pools of pep-
tides for cross-presentation by MHC I molecules—stable
proteins, chaperone-associated peptides, and MHC I–
associated peptides. Which of these sources actually con-
tributes to cross-presentation remains controversial. Us-
ing different approaches, recent reports showed that stable
intact proteins derived from dying cells are the predomi-
nant source of cross-presented antigens in vivo (79–81),
whereas others suggested that fully processed peptides can
also be transferred to pAPCs and directly cross-presented
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FIGURE 20.2 Mechanisms of cross-presen-
tation of exogenous antigens by major his-
tocompatibility complex (MHC) I molecules.
Exogenous antigens enter the classic MHC
I pathway through various potential routes:
(1) Peptides are transferred through gap junc-
tions from the cytosol of one cell directly into
the cytosol of neighboring cells. (2) Antigens
can gain access to the classic MHC I pathway
after endocytosis. This process requires their
transfer from the endosomal compartments to
the cytosol. How antigens reach the cytosol is
unclear. One possibility is that endosomal vesi-
cles simply leak or rupture, delivering their con-
tent into the cytosol. Alternatively, internalized
antigens are selectively transported from the en-
docytic compartments to the cytosol via specific
transporter molecules. (3) It was recently sug-
gested that cross-presentation could involve di-
rect fusion of phagosomes or macropinosomes
with the endoplasmic reticulum (ER). As a con-
sequence, endocytosed proteins would gain ac-
cess to the ER-associated degradation machin-
ery required for their release into the cytosol.
Once in the cytosol, the exogenous antigens are
degraded by the proteasome, and the resulting
peptides are transported by the transporter as-
sociated with antigen processing (TAP) into the
ER or the ER/phagosome and loaded onto MHC
I molecules. (4) Some endocytosed antigens ap-
pear to be processed and loaded onto MHC I
molecules in endocytic compartments indepen-
dent of the proteasome and TAP. ERAAP, ER
aminopeptidase associated with antigen pro-
cessing; PDI, protein disulfide isomerase.

on MHC I (82). The use of different antigens might be the
explanation for these discrepancies, although it is certainly
possible that both mechanisms contribute. Notably, these
results suggest that the requirements for proteins to be pre-
sented by MHC I in the classic pathway and in the cross-
presentation pathway are different, and thus the repertoire
of peptides presented by MHC I might be influenced by the
pathway that is followed.

Mechanisms of Cross-presentation

How the antigens captured by APCs reach the MHC I path-
way for cross-presentation is the subject of intense debate
(83). Two major mechanisms have been described based
on their sensitivity to proteasome inhibitors and their de-
pendence on TAP molecules. One pathway involves anti-
gen proteolysis and peptide loading on MHC I molecules
in the endocytic compartments and is thus proteasome
and TAP independent. Alternatively, captured antigens are
transferred (by an as-yet-unknown mechanism) to the cy-
tosol for proteasomal proteolysis and therefore reach the

MHC I via the classic pathway. The choice of the pathway
might depend on the nature of the antigen and its intracel-
lular fate after capture. For example, soluble or latex bead-
bound ovalbumin is cross-presented in a proteasome- and
TAP-dependent manner. The same antigen incorporated
into microsphere composed of biodegradable copolymer,
however, is cross-presented by a TAP-independent path-
way (84). It is important to note that the use of protea-
some inhibitors or TAP-deficient cells also directly affects
the expression of MHC I molecules, which strongly relies
on both TAP and proteasome activities. It is thus likely that
the proteasome- and TAP-independent cross-presentation
pathway has been largely underestimated.

The Proteasome- and TAP-independent Pathway
The precise mechanism of this pathway, also called

the vacuolar pathway, is poorly understood and has been
largely characterized as being insensitive to proteasome
inhibitors and independent of TAP. Recent work, both
in vitro and in vivo, has shown that the lysosomal protease
cathepsin S is required for the generation of the antigenic
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peptides (84). Whether other lysosomal proteases also con-
tribute to this pathway remains to be determined. It is also
unclear how MHC I molecules sample or bind the pep-
tides generated in the endocytic compartments, which are
generally devoid of the panoply of chaperones involved in
peptide–MHC I formation in the ER.

This mechanism also implies that MHC I molecules are
sorted to the endocytic compartment, a feature most likely
mediated through a tyrosine-based signal in their cytoplas-
mic tail (85). Indeed, elimination of this tyrosine-based
signal decreases cross-presentation in mouse DCs.

The Proteasome- and TAP-dependent Pathway
This pathway requires the transfer of captured antigens

from the endosomal compartments to the cytosol. How
antigens reach the cytosol is unclear. One possibility is
that endosomal vesicles simply leak or rupture, deliver-
ing their content into the cytosol. Experimental rupture of
endocytic vesicles has long been known to induce cross-
presentation of internalized antigens (86). Another possi-
bility is the selective export of exogenous antigens from the
endocytic compartments to the cytosol via specific trans-
porter molecules (87).

More recently it was proposed that cross-presentation
involves direct fusion of phagosomes or macropinosomes
with the ER (88–91). As a consequence, endocytosed pro-
teins would gain access to the ERAD (ER-associated degra-
dation) machinery required for their release into the cy-
tosol, and therefore the MHC I processing machinery (92).
However, other studies could not detect a significant con-
tribution of the ER to the formation of phagosomes in Mφ

or DCs (93). If ER components are present in endocytic or-
ganelles, they are therefore present in trace amounts rel-
ative to the ER proper, making it difficult to understand
how they might work. Alternatively, it is possible that small
amounts of internalized antigen reach the lumen of the ER
proper. That this can occur has been demonstrated by the
fact that endocytosis in caveolae can lead to direct deliv-
ery to the ER, avoiding conventional endosomes and lyso-
somes (94).

Internalized antigens have to survive the harsh envi-
ronment of endosomes/lysosomes before being delivered
to the cytosol. Lysosomes contain proteases the primary
function of which is to degrade proteins to amino acids.
Indeed, limiting lysosomal protease activity by artificially
reducing acidification of the endosomal compartments in-
creases the transfer of endocytosed antigens to the cytosol
and enhances their cross-presentation (95). Similarly, it
has been recently shown in DCs that phagosomes recruit
the nicotinamide adenine dinucleotide phosphate oxidase
NOX2 to neutralize the phagosomal pH and promote
cross-presentation (96). Antigen targeting to protease-poor
recycling endosomes also may favor cross-presentation,
probably by sequestering antigens away from lysosomal
degradation (97).

After exposure to inflammatory stimuli, such as micro-
bial products or inflammatory cytokines, surface MHC I
expression increases in pAPCs. In DCs, this reflects at least
partially an increase in synthesis and posttranslational sta-
bility (98–100). In addition, the cross-presentation path-
way is regulated in DCs independently of the endogenous
MHC I pathway (100–102).

MHC II PRESENTATION

Source of Antigenic Peptides for
MHC II Presentation

Whereas MHC I molecules present mainly peptides de-
rived from endogenous proteins, MHC II molecules typ-
ically associate with peptides generated from exogenous
proteins internalized by the APCs. B cells internalize anti-
gens mainly through their B cell receptor. Although this
is an efficient mechanism of capture, it essentially limits
B cells to the internalization of a single type of antigen.
B cells also express Fcγ receptors that in principle could
allow any immune complex to be taken up and presented.
However, alternative mRNA splicing ensures that the Fcγ
receptors expressed by B cells are incapable of efficient
endocytosis for antigen presentation (103,104).

In contrast, both Mφ and immature DCs endocytose
avidly through a wide array of mechanisms (including Fcγ
receptors), allowing them to internalize a broad spectrum
of antigens (105). Different types of antigens use different
routes of internalization, which determine the intracellu-
lar organelles to which antigens are delivered, which in
turn may affect their processing and loading onto MHC II
molecules.

Endocytosis falls into two major categories: phagocy-
tosis and pinocytosis (106,107). Phagocytosis involves the
capture of large particles, such as bacteria or cell debris,
and is likely to be the most physiologically relevant
mode of antigen uptake in vivo (107a) (see also Chapter
18). Phagocytosis is typically triggered by the binding of
particulate antigens to specific surface receptors, which
in turn transduce the signals for particle engulfment.
Pinocytosis includes fluid-phase uptake by macropinocy-
tosis and receptor-mediated endocytosis. In most DC
subsets (Langerhans cells being a notable exception),
macropinocytosis plays a major role in internalization of
soluble antigen, at least in vitro. Greater efficiency of en-
docytosis can be achieved when antigens are captured by
specific high-affinity receptors, such as the mannose recep-
tor, which binds glycosylated ligands, Fcγ receptors, which
bind immunoglobulin G–antigen complexes, or scavenger
receptors, which bind a wide variety of ligands.

In DCs macropinocytosis is regulated during matura-
tion. Immediately after receiving maturation stimuli, there
is a brief increase in macropinocytosis, followed by its
complete downregulation. This is believed to boost the
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capture of the pathogens responsible for inducing mat-
uration (108–111). Paradoxically, because macropinocy-
tosis is largely responsible for endocytosis in vitro, it is
commonly believed that all forms of endocytosis are shut
down in mature DCs. However, this question has never
been properly addressed, and the various mechanisms in-
volved in antigen endocytosis may not be affected in the
same way during DC maturation. Indeed, the number of
clathrin-coated structures is unchanged in immature and
mature mouse bone marrow–derived DCs, suggesting that
receptor-mediated endocytosis still occurs in mature DCs
(109).

MHC II molecules can also present peptides derived
from endogenous proteins. How cytoplasmic and nuclear
proteins gain access to this antigen presentation pathway
remained elusive until recently. Autophagy is now believed
to be the main mechanism responsible for the delivery
of cytoplasmic proteins to lysosomes (112). Two main au-
tophagic pathways have been identified—macroautophagy
and chaperone-mediated autophagy. In macroautophagy,
aggregate-prone, long-lived cytosolic and nuclear pro-
teins get preferentially incorporated into autophago-
somes, which then fuse with endosomal/lysosomal com-
partments. Proteins from the autophagosome are then
degraded by lysosomal proteases and the generated pep-
tides loaded onto MHC II molecules (113,114). Macroau-
tophagy is a constitutive pathway in DCs and B cells
in vitro (114). In chaperone-mediated autophagy, cytosolic
proteins are believed to be directly translocated into late
endosomes/lysosomes by a process somehow dependent
on the lysosomal membrane glycoprotein Lamp-2a (115).
This process is facilitated by the chaperone protein hsc70.
The efficiency of the autophagic pathways in the presenta-
tion of cytosolic proteins by MHC II molecules in primary
APCs remains to be established.

MHC II Assembly in the ER and Transport to
the Endosomal Pathway

Unlike MHC I molecules, the assembly of MHC II
molecules and peptide association occurs in two distinct
and independent steps (Figure 20.3). The initial assem-
bly of the MHC II molecules with the chaperone-invariant
chain (Ii) takes place in the ER. The MHC II–Ii complexes
are then targeted through the Golgi apparatus to the en-
dosomal compartment, where the Ii chain is degraded and
peptide loading occurs. The newly formed MHC II–peptide
complexes are then transported to the cell surface.

MHC II molecules are heterodimers of two variable-
transmembrane glycoproteins–α chain and β chain. They
are synthesized and assembled in the ER with the help
of the chaperone Ii chain and form a nine-chain struc-
ture consisting of three α–β dimers associated with an
Ii chain trimer (116). The Ii chain is a transmembrane
type II glycoprotein. In mice, two splicing forms of the Ii

chain have been identified—p33 and p41—based on their
molecular weight. p41 contains an additional domain that
can bind the lysosomal protease cathepsin L, although
its physiologic significance is unclear (117). In humans,
there are two additional forms of Ii chain—p35 and p43—
resulting from alternative initiation of translation. As a
consequence, p35 and p43 possess an additional 15 amino
acids containing an ER retention signal (118).

MHC II association with Ii chain has multiple functions.
The ER retention signal prevents premature transport of
the MHC II molecules before they are properly assembled
and folded. This signal is overridden when the MHC II–
Ii chain assembly is complete, allowing the export of the
complex to the Golgi apparatus (119). The second func-
tion of Ii chain is to prevent premature peptide loading
of MHC II in the ER (120,121). The Ii chain contains a
domain called MHC II–associated invariant chain peptide
(CLIP) that protects the peptide-binding groove until the
MHC II–Ii complex enters the endocytic pathway. Finally,
targeting signals contained in the cytoplasmic domain of
Ii chain drive the MHC II–Ii complexes into the endosomal
pathway where the peptide loading occurs (122–124).

MHC II–Peptide Assembly

Two major steps take place in the endocytic pathway: The
Ii chain is degraded, liberating the peptide-binding site of
MHC II molecules, and antigens are processed into pep-
tides associating with MHC II molecules. Newly formed
MHC II–peptide complexes are then transported to the
cell surface. This process is believed to occur largely in
late endosomes/lysosomes–like structures where proteases
are the most active and intracellular MHC II molecules
accumulate (125). However, lysosomes have classically
been considered a degradative dead end, from which very
few proteins escape. This consideration led to the idea
that APCs might have developed specialized MHC II–
containing compartments (MIICs) devoted to antigen pro-
cessing and peptide loading. However, recent studies in-
stead suggest that DCs have developed the unique capacity
to modify the features of otherwise conventional late en-
dosomes/lysosomes to overcome their inherent limitations
of strictly degradative organelles, as discussed later.

Ii Degradation

As they progress through the endocytic pathway toward
lysosomes, MHC II–Ii complexes are exposed to increas-
ingly acidic environments, causing the activation of endo-
somal/lysosomal proteases. Perhaps as a result, Ii chain
undergoes cleavages directionally from the C-terminus to
the N-terminus involving multiple proteases after delivery
to late endocytic compartments, although the process may
well begin even in early compartments (117). In vitro stud-
ies have suggested the participation of several endosomal/
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A B

FIGURE 20.3 Overview of the major histocompatibility complex (MHC) II pathway in den-
dritic cells. A: MHC II peptides are mainly derived from exogenous proteins endocytosed by den-
dritic cells (DCs) through a wide array of mechanisms, including phagocytosis, macropinocytosis,
and receptor-mediated endocytosis. The captured antigens eventually reach endosomal/lysosomal
compartments. Endogenous proteins can also be imported into lysosomes by autophagy for load-
ing onto MHC II molecules. Newly synthesized MHC II molecules associate with the invariant
chain (Ii) in the ER. The MHC II–li complexes are then targeted through the Golgi apparatus
to the endosomal/lysosomal compartments. In immature DCs, internalized antigens and Ii chain
are poorly degraded, and MHC II–peptide complex generation is thus relatively inefficient. Upon
DC maturation, some lysosomal proteases are converted into their active mature forms, expres-
sion of protease inhibitors is downregulated, and, perhaps most important, there is acidification
of the endosomes/lysosomes, which induces nonspecific activation of most proteases. As a re-
sult, Ii chain removal, antigen processing, and peptide loading onto MHC II are enhanced. The
newly formed MHC II–peptide complexes are then transported to the cell surface. (From Trom-
betta ES, Mellman I. Cell biology of antigen processing in vitro and in vivo. Annu Rev Immunol
2005;23:975, with permission.) B: Another mechanism for regulating surface expression of MHC
class II molecules in DCs is polyubiquination. In immature DCs, ubiquitination of the cytoplasmic
tail of MHC II-β chain limits surface expression of MHC II molecules by inducing their clearance
from the cell surface by endocytosis and possibly their sequestration in the endosomal/lysosomal
compartments. In mature DCs, ubiquitination of MHC II molecules is suppressed.

lysosomal proteases in Ii degradation, but the use of
protease-deficient mice largely failed to confirm a critical
role for most proteases tested. This suggests that there may
be large redundancy among these proteases. However, the
terminal stages of Ii processing seem to be differentially
dependent on the cysteine protease cathepsin S, at least
in some MHC II haplotypes. Cathepsin S–deficient B cells
and DCs show accumulation of the processing intermedi-
ate p10 (126–128).

Ultimately, only the end product, CLIP, remains in the
MHC II peptide groove. CLIP is subsequently exchanged
for antigenic peptides in a reaction favored by acidic pH
and facilitated by the MHC II–like chaperone DM (also
called HLA-DM in humans and H2-DM or H2-M in mice)

(129). The current model is that the association of DM
with the MHC II–CLIP complex induces a conformational
change of the peptide-binding groove, decreasing its affin-
ity for CLIP and thus facilitating its dissociation (130,131).
DM also catalyzes the dissociation of any peptide from
MHC II molecules. Thus, by enhancing the rate of peptide
exchange, DM favors the presentation of high-affinity pep-
tides with slower intrinsic rates of dissociation (132–134).

In B cells and some DC subsets, there is an additional
MHC II–like molecule DO (also called HLA-DO in humans
and H2-O in mice) (135). Its intracellular trafficking is de-
pendent on DM, with which DO is tightly associated. In hu-
man B cells, DO inhibits DM activity. DO-transfected cells
express increased surface levels of MHC II-CLIP (136).
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However, after antigen internalization via the B cell recep-
tor (BCR), DO dissociates from DM (135). These results
suggest that DO promotes MHC II presentation of anti-
gens recognized by the BCR while it inhibits the presenta-
tion of antigens from endogenous origin or those taken up
nonspecifically.

Antigen Processing

Antigenic peptides presented on MHC II molecules are pro-
duced by endosomal/lysosomal proteases (117,137). How-
ever, a requirement for specific proteases in the process-
ing of most antigens has been difficult to establish. Some
proteases may regulate MHC II presentation by exerting a
dual effect on both protein antigen processing and Ii-chain
degradation. In addition, most endosomal/lysosomal pro-
teases have redundant activities, with few exceptions. The
IFNγ -induced lysosomal thiol reductase (GILT) is the only
lysosomal reductase known, and it does play a role in the
degradation of protein antigens containing disulfide bonds
(138); however, even GILT is dispensable. An example in
which a single enzyme does play a unique and necessary
role is the asparaginyl cysteine endoprotease (AEP) (also
called legumain), which controls the processing of tetanus
toxoid (139). Conversely, AEP limits the presentation of
myelin basic protein (MBP) by destroying its immunodom-
inant peptide (140). Cathepsin L and cathepsin S expres-
sion can also positively or negatively affect the generation
of some antigenic peptides (141). In conclusion, it is likely
that the redundancy of degradative activities in late en-
dosomes and lysosomes ensures that a single protease is
rarely required for antigen processing in general.

The late endosomal/lysosomal compartment is a hostile
environment for proteins. Its primary function is to de-
grade proteins into amino acids. How antigenic peptides
survive such an environment remains elusive. It has been
suggested that intact or partially processed protein anti-
gens rapidly bind the MHC II groove before destruction
and that processing happens on each side of the groove
after binding (142). Consistent with this idea, it was found
that large protein fragments are associated with MHC II
molecules (143–149).

Another way in which to reduce epitope destruction is to
limit protease activity. DCs and B cells contain low levels of
proteases, resulting in a limited capacity for antigen degra-
dation (1). DCs further limit proteolysis by expressing pro-
tease inhibitors (150,151). Limited proteolysis also allows
DCs to sequester captured antigens for up to several days,
providing a source of antigens for sustained processing
and presentation by DCs within secondary lymphoid or-
gans. Conversely, limiting susceptibility to lysosomal pro-
teolysis enhances protein antigen presentation by MHC II
molecules and antigen immunogenicity (152). In contrast
to DCs and B cells, Mφ express exceptionally high levels
of lysosomal proteases and rapidly degrade captured pro-
teins. These low protease levels, together with relatively

low MHC II expression, help to explain why, compared to
DCs and B cells, Mφ are better adapted for the clearance
of the captured pathogens than for their presentation to T
cells.

Regulation of Antigen Processing and MHC II
Pathway in DCs

In response to inflammatory and microbial stimuli, DCs
enhance their capacity to form and present MHC II–
peptide complexes (4,153,154), in part by controlling their
lysosomal proteolytic activities through multiple mech-
anisms. In immature DCs, internalized antigens are de-
graded slowly, with MHC II–peptide complex generation
or accumulation thus being relatively inefficient (155,156).
Upon DC maturation, the lysosomal proteases AEP and
cathepsin L are converted into their active mature forms
(157,158), expression of cystatin C, a cathepsin S/B in-
hibitor, is downregulated (150), and, perhaps most impor-
tant, there is acidification of the endosomes/lysosomes,
which induces nonspecific activation of most proteases
(158,159). DC maturation enhances activation of vacuo-
lar proton ATPase, which lowers endosomal/lysosomal pH
and favors antigen processing and the formation of MHC
II–peptide complexes (158).

DCs also control MHC II presentation by tightly reg-
ulating MHC II trafficking during maturation. In im-
mature DCs, MHC II molecules accumulate in late en-
dosomes/lysosomes, whereas in mature DCs, MHC II
molecules accumulate at the cell surface (160,161). In im-
mature DCs, most of the newly synthesized MHC II–Ii
complexes are targeted from the Golgi apparatus to the
endosomal pathway (161). As discussed earlier, in imma-
ture DCs the attenuated activity of endosomal/lysosomal
proteases limits Ii degradation and the generation of anti-
genic peptides, thus leading to the retention and eventu-
ally the degradation of MHC II molecules in the lysosomes.
There is also a significant portion of MHC II molecules that
reach endosomes/lysosomes following endocytosis from
the plasma membrane. Recent data indicate that MHC
II clearance from the surface of immature DCs is trig-
gered by ubiquitination of the cytoplasmic tail of MHC
II-β chain (162–164). Upon maturation, general endoso-
mal/lysosomal proteolytic activity increases, resulting in
the rapid maturation and peptide loading of the newly syn-
thesized MHC II molecules, which are then targeted to the
plasma membrane. Ubiquitination of MHC II molecules
no longer occurs, causing their accumulation at the cell
surface (163,164).

It is remarkable that MHC II–peptide complexes can es-
cape the late endosomal/lysosomal compartments in DCs,
because lysosomes are conventionally considered ineffi-
cient sites of membrane recycling to the plasma mem-
brane. DC maturation elicits the formation of lysoso-
mal tubules, which move in a retrograde manner to fuse
directly with the plasma membrane (165–167). In the
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presence of specific T cells, the tubules may even be se-
lectively targeted to the DC–T cell interface (166), thus fa-
cilitating antigen presentation to T cells.

MHC II molecules exhibit a unique distribution at the
surface of DCs. They appear to be organized into clusters
(156). The discontinuous distribution is at least in part me-
diated by lateral association of MHC II molecules with the
tetraspan molecule CD9 and could facilitate T cell recog-
nition (168).

CD1 PRESENTATION

CD1 molecules are MHC-like proteins that bind and
present lipid antigens (169,170). Compared to the MHC
I and MHC II presentation pathways, little is known about
the intracellular pathways leading to lipid presentation
by CD1 molecules. In humans, five CD1 isoforms have
been identified, and two classes can be distinguished: The
first group, containing CD1a, CD1b, and CD1c molecules,
presents bacterial lipid antigens to conventional αβ T cells.
The second group, composed of CD1d molecules, mainly
presents self-lipid antigens to a specialized population of
T cells, named NKT cells, expressing an invariant TCR
α chain. The function of CD1e molecules is poorly un-
derstood. CD1e molecules appear to remain intracellular,
apparently never reaching the plasma membrane, which
would exclude a direct role in lipid antigen presentation to
T cells (171). It was recently proposed that CD1e might in-
stead be involved in lipid antigen processing, as discussed
later. In mice, only the CD1d isoform is expressed. CD1a,
b, c, e isoforms are expressed mainly by DCs, whereas
the CD11d isoform is also expressed in other tissues. Like
MHC I molecules, CD1 molecules consist of one trans-
membrane heavy chain that associates with β2m. Unlike
MHC I molecules, however, CD1 molecules are targeted to
the endocytic pathway, where they bind lipid antigens.

Source and Nature of Antigens for
CD1 Presentation

A wide variety of lipid antigens from microbial and self-
origin have been found to bind CD1 molecules. Most of the
identified foreign lipid antigens are constituents derived
from the cell wall of mycobacteria. Some of these are
shed and might therefore be readily available for load-
ing onto CD1 molecules. Others are covalently attached
to the bacterial cell wall and require processing in the en-
dosomal pathway before association to CD1 molecules.
The characterized self-lipids capable of binding CD1
molecules include glycolipids, phospholipids, and lipopep-
tides (172,173).

A comparison of the structures of the known CD1 li-
gands has revealed a large flexibility both in the type of

hydrophobic tail that can bind the CD1 molecules and in
the hydrophilic region that interacts with TCR (174).

The mechanisms of exogenous lipid antigen capture
have been poorly scrutinized. It is likely that protein anti-
gens and lipid antigens, both associated with bacteria or
cell debris, are internalized through the same routes (see
section on MHC II presentation). In addition, pathways
specific to lipid antigen recognition and internalization
have been developed by APCs. The lipid transporter
apolipoprotein E mediates the delivery of serum-borne
lipid antigens to the endocytic pathway in a receptor-
dependent manner, leading to their efficient presentation
(175).

Assembly and Intracellular Trafficking of
the CD1 Molecules

CD1 molecules are synthesized in the ER, where they
assembled with β2m in a process requiring the chap-
erones calnexin, calreticulin, and ERp57, analogous to
MHC I molecules (176) (Figure 20.4). The CD1b and CD1d
molecules, and probably the other CD1 isoforms, associate
with the self antigen phosphatidylinositol (PI) in the ER
(177), suggesting that PI plays a role similar to the Ii in the
MHC II pathway by facilitating CD1 assembly and possi-
bly protecting the binding groove until the CD1 molecules
enter the endocytic pathway. This hypothesis has yet to be
verified. Microsomal triglyceride transfer protein (MTP),
an ER-resident protein, associated with CD1d in vitro, is
essential to lipid antigen presentation, and was proposed
to assist in loading of lipids onto nascent CD1d proteins
(178,179). However, recent studies suggest instead a distal
role of MTP at a later stage in the recycling of CD1d from
the lysosomes to the plasma membrane (180). CD1d has
also been shown to associate with Ii chain alone or in com-
plex with MHC II molecules in vitro, suggesting that the in-
tracellular trafficking of CD1d may be altered in presence
of Ii and MHC II molecules (181,182). However, a potential
role of the Ii chain in the intracellular trafficking of CD1d
was not confirmed in vivo (183).

The newly assembled CD1 complexes are transported
from the ER to the cell surface via the Golgi apparatus,
although an endosomal intermediate remains possible. In
any event, targeting signals contained in the cytosolic tails
of the various CD1 isoforms induce their internalization
via diverse mechanisms and their traffic through differ-
ent portions of the endocytic pathway (184–188). CD1a
molecules traffic only within the recycling early endo-
somes, whereas CD1b and CD1d molecules accumulate in
the late endosomes/lysosomes. CD1c molecules are equally
distributed in the early endosomes and the late endo-
somes/lysosomes at steady state.

During DC maturation, intracellular distribution and
trafficking of the CD1a, b, c isoforms does not appear to
be dramatically affected (189). However, certain features
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FIGURE 20.4 Overview of the CD1 pathway. CD1 molecules are major histocompatibility com-
plex (MHC)–like proteins that bind lipid antigens from endogenous and exogenous origin. The
newly synthesized CD1 heavy chain (HC) assembles with β2-microglobulin (β2m) in a process
analogous to MHC I and requires the chaperones calnexin, calreticulin, and ERp57 in the endo-
plasmic reticulum (ER). The CD1b and CD1d molecules, and probably the other CD1 isoforms,
then associate with the self-antigen phosphatidylinositol (PI) in the ER, possibly with the help
of the microsomal triglyceride transfer protein (MTP). The antigen-loaded CD1 complexes then
leave the ER and are transported to the cell surface via the Golgi apparatus. From the plasma
membrane, CD1 isoforms traffic to different endocytic compartments, where they bind lipid anti-
gens (CD1a molecules traffic to early endosomes, whereas CD1b and CD1d are targeted to the
late endosomes/lysosomes). In lysosomes, sphingolipid activator proteins (SAPs) facilitate lipid
extraction from the membranes and loading onto CD1 molecules. The lipid-loaded CD1 molecules
are then transported to the cell surface for presentation to T cells.

of the CD1 presentation pathway may be regulated during
DC maturation without affecting CD1 distribution. For ex-
ample, it is unknown whether immature and mature DCs
present a similar repertoire of lipid antigens. Of interest,
CD1e molecules relocalize from the Golgi apparatus to
the lysosomes, where they are cleaved into a stable solu-
ble form upon DC maturation (171). CD1e molecules have
been shown to be involved in the generation of glycolipid
antigens presented by CD1b molecules (190). Thus, by reg-
ulating the intracellular distribution of CD1e molecules,

DCs might regulate the processing of glycolipid antigens
and their presentation by CD1 molecules.

Antigen Processing and Loading on
CD1 Molecules

Lipid ligand selection is probably controlled by the intra-
cellular distribution and the binding groove specificities of
the CD1 isoforms. According to their intracellular localiza-
tion, it is likely that CD1a molecules bind lipid antigens in
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the early endosomes, whereas CD1b and CD1d molecules
are loaded in the late endosomes/lysosomes. Consistent
with this idea, lipid binding to CD1b but not CD1a depends
on endosomal acidification (186).

Antigen Processing

How are lipid antigens processed and loaded onto CD1
molecules? Few details are known. The lysosomal gly-
cosidases α-galactosidase A, β-hexosaminidase β, and
α-mannosidase have been shown to be involved in the
trimming of glycolipid antigens (190–192). In lysosomes,
soluble CD1e molecules are also involved in glycolipid
degradation (190). The proposed model suggests that CD1e
molecules are primarily involved in the editing of glyco-
lipid antigens by binding glycolipids in a mode similar to
that of other CD1 isoforms and facilitating carbohydrate
degradation.

Antigen Loading onto CD1 Molecules

In vitro, lipids can directly associate with CD1b and CD1d
molecules in absence of chaperones in a reaction fa-
vored by acidic pH (193–195). Within the cell, however,
lipids tend to insert into the membrane bilayer, suggest-
ing that accessory molecules may be required to facili-
tate lipid extraction from the membranes and loading on
CD1 molecules. Sphingolipid activator proteins (SAPs), in-
cluding saposins and the GM2-activator protein, and the
Niemann-Pick type C2 (NPC2) are essential for loading
lipid antigens onto CD1b and CD1d molecules in late en-
dosomes/lysosomes (196–200). SAPs are believed to have
multiples functions: (a) they extract lipids from the lysoso-
mal membrane, making them available for processing by
lysosomal enzymes or direct loading onto CD1 molecules
and (b) they interact with CD1 molecules and exchange
the lipids bound to CD1 molecules. By analogy with the
chaperones, tapasin in the MHC pathway, and DM in the
MHC II pathway, SAPs may serve an editing function by
binding to and removing antigens that are weakly bound
to CD1 molecules.

Cathepsin L–deficient mice exhibit a defect in CD1d pre-
sentation (201), although the underlying mechanism re-
mains to be elucidated. Cathepsin L may be required for
the conversion of the saponin precursor, or other unknown
enzymes involved in the CD1 pathway, into mature active
forms. Alternatively, cathepsin L may be directly involved
in the processing of antigens that bind CD1d molecules.

The newly lipid-loaded CD1 molecules are then trans-
ported to the cell surface, where they present lipid antigens
to T cells. CD1a molecules loaded in early endosomes reach
the plasma membrane via the recycling endosomal path-
way. How CD1b and CD1b molecules escape the late endo-
somes/lysosomes has not been characterized. One possibil-
ity is that they use the same pathway as MHC II molecules

(see section on MHC II presentation), although CD1 and
MHC II trafficking appear to be differentially regulated in
DCs.

ACKNOWLEDGMENTS

We are grateful to Craig Platt and Jan Fredrik Simons for
their critical reading of this chapter. We are indebted to E.
Sergio Trombetta for allowing the reproduction of a figure
from his review in the Annual Review of Immunology (4).

REFERENCES

1. Delamarre L, Pack M, Chang H, et al. Differential lysosomal prote-
olysis in antigen-presenting cells determines antigen fate. Science.
2005;307:1630.

2. Banchereau J, Steinman RM. Dendritic cells and the control of
immunity. Nature. 1998;392:245.

3. Lanzavecchia A, Sallusto F. Regulation of T cell immunity by den-
dritic cells. Cell. 2001;106:263.

4. Trombetta ES, Mellman I. Cell biology of antigen processing in
vitro and in vivo. Annu Rev Immunol. 2005;23:975.

5. Reis e Sousa C. Activation of dendritic cells: translating innate into
adaptive immunity. Curr Opin Immunol. 2004;16:21.

6. Heath WR, et al. Cross-presentation, dendritic cell subsets, and
the generation of immunity to cellular antigens. Immunol Rev.
2004;199:26.

7. Dudziak D, et al. Differential antigen processing by dendritic cell
subsets in vivo. Science. 2007;315:107.

8. Rock KL, et al. Inhibitors of the proteasome block the degradation
of most cell proteins and the generation of peptides presented on
MHC class I molecules. Cell. 1994;78:761.

9. Yewdell JW, Anton LC, Bennink JR. Defective ribosomal products
(DRiPs): a major source of antigenic peptides for MHC class I
molecules? J Immunol. 1996;157:1823.

10. Schubert U, et al. Rapid degradation of a large fraction of newly
synthesized proteins by proteasomes. Nature. 2000;404:770.

11. Reits EA, Vos JC, Gromme M, et al. The major substrates for
TAP in vivo are derived from newly synthesized proteins. Nature.
2000;404:774.

12. Lelouard H, et al. Transient aggregation of ubiquitinated proteins
during dendritic cell maturation. Nature. 2002;417:177.

13. Shastri N, Schwab S, Serwold T. Producing nature’s gene-chips:
the generation of peptides for display by MHC class I molecules.
Annu Rev Immunol. 2002;20:463.

14. Schwab SR, Li KC, Kang C, et al. Constitutive display of cryp-
tic translation products by MHC class I molecules. Science.
2003;301:1367.

15. Rock KL, York IA, Saric T, et al. Protein degradation and the gener-
ation of MHC class I-presented peptides. Adv Immunol. 2002;80:1.

16. Kisselev AF, Akopian TN, Woo KM, et al. The sizes of peptides
generated from protein by mammalian 26 and 20 S proteasomes.
Implications for understanding the degradative mechanism and
antigen presentation. J Biol Chem. 1999;274:3363.

17. Toes RE, et al. Discrete cleavage motifs of constitutive and im-
munoproteasomes revealed by quantitative analysis of cleavage
products. J Exp Med. 2001;194:1.

18. Wilkinson KD. Ubiquitination and deubiquitination: targeting of
proteins for degradation by the proteasome. Semin Cell Dev Biol.
2000;11:141.

19. Kuhlbrodt K, Mouysset J, Hoppe T. Orchestra for assembly and
fate of polyubiquitin chains. Essays Biochem. 2005;41:1.

20. Kunisawa J, Shastri N. Hsp90alpha chaperones large C-terminally
extended proteolytic intermediates in the MHC class I antigen pro-
cessing pathway. Immunity. 2006;24:523.

21. Voges D, Zwickl P, Baumeister W. The 26S proteasome: a molecular
machine designed for controlled proteolysis. Ann Rev Biochem.
1999;68:1015.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-20 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 10:35

Cell Biology of Antigen Processing and Presentation 627

22. Strehl B, et al. Interferon-gamma, the functional plasticity of the
ubiquitin-proteasome system, and MHC class I antigen processing.
Immunol Rev. 2005;207:19.

23. Van Kaer L, et al. Altered peptidase and viral-specific T cell re-
sponse in LMP2 mutant mice. Immunity. 1994;1:533.

24. Sijts AJ, et al. Efficient generation of a hepatitis B virus cytotoxic
T lymphocyte epitope requires the structural features of immuno-
proteasomes. J Exp Med. 2000;191:503.

25. Morel S, et al. Processing of some antigens by the standard protea-
some but not by the immunoproteasome results in poor presenta-
tion by dendritic cells. Immunity. 2000;12,:107.

26. Cascio P, Hilton C, Kisselev AF, et al. 26S proteasomes and im-
munoproteasomes produce mainly N-extended versions of an anti-
genic peptide. EMBO J. 2001:20:2357.

27. Ma CP, Slaughter, CA, DeMartino GN. Identification, purification,
and characterization of a protein activator (PA28) of the 20 S pro-
teasome (macropain). J Biol Chem. 1992;267:10515.

28. Cascio P, Call M, Petre BM, et al. Properties of the hybrid form
of the 26S proteasome containing both 19S and PA28 complexes.
EMBO J. 2002;21:2636.

29. Murata S, et al. Immunoproteasome assembly and antigen pre-
sentation in mice lacking both PA28alpha and PA28beta. EMBO J.
2001;20:5898.

30. Rock KL, York IA, Goldberg AL. Post-proteasomal antigen process-
ing for major histocompatibility complex class I presentation. Nat
Immunol. 2004;5:670.

31. Craiu A, Akopian T, Goldberg A, et al. Two distinct proteolytic
processes in the generation of a major histocompatibility com-
plex class I-presented peptide. Proc Natl Acad Sci U S A. 1997;94:
10850.

32. Stoltze L, et al. Generation of the vesicular stomatitis virus nu-
cleoprotein cytotoxic T lymphocyte epitope requires proteasome-
dependent and -independent proteolytic activities. Eur J Immunol.
1998;28:4029.

33. Mo XY, Cascio P, Lemerise K, et al. Distinct proteolytic processes
generate the C and N termini of MHC class I-binding peptides.
J Immunol. 1999;163:5851.

34. Beninga J, Rock KL, Goldberg AL. Interferon-gamma can stim-
ulate post-proteasomal trimming of the N terminus of an anti-
genic peptide by inducing leucine aminopeptidase. J Biol Chem.
1998;273:18734.

35. Stoltze L, et al. Two new proteases in the MHC class I processing
pathway. Nat Immunol. 2000;1:413.

36. Reits E, et al. A major role for TPPII in trimming proteasomal
degradation products for MHC class I antigen presentation. Im-
munity. 2004;20:495.

37. York IA, Bhutani N, Zendzian S, et al. Tripeptidyl Peptidase II Is
the major peptidase needed to trim long antigenic precursors, but
is not required for most MHC class I antigen presentation. J Im-
munol. 2006;177:1434.

37a. Saric 2001.
38. Serwold T, Gonzalez F, Kim J, et al. ERAAP customizes peptides

for MHC class I molecules in the endoplasmic reticulum. Nature.
2002;419:480.

39. Saric T, et al. An IFN-gamma-induced aminopeptidase in the ER,
ERAP1, trims precursors to MHC class I-presented peptides. Nat
Immunol. 2002;3:1169.

40. Yan J, et al. In vivo role of ER-associated peptidase activity in
tailoring peptides for presentation by MHC class Ia and class Ib
molecules. J Exp Med. 2006;203:647.

41. Hammer GE, Gonzalez F, Champsaur M, et al. The aminopeptidase
ERAAP shapes the peptide repertoire displayed by major histocom-
patibility complex class I molecules. Nat Immunol. 2006;7:103.

42. Hammer GE, Gonzalez F, James E, et al. In the absence
of aminopeptidase ERAAP, MHC class I molecules present
many unstable and highly immunogenic peptides. Nat Immunol.
2007;8:101.

43. Reits E, et al. Peptide diffusion, protection, and degradation in nu-
clear and cytoplasmic compartments before antigen presentation
by MHC class I. Immunity. 2003;18:97.

44. York IA, et al. The ER aminopeptidase ERAP1 enhances or limits
antigen presentation by trimming epitopes to 8-9 residues. Nat
Immunol. 2002;3:1177.

45. Wei ML, Cresswell P. HLA-A2 molecules in an antigen-processing
mutant cell contain signal sequence-derived peptides. Nature.
1992;356:443.

46. Abele R, Tampe R. The ABCs of immunology: structure and func-
tion of TAP, the transporter associated with antigen processing.
Physiology (Bethesda). 2004;19:216.

47. Borst P, Elferink RO. Mammalian ABC transporters in health and
disease. Annu Rev Biochem. 2002;71:537.

48. Powis SJ, et al. Restoration of antigen presentation to the mu-
tant cell line RMA-S by an MHC-linked transporter. Nature.
1991;354:528.

49. Spies T, DeMars R. Restored expression of major histocompatibil-
ity class I molecules by gene transfer of a putative peptide trans-
porter. Nature. 1991;351:323.

50. Uebel S, et al. Recognition principle of the TAP transporter dis-
closed by combinatorial peptide libraries. Proc Natl Acad Sci U S A.
1997;94:8976.

51. Peters B, Bulik S, Tampe R, et al. Identifying MHC class I epitopes
by predicting the TAP transport efficiency of epitope precursors.
J Immunol. 2003;171:1741.

52. Fruci D, et al. Quantifying recruitment of cytosolic peptides for
HLA class I presentation: impact of TAP transport. J Immunol.
2003;170:2977.

53. Wright CA, Kozik P, Zacharias M, et al. Tapasin and other chap-
erones: models of the MHC class I loading complex. Biol Chem.
2004;385:763.

54. Garbi N, Tanaka S, van den Broek M, et al. Accessory molecules in
the assembly of major histocompatibility complex class I/peptide
complexes: how essential are they for CD8(+) T-cell immune re-
sponses? Immunol Rev. 2005:207:77.

55. Cresswell P, Ackerman AL, Giodini A, et al. Mechanisms of MHC
class I-restricted antigen processing and cross-presentation. Im-
munol Rev. 2005;207:145.

56. Degen E, Cohen-Doyle MF, Williams DB. Efficient dissociation of
the p88 chaperone from major histocompatibility complex class I
molecules requires both beta 2-microglobulin and peptide. J Exp
Med. 1992;175;1653.

57. Nossner E, Parham P. Species-specific differences in chaperone in-
teraction of human and mouse major histocompatibility complex
class I molecules. J Exp Med. 1995;181:327.

58. Farmery MR, Allen S, Allen AJ, et al. The role of ERp57 in disulfide
bond formation during the assembly of major histocompatibility
complex class I in a synchronized semipermeabilized cell transla-
tion system. J Biol Chem. 2000;275:14933.

59. Sadasivan B, Lehner PJ, Ortmann B, et al. Roles for calreticulin
and a novel glycoprotein, tapasin, in the interaction of MHC class
I molecules with TAP. Immunity. 1996;5:103.

60. Lindquist JA, Jensen ON, Mann M, et al. ER-60, a chaperone with
thiol-dependent reductase activity involved in MHC class I assem-
bly. EMBO J. 1998;17:2186.

61. Hughes EA, Cresswell P. The thiol oxidoreductase ERp57 is a com-
ponent of the MHC class I peptide-loading complex. Curr Biol.
1998;8:709.

62. Park B, et al. Redox regulation facilitates optimal peptide selection
by MHC class I during antigen processing. Cell. 2006;127:369.

63. Ortmann B, Androlewicz MJ, Cresswell P. MHC class I/beta 2-
microglobulin complexes associate with TAP transporters before
peptide binding. Nature. 1994;368:864.

64. Suh WK, et al. Interaction of MHC class I molecules with the trans-
porter associated with antigen processing. Science. 1994;264:1322.

65. Ortmann B, et al. A critical role for tapasin in the assembly
and function of multimeric MHC class I-TAP complexes. Science.
1997;277:1306.

66. Grandea AG 3rd, et al. Impaired assembly yet normal traffick-
ing of MHC class I molecules in Tapasin mutant mice. Immunity.
2000;13:213.

67. Garbi N, et al. Impaired immune responses and altered peptide
repertoire in tapasin-deficient mice. Nat Immunol. 2000;1:234.

68. Gao B, et al. Assembly and antigen-presenting function of MHC
class I molecules in cells lacking the ER chaperone calreticulin.
Immunity. 2002;16:99.

69. Garbi N, Tanaka S, Momburg F, et al. Impaired assembly of the
major histocompatibility complex class I peptide-loading complex



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-20 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 10:35

628 Chapter 20

in mice deficient in the oxidoreductase ERp57. Nat Immunol.
2006;7:93.

70. Lehner PJ, Surman MJ, Cresswell P. Soluble tapasin restores MHC
class I expression and function in the tapasin-negative cell line
.220. Immunity. 1998;8:221.

71. Garbi N, Tiwari N, Momburg F, et al. A major role for tapasin as
a stabilizer of the TAP peptide transporter and consequences for
MHC class I expression. Eur J Immunol. 2003;33:264.

72. Williams AP, Peh CA, Purcell AW, et al. Optimization of the
MHC class I peptide cargo is dependent on tapasin. Immunity.
2002;16:509.

73. Zarling AL, et al. Tapasin is a facilitator, not an editor, of class I
MHC peptide binding. J Immunol. 2003;171:5287.

74. Groothuis TA, Neefjes J. The many roads to cross-presentation.
J Exp Med. 2005;202:1313.

75. Shen L, Rock KL. Priming of T cells by exogenous antigen
cross-presented on MHC class I molecules. Curr Opin Immunol.
2006;18:85.

76. Norbury CC, Chambers BJ, Prescott AR, et al. Constitutive
macropinocytosis allows TAP-dependent major histocompatibil-
ity complex class I presentation of exogenous soluble antigen
by bone marrow-derived dendritic cells. Eur J Immunol. 1997;
27:280.

76a. Heit 2004.
76b. Tobian 2005.

77. Jung S, et al. In vivo depletion of CD11c(+) dendritic cells ab-
rogates priming of CD8(+) T cells by exogenous cell-associated
antigens. Immunity. 2002;17:211.

78. Neijssen J, et al. Cross-presentation by intercellular peptide trans-
fer through gap junctions. Nature. 2005;434:83.

79. Norbury CC, et al. CD8+ T cell cross-priming via transfer of pro-
teasome substrates. Science. 2004;304:1318.

80. Shen L, Rock KL. Cellular protein is the source of cross-priming
antigen in vivo. Proc Natl Acad Sci U S A. 2004;101:3035.

81. Wolkers MC, Brouwenstijn N, Bakker AH, et al. Antigen bias in
T cell cross-priming. Science. 2004;304:1314.

82. Blachère NE, Darnell RB, Albert ML. Apoptotic cells deliver pro-
cessed antigen to dendritic cells for cross-presentation. PLoS Biol.
2005;3(6):e185.

83. Guermonprez P, Amigorena S. Pathways for antigen cross presen-
tation. Springer Semin Immunopathol. 2005;26:257.

84. Shen L, Sigal LJ, Boes M, et al. Important role of cathepsin S in
generating peptides for TAP-independent MHC class I crosspre-
sentation in vivo. Immunity. 2004;21:155.

85. Lizee G, et al. Control of dendritic cell cross-presentation by the
major histocompatibility complex class I cytoplasmic domain. Nat
Immunol. 2003;4:1065.

86. Moore MW, Carbone FR, Bevan MJ. Introduction of soluble pro-
tein into the class I pathway of antigen processing and presenta-
tion. Cell. 1988;54:777.

87. Rodriguez A, Regnault A, Kleijmeer M, et al. Selective transport of
internalized antigens to the cytosol for MHC class I presentation
in dendritic cells. Nat Cell Biol. 1999;1:362.

88. Ackerman AL, Kyritsis C, Tampe R, et al. Early phagosomes in
dendritic cells form a cellular compartment sufficient for cross
presentation of exogenous antigens. Proc Natl Acad Sci U S A.
2003;100:12889.

89. Guermonprez P, et al. ER-phagosome fusion defines an MHC
class I cross-presentation compartment in dendritic cells. Nature.
2003;425:397.

90. Houde M, et al. Phagosomes are competent organelles for antigen
cross-presentation. Nature. 2003;425:402.

91. Ackerman AL, Kyritsis C, Tampe R, et al. Access of soluble antigens
to the endoplasmic reticulum can explain cross-presentation by
dendritic cells. Nat Immunol. 2005;6:107.

92. Ackerman, A. L, Giodini, A. Cresswell, P. A role for the endoplasmic
reticulum protein retrotranslocation machinery during crosspre-
sentation by dendritic cells. Immunity. 2006;25:607.

93. Touret N, et al. Quantitative and dynamic assessment of the con-
tribution of the ER to phagosome formation. Cell. 2005;123:157.

94. Pelkmans L, Helenius A. Endocytosis via caveolae. Traffic. 2002;
3:311.

95. Accapezzato D, Visco V, Francavilla V, et al. Chloroquine enhances
human CD8+ T cell responses against soluble antigens in vivo.
J Exp Med. 2005:202:817.

96. Savina A, et al. NOX2 controls phagosomal pH to regulate anti-
gen processing during crosspresentation by dendritic cells. Cell.
2006;126:205.

97. Burgdorf S, Kautz A, Bohnert V, et al. Distinct pathways of antigen
uptake and intracellular routing in CD4 and CD8 T cell activation.
Science. 2007;316:612.

98. Rescigno M, et al. Bacteria-induced neo-biosynthesis, stabiliza-
tion, and surface expression of functional class I molecules in
mouse dendritic cells. Proc Natl Acad Sci U S A. 1998;95:5229.

99. Cella M, et al. Maturation, activation, and protection of dendritic
cells induced by double-stranded RNA. J Exp Med. 1999;189:821.

100. Delamarre L, Holcombe H, Mellman, I. Presentation of exogenous
antigens on major histocompatibility complex (MHC) class I and
MHC class II molecules is differentially regulated during dendritic
cell maturation. J Exp Med. 2003;198:111.

101. den Haan JM, Bevan MJ. Constitutive versus activation-dependent
cross-presentation of immune complexes by CD8(+) and CD8(−)
dendritic cells in vivo. J Exp Med. 2002;196:817.

102. Gil-Torregrosa BC, et al. Control of cross-presentation during den-
dritic cell maturation. Eur J Immunol. 2004;34:398.

103. Miettinen HM, Rose J K, Mellman I. Fc receptor isoforms exhibit
distinct abilities for coated pit localization as a result of cytoplas-
mic domain heterogeneity. Cell. 1989;58:317.

104. Amigorena S, et al. Cytoplasmic domain heterogeneity and func-
tions of IgG Fc receptors in B lymphocytes. Science. 1992;256:1808.
105. Watts C, Amigorena S. Antigen traffic pathways in dendritic
cells. Traffic. 2000;1:312.

106. Mellman, I. Endocytosis and molecular sorting. Annu Rev Cell Dev
Biol. 1996;12:575.

107. Conner SD, Schmid SL. Regulated portals of entry into the cell.
Nature. 2003;422;37.

107a. Underhill 2002.
108. Sallusto F, Cella M, Danieli C, et al. Dendritic cells use

macropinocytosis and the mannose receptor to concentrate
macromolecules in the major histocompatibility complex class II
compartment: downregulation by cytokines and bacterial prod-
ucts. J Exp Med. 1995;182:389.

109. Garrett WS, et al. Developmental control of endocytosis in den-
dritic cells by Cdc42. Cell. 2000;102:325.

110. West MA, Prescott AR, Eskelinen EL, et al. Rac is required for con-
stitutive macropinocytosis by dendritic cells but does not control
its downregulation. Curr Biol. 2000;10:839.

111. West MA, et al. Enhanced dendritic cell antigen capture via Toll-
like receptor–induced actin remodeling. Science. 2004;305:1153.

112. Munz C. Autophagy and antigen presentation. Cell Microbiol.
2006;8:891.

113. Paludan C, et al. Endogenous MHC class II processing of a viral
nuclear antigen after autophagy. Science. 2005;307:593.

114. Schmid D, Pypaert M, Munz C. Antigen-loading compartments for
major histocompatibility complex class II molecules continuously
receive input from autophagosomes. Immunity. 2007;26:79.

115. Zhou D, et al. Lamp-2a facilitates MHC class II presentation of
cytoplasmic antigens. Immunity. 2005;22:571.

116. Roche PA, Marks MS, Cresswell P. Formation of a nine-subunit
complex by HLA class II glycoproteins and the invariant chain.
Nature. 1991;354:392.

117. Hsing LC, Rudensky AY. The lysosomal cysteine proteases in MHC
class II antigen presentation. Immunol Rev. 2005;207:229.

118. Lotteau V, et al. Intracellular transport of class II MHC molecules
directed by invariant chain. Nature. 1990;348:600.

119. Marks MS, Blum JS, Cresswell P. Invariant chain trimers are se-
questered in the rough endoplasmic reticulum in the absence of
association with HLA class II antigens. J Cell Biol. 1990;111:839.

120. Roche PA, Cresswell P. Invariant chain association with HLA-
DR molecules inhibits immunogenic peptide binding. Nature.
1990;345:615.

121. Teyton L, et al. Invariant chain distinguishes between the ex-
ogenous and endogenous antigen presentation pathways. Nature.
1990;348:39.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-20 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 10:35

Cell Biology of Antigen Processing and Presentation 629

122. Bakke O, Dobberstein B. MHC class II–associated invariant chain
contains a sorting signal for endosomal compartments. Cell.
1990;63:707.

123. Pieters J, Bakke O, Dobberstein B. The MHC class II–associated
invariant chain contains two endosomal targeting signals within
its cytoplasmic tail. J Cell Sci. 1993;106(Pt 3):831.

124. Odorizzi CG, et al. Sorting signals in the MHC class II invari-
ant chain cytoplasmic tail and transmembrane region determine
trafficking to an endocytic processing compartment. J Cell Biol.
1994;126:317.

125. Chow AY, Mellman I. Old lysosomes, new tricks: MHC II dynamics
in DCs. Trends Immunol. 2005;26:72.

126. Driessen C, et al. Cathepsin S controls the trafficking and mat-
uration of MHC class II molecules in dendritic cells. J Cell Biol.
1999;147:775.

127. Nakagawa TY, et al. Impaired invariant chain degradation and
antigen presentation and diminished collagen-induced arthritis in
cathepsin S null mice. Immunity. 1999;10:207.

128. Shi GP, et al. Cathepsin S required for normal MHC class II peptide
loading and germinal center development. Immunity. 1999;10:197.

129. Morris P, et al. An essential role for HLA-DM in antigen pre-
sentation by class II major histocompatibility molecules. Nature.
1994;368:551.

130. Kropshofer H, Hammerling GJ, Vogt AB. How HLA-DM edits the
MHC class II peptide repertoire: survival of the fittest? Immunol
Today. 1997;18:77.

131. Alfonso C, Karlsson L. Nonclassical MHC class II molecules. Annu
Rev Immunol. 2000;18:113.

132. Sloan VS, et al. Mediation by HLA-DM of dissociation of peptides
from HLA-DR. Nature. 1995;375:802.

133. Kropshofer H, et al. Editing of the HLA-DR-peptide repertoire by
HLA-DM. EMBO J. 1996;15:6144.

134. Weber DA, Evavold BD, Jensen PE. Enhanced dissociation of
HLA-DR-bound peptides in the presence of HLA-DM. Science.
1996;274:618.

135. Denzin LK, Fallas JL, Prendes M, et al. Right place, right time,
right peptide: DO keeps DM focused. Immunol Rev. 2005;207:279.

136. Glazier KS, et al. Germinal center B cells regulate their capa-
bility to present antigen by modulation of HLA-DO. J Exp Med.
2002;195:1063.

137. Watts C. The exogenous pathway for antigen presentation on ma-
jor histocompatibility complex class II and CD1 molecules. Nat
Immunol. 2004;5:685.

138. Maric M, et al. Defective antigen processing in GILT-free mice.
Science. 2001;294:1361.

139. Manoury B, et al. An asparaginyl endopeptidase processes a mi-
crobial antigen for class II MHC presentation. Nature. 1998;
396:695.

140. Manoury B, et al. Destructive processing by asparagine endopepti-
dase limits presentation of a dominant T cell epitope in MBP. Nat
Immunol. 2002;3:169.

141. Hsieh CS, deRoos P, Honey K, et al. A role for cathepsin L and
cathepsin S in peptide generation for MHC class II presentation.
J Immunol. 2002;168:2618.

142. Sercarz EE, Maverakis E. MHC-guided processing: binding of
large antigen fragments. Nat Rev Immunol. 2003;3:621.

143. Donermeyer DL, Allen PM. Binding to Ia protects an immunogenic
peptide from proteolytic degradation. J Immunol. 1989;142:1063.

144. Sette A, Adorini L, Colon SM, et al. Capacity of intact proteins to
bind to MHC class II molecules. J Immunol. 1989;143:1265.

145. Davidson HW, Reid PA, Lanzavecchia A, et al. Processed antigen
binds to newly synthesized MHC class II molecules in antigen-
specific B lymphocytes. Cell. 1991;67:105.

146. Lindner R, Unanue ER. Distinct antigen MHC class II com-
plexes generated by separate processing pathways. EMBO J.
1996;15:6910.

147. Castellino F, Zappacosta F, Coligan JE, et al. Large protein frag-
ments as substrates for endocytic antigen capture by MHC class II
molecules. J Immunol. 1998;161:4048.

148. Villadangos JA, Driessen C, Shi GP, et al. Early endosomal matura-
tion of MHC class II molecules independently of cysteine proteases
and H-2DM. EMBO J. 2000;19:882.

149. Moss CX, Tree TI, Watts C. Reconstruction of a pathway of
antigen processing and class II MHC peptide capture. EMBO J.
2007;26:2137.

150. Pierre P, Mellman I. Developmental regulation of invariant chain
proteolysis controls MHC class II trafficking in mouse dendritic
cells. Cell. 1998;93:1135.

151. Beers C, Honey K, Fink S, et al. Differential regulation of cathepsin
S and cathepsin L in interferon gamma–treated macrophages. J
Exp Med. 2003;197:169.

152. Delamarre L, Couture R, Mellman I, et al. Enhancing immuno-
genicity by limiting susceptibility to lysosomal proteolysis. J Exp
Med. 2006;203:2049.

153. Mellman I, Steinman RM. Dendritic cells: specialized and regu-
lated antigen processing machines. Cell. 2001;106:255.

154. Villadangos JA, Schnorrer P, Wilson NS. Control of MHC class II
antigen presentation in dendritic cells: a balance between creative
and destructive forces. Immunol Rev. 2005;207:191.

155. Inaba K, et al. The formation of immunogenic major histocompati-
bility complex class II– peptide ligands in lysosomal compartments
of dendritic cells is regulated by inflammatory stimuli. J Exp Med.
2000;191:927.

156. Turley SJ, et al. Transport of peptide–MHC class II complexes in
developing dendritic cells. Science. 2000;288:522.

157. Li DN, Matthews SP, Antoniou AN, et al. Multistep autoactivation
of asparaginyl endopeptidase in vitro and in vivo. J Biol Chem.
2003;278:38980.

158. Trombetta ES, Ebersold M, Garrett W, et al. Activation of lysosomal
function during dendritic cell maturation. Science. 2003;299:1400.

159. Fiebiger E, et al. Cytokines regulate proteolysis in major histo-
compatibility complex class II–dependent antigen presentation by
dendritic cells. J Exp Med. 2001;193:881.

160. Cella M, Engering A, Pinet V, et al. Inflammatory stimuli induce
accumulation of MHC class II complexes on dendritic cells. Nature.
1997;388:782.

161. Pierre P, et al. Developmental regulation of MHC class II transport
in mouse dendritic cells. Nature. 1997;388:787.

162. Ohmura-Hoshino M, et al. Inhibition of MHC class II expression
and immune responses by c-MIR. J Immunol. 2006;177:341.

163. Shin JS, et al. Surface expression of MHC class II in dendritic
cells is controlled by regulated ubiquitination. Nature. 2006;444:
115.

164. van Niel G, et al. Dendritic cells regulate exposure of MHC class
II at their plasma membrane by oligoubiquitination. Immunity.
2006;25:885.

165. Kleijmeer M, et al. Reorganization of multivesicular bodies regu-
lates MHC class II antigen presentation by dendritic cells. J Cell
Biol. 2001;155:53.

166. Boes M, et al. T-cell engagement of dendritic cells rapidly rear-
ranges MHC class II transport. Nature. 2002;418:983.

167. Chow A, Toomre D, Garrett W, et al. Dendritic cell maturation
triggers retrograde MHC class II transport from lysosomes to the
plasma membrane. Nature. 2002;418:988.

168. Unternaehrer JJ, Chow A, Pypaert M, et al. The tetraspanin CD9
mediates lateral association of MHC class II molecules on the den-
dritic cell surface. Proc Natl Acad Sci U S A. 2007;104:234.

169. Brigl M, Brenner MB. CD1: antigen presentation and T cell func-
tion. Annu Rev Immunol 2004;22:817.

170. Hava DL, et al. CD1 assembly and the formation of CD1-antigen
complexes. Curr Opin Immunol. 2005;17:88.

171. Angenieux C, et al. The cellular pathway of CD1e in immature and
maturing dendritic cells. Traffic. 2005;6:286.

172. Gumperz JE, et al. Murine CD1d-restricted T cell recognition of
cellular lipids. Immunity. 2000;12:211.

173. Moody DB, et al. T cell activation by lipopeptide antigens. Science.
2004;303:527.

174. Moody DB, Zajonc DM, Wilson IA. Anatomy of CD1-lipid antigen
complexes. Nat Rev Immunol. 2005;5:387.

175. van den Elzen P, et al. Apolipoprotein-mediated pathways of lipid
antigen presentation. Nature. 2005;437:906.

176. Kang SJ, Cresswell P. Calnexin, calreticulin, and ERp57 cooperate
in disulfide bond formation in human CD1d heavy chain. J Biol
Chem. 2002;277:44838.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-20 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 10:35

630 Chapter 20

177. Park JJ, et al. Lipid–protein interactions: biosynthetic assembly
of CD1 with lipids in the endoplasmic reticulum is evolutionarily
conserved. Proc Natl Acad Sci U S A. 2004:101:1022.

178. Dougan SK, et al. Microsomal triglyceride transfer protein lipida-
tion and control of CD1d on antigen-presenting cells. J Exp Med.
2005;202:529.

179. Brozovic, S, et al. CD1d function is regulated by microsomal
triglyceride transfer protein. Nat Med. 2004;10:535.

180. SagivY, et al. A distal effect of microsomal triglyceride transfer
protein deficiency on the lysosomal recycling of CD1d. J Exp Med.
2007;204:921.

181. Jayawardena-Wolf J, Benlagha K, Chiu YH, et al. CD1d endoso-
mal trafficking is independently regulated by an intrinsic CD1d-
encoded tyrosine motif and by the invariant chain. Immunity.
2001;15:897.

182. Kang SJ, Cresswell P. Regulation of intracellular trafficking of hu-
man CD1d by association with MHC class II molecules. EMBO J.
2002;21:1650.

183. Chiu YH, et al. Multiple defects in antigen presentation and T cell
development by mice expressing cytoplasmic tail-truncated CD1d.
Nat Immunol. 2002;3:55.

184. Sugita M, et al. Cytoplasmic tail-dependent localization of CD1b
antigen-presenting molecules to MIICs. Science. 1996;273:349.

185. Jackman RM, et al. The tyrosine-containing cytoplasmic tail of
CD1b is essential for its efficient presentation of bacterial lipid
antigens. Immunity. 1998;8:341.

186. Sugita M, et al. Separate pathways for antigen presentation by CD1
molecules. Immunity. 1999;11:743.

187. Briken V, Jackman RM, Dasgupta S, et al. Intracellular traffick-
ing pathway of newly synthesized CD1b molecules. EMBO J.
2002;21:825.

188. Lawton AP, et al. The mouse CD1d cytoplasmic tail medi-
ates CD1d trafficking and antigen presentation by adaptor pro-

tein 3-dependent and -independent mechanisms. J Immunol.
2005;174:3179.

189. van der Wel NN, et al. CD1 and major histocompatibility complex
II molecules follow a different course during dendritic cell matu-
ration. Mol Biol Cell. 2003;14:3378.

190. de la Salle H, et al. Assistance of microbial glycolipid antigen pro-
cessing by CD1e. Science. 2005;310:1321.

191. Prigozy TI, et al. Glycolipid antigen processing for presentation by
CD1d molecules. Science. 2001;291:664.

192. Zhou D, et al. Lysosomal glycosphingolipid recognition by NKT
cells. Science. 2004;306:1786.

193. Ernst WA, et al. Molecular interaction of CD1b with lipoglycan
antigens. Immunity. 1998;8:331.

194. Naidenko OV, et al. Binding and antigen presentation of ceramide-
containing glycolipids by soluble mouse and human CD1d
molecules. J Exp Med. 1999;190:1069.

195. Cheng TY, et al. Role of lipid trimming and CD1 groove size in
cellular antigen presentation. EMBO J. 2006;25:2989.

196. Kang SJ, Cresswell P. Saposins facilitate CD1d-restricted presen-
tation of an exogenous lipid antigen to T cells. Nat Immunol.
2004;5:175.

197. Winau F, et al. Saposin C is required for lipid presentation by hu-
man CD1b. Nat Immunol. 2004;5.

198. Zhou D, et al. Editing of CD1d-bound lipid antigens by endosomal
lipid transfer proteins. Science. 2004;303:523.

199. Schrantz N, et al. The Niemann-Pick type C2 protein loads
isoglobotrihexosylceramide onto CD1d molecules and contributes
to the thymic selection of NKT cells. J Exp Med. 2007;204:841.

200. Yuan W, et al. Saposin B is the dominant saposin that facilitates
lipid binding to human CD1d molecules. Proc Natl Acad Sci U S A.
2007;104:5551.

201. Honey K, et al. Thymocyte expression of cathepsin L is essential
for NKT cell development. Nat Immunol. 2002;3:1069.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-21 Paul-3627G GRBT293-Paul-v1.cls April 12, 2008 17:54

• •S E C T I O N V I

Regulation and Effector
Functions of the
Immune Response

• •C h a p t e r 2 1

◗ Immunogenicity and Antigen Structure

Jay A. Berzofsky and Ira J. Berkower

The Nature of Antigenic Determinants

Recognized by Antibodies

Haptens
Carbohydrate Antigens
Protein and Polypeptide Antigenic Determinants

Antigenic Determinants Recognized by

T Cells

Defining Antigenic Structures

Sequential Steps that Focus the T-cell Response on
Immunodominant Determinants

Defining the Role of Individual Amino Acids and
Effects of Altered Peptide Ligands

Relationship Between Helper T-Cell Epitopes and

B-Cell Epitopes on a Complex Protein Antigen

Conclusion

THE NATURE OF ANTIGENIC
DETERMINANTS RECOGNIZED
BY ANTIBODIES

Haptens
In the antigen–antibody-binding reaction, the antibody-
binding site is often unable to accommodate the entire
antigen. The part of the antigen that is the target of anti-
body binding is called an antigenic determinant, and there

may be one or more antigenic determinants per molecule.
To study antibody specificity, we need to have antibod-
ies against single antigenic determinants. Small functional
groups that correspond to a single antigenic determinant
are called haptens. For example, these may be organic
compounds, such as trinitrophenyl or benzene arsonate,
a mono- or oligosaccharide such as glucose or lactose,
or an oligopeptide such as pentalysine. Although these
haptens can bind to antibody, immunization with them
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usually will not provoke an antibody response (for ex-
ceptions, see online ref. 1). Immunogenicity often can
be achieved by covalently attaching haptens to a larger
molecule, called the carrier. The carrier is immunogenic in
its own right, and immunization with the hapten–carrier
conjugate elicits an antibody response to both hapten and
carrier. However, the antibodies specific for hapten can be
studied by equilibrium dialysis using pure hapten (without
carrier) or by immunoprecipitation using hapten coupled
to a different (and non–cross-reacting) carrier, or by inhi-
bition of precipitation with free hapten.

This technique was pioneered by Landsteiner (2) and
helped to elucidate the exquisite specificity of antibodies
for antigenic determinants. For instance, the relative bind-
ing affinity of antibodies prepared against succinic acid–
serum protein conjugates shows marked specificity for the
maleic acid analog, which is in the cis configuration, as
compared to the fumaric acid (trans) form (3). Presum-
ably, the immunogenic form of succinic acid corresponds
to the cis form (3). This ability of antibodies to distin-
guish cis from trans configurations was re-emphasized in
later studies measuring relative affinities of antibodies to
maleic and fumaric acid conjugates (4) (Table 21.1A). Table
21.1B shows the specificity of antibodies prepared against
p-azobenzene arsonate coupled to bovine gamma globulin
(5). Since the hapten is coupled through the p-azo group
to aromatic amino acids of the carrier, haptens containing
bulky substitutions in the para position would most resem-
ble the immunizing antigen. In fact, p-methyl-substituted
benzene arsonate has a higher binding affinity than unsub-
stituted benzene arsonate. However, methyl substitution
elsewhere in the benzene ring reduces affinity, presumably
because of interference with the way hapten fits into the
antibody-binding site. Thus, methyl substitutions can have
positive or negative effects on binding energy, depending
on where the substitution occurs. Table 21.1C shows the
specificity of antilactose antibodies for lactose versus cel-
lobiose (6). These disaccharides differ only by the orien-
tation of the hydroxyl attached to C4 of the first sugar ei-

ther above or below the hexose ring. The three examples
in this table, as well as many others (1), show the marked
specificity of antibodies for cis–trans, ortho–meta-para, and
stereoisomeric forms of the antigenic determinant.

Comparative binding studies of haptens have been able
to demonstrate antibody specificity despite the marked
heterogeneity of antibodies. Unlike the antibodies against
a multideterminant antigen, the population of antibodies
specific for a single hapten determinant is a relatively re-
stricted population, because of the shared structural con-
straints necessary for hapten to fit within the antibody-
combining site. However, the specificity of an antiserum
depends on the collective specificities of the entire pop-
ulation of antibodies, which are determined by the struc-
tures of the various antibody-binding sites. When studying
the cross-reactions of hapten analogs, some haptens bind
all antibodies, but with reduced KA. Other hapten analogs
reach a plateau of binding because they fit some antibody-
combining sites quite well but not others (see discussion of
cross-reactivity in Chapter 5). Antibodies raised in differ-
ent animals may show different cross-reactivities with re-
lated haptens. Even within a single animal, antibody affin-
ity and specificity are known to increase over time follow-
ing immunization under certain conditions (7). Thus, any
statements about the cross-reactivity of two haptens reflect
both structural differences between the haptens that affect
antigen–antibody fit and the diversity of antibody-binding
sites present in a given antiserum.

Carbohydrate Antigens

The antigenic determinants of a number of biologically
important substances consist of carbohydrates. These of-
ten occur as glycolipids or glycoproteins. Examples of the
former include bacterial cell wall antigens and the major
blood group antigens, whereas the latter group includes
“minor” blood group antigens such as Rh. In addition,
the capsular polysaccharides of bacteria are important for
virulence and are often targeted by protective antibodies.

◗ TABLE 21.1 Exquisite Specificity of Antihapten Antibodies

Hapten Structure Krel of Antibody Specific for

A. Maleic (cis) Fumarlc (trans)
Maleanilate 1.0 <0.01
Fumaranilate <0.01 1.0

B. Parasubstituted benzene arsonate
Benzene arsonate 1.0
o-Methyl benzene arsonate 0.2
m -Methyl benzene arsonate 0.8
p-Methyl benzene arsonate 1.9

C. Lactose
Lactose β gal (1→4) glu 1.00
Cellobiose β glu (1→4) glu 0.0025

Part A from ref. 4; part B from ref. 5; and part C from ref. 6, with permission.
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A number of spontaneously arising myeloma proteins
have been found to show carbohydrate specificity, pos-
sibly reflecting the fact that carbohydrates are common
environmental antigens. In the days prior to hybridoma
technology, these carbohydrate-specific myeloma proteins
provided an important model for studying the reaction of
antigen with a monoclonal antibody.

Empirically, the predominant antigenic determinants
of polysaccharides often consist of short oligosaccharides
(one to five sugars long) at the nonreducing end of the
polymer chain (8). This situation is analogous to a hap-
ten consisting of several sugar residues linked to a large
nonantigenic polysaccharide backbone. The remainder of
the polysaccharide is important for immunogenicity, just
as the carrier molecule was important for haptens. In ad-
dition, branch points in the polysaccharide structure allow
for multiple antigenic determinants to be attached to the
same macromolecule. This is important for immunopre-
cipitation by lattice formation, as discussed in Chapter 5.
Several examples illustrating structural studies of oligosac-
charide antigens are given later.

The technique used most widely to analyze the antigenic
determinants of polysaccharides is called hapten inhibi-
tion (8). In this method, the precipitation reaction between
antigen and antibody is inhibited by adding short oligosac-
charides. These oligosaccharides are large enough to bind
with the same affinity and specificity as the polysaccharide,
but because they are monomeric, no precipitate forms. As
more inhibitor is added, fewer antibody-combining sites
remain available for precipitation. Using antiserum spe-
cific for a single antigenic determinant, it is often possible
to block precipitation completely with a short oligosaccha-
ride corresponding to the nonreducing end of the polysac-
charide chain. Besides showing the “immunodominance”
of the nonreducing end of the chain, this result also shows
that the structure of the antigenic determinant of polysac-
charides depends on the sequence of carbohydrates and
their linkage, rather than their conformation. For inhibi-
tion by hapten to be complete, the antigen–antibody sys-
tem studied must be made specific for a single antigenic
determinant. For optimal sensitivity, the equivalence point
of antigen and antibody should be used.

We illustrate the types of carbohydrate antigens en-
countered by examining three classic examples in more
detail: the salmonella O antigens, the blood group anti-
gens, and dextrans that bind to myeloma proteins.

Immunochemistry of Salmonella O Antigens

The antigenic diversity among numerous salmonella
species resides in the structural differences of the
lipopolysaccharide (LPS) component of the outer mem-
brane (9). These molecules are the main target for an-
tisalmonella antibodies. The polysaccharide moiety con-
tains the antigenic determinant, whereas the lipid moiety

is responsible for endotoxin effects. The chemical struc-
ture of LPS can be divided into three regions (Figure 21.1).
Region I contains the antigenic O-specific polysaccharide,
usually made up of repeated oligosaccharide units, which
vary widely among different strains. Region II contains
an oligosaccharide “common core” shared among many
different strains. Failure to synthesize region II oligosac-
charide or to couple completed region I polysaccharide to
the growing region II core results in R (rough) mutants,
which have “rough” colony morphology and lack the O
antigen. Region III is the lipid part, called lipid A, which
is shared among all salmonellae and serves to anchor LPS
on the outer membrane. Early immunologic attempts to
classify the O antigens of different salmonellae revealed a
large number of cross-reactions between different strains.
These were detected by preparing antiserum to one strain
of salmonella and using it to agglutinate bacteria of a sec-
ond strain. Each cross-reacting determinant was assigned
a number, and each strain was characterized by a series of
O antigen determinants (in aggregate, the “serotype” of the
strain) based on its pattern of cross-reactivity. Each strain
was classified within a group, based on sharing a strong O
determinant. For example, group A strains share determi-
nant 2, whereas group B strains share determinant 4 (Table
21.2). However, within a group, each strain possesses addi-
tional O determinants, which serve to differentiate it from
other members of that group. Thus, determinant 2 coexists
with determinants 1 and 12 on Salmonella paratyphi A.

This problem of cross-reactivity based on sharing of
a subset of antigenic determinants is commonly encoun-
tered in complex antigen–antibody systems. The problem
may be simplified by making antibodies monospecific for
individual antigenic determinants. To do this, antibodies
are absorbed to remove irrelevant specificities, or cross-
reactive strains are chosen that share only a single deter-
minant with the immunizing strain. The reaction of each
determinant with its specific antibody can be thought of as
an antigen–antibody system. Thus, for the strains shown
in Table 21.2, antiserum to Salmonella typhi (contain-
ing anti-9 and anti-12 antibodies) may be absorbed with
S. paratyphi A to remove anti-12, leaving a reagent specific
for antigen 9 (21.2). Alternatively, the unabsorbed anti-
serum may be used to study the system antigen 12–anti-12
by allowing it to agglutinate Salmonella paratyphi B, which
shares only antigen 12 with the immunogen. Because the
other determinants on S. paratyphi B were absent from the
immunizing strain, the antiserum contains no antibodies
to them.

Once the antigen–antibody reaction is made specific for
a single determinant, a variety of oligosaccharides can be
added to test for hapten inhibition. Because the O anti-
gens contain repeating oligosaccharide units, it is often
possible to obtain model oligosaccharides by mild chem-
ical or enzymatic degradation of the LPS polysaccharide
itself. Once the most inhibitory oligosaccharide is found,
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A

B

FIGURE 21.1 Structure of Salmonella (S.) lipopolysaccharide. Region I contains the unique O-
antigen determinants, which consist of repeating units of oligosaccharides. These are attached to
lipid moiety through the core polysaccharide. Three examples of oligosaccharide units are shown
(9). (Part A adapted from ref. 8, with permission; part B based on ref. 9.)

its chemical structure is determined. Alternatively, a vari-
ety of synthetic mono-, di-, tri-, and oligosaccharides are
tested for hapten inhibition of precipitation. For example,
as shown in Table 21.3, antigen 1–anti-1 antibody precipi-
tation is inhibited by methyl-αD-glucoside. Therefore, vari-
ous disaccharides incorporating this structure were tested,

of which αD-Glu(1→6)D-Gal was the most inhibitory.
Then various trisaccharides incorporating this sequence
were tested. The results indicate the sequence and size of
the determinant recognized by anti-1 antibodies to be a
disaccharide with the structure shown here. The test se-
quences can be guessed by analyzing the oligosaccharide

◗ TABLE 21.2 Salmonella Q Antigen Serotyping

Salmonella Strain Serogroup O Antigenic Determinants

S. paratyphi A A 1, 2, 12
S. paratyphi B B 1, 4, 5, 12
S. typhi D 9, 12

Antiserum Absorbed Tested on Single Determinant Measured

Anti–S. typhi S. paratyphi B 12
Anti–S. typhi S. paratyphi A S. typhi 9

Reprinted with permission from ref. 8.
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◗ TABLE 21.3 Analysis of Salmonella O-Antigen Structure by Hapten Inhibition

Antigen System

Maximum Inhibition by Hapten (%) 1: anti-1 19: anti-19

D-Glu — 0
Me-α-D-Glu 35 10
α-D-Glu(1 → 6)-D-Gal 80 25
Glu.Gal.Man 80 70
Gtu.Gal.Man.L-Rham >70 >70
Deduced structure α-D-Glu(1→6)-D-Gal D-Glu-D-Gal-D-Man-L-Rham

Reprinted with permission from ref. 8.

breakdown products of the lipopolysaccharide, which in-
clude tetramers of D-Glu-D-Gal-D-Man-L-Rham.

The results in Table 21.3 also suggest that the difference
between determinants 1 and 19 is the length of oligosac-
charide recognized by antibodies specific for each determi-
nant. This hypothesis is supported by the observation that
determinant 1 is found in some strains with, and in other
strains without, determinant 19; whereas determinant 19
is always found with determinant 1. As shown in the ta-
ble, determinant 19 requires the full tetrasaccharide for
maximal hapten inhibition, including the sequence cod-
ing for determinant 1. Besides identifying the antigenic
structures, these results indicate that there is variation in
the size of different antigenic determinants of polysaccha-
rides.

Blood Group Antigens

The major blood group antigens A and B were originally
detected by the ability of serum from individuals lacking
either determinant to agglutinate red blood cells bearing
them (for reviews, see refs. 8 and 10–12). In addition, group
O individuals have an H antigenic determinant that is dis-
tinct from A or B types, and individuals in all three groups
may have additional determinants such as the Lewis (Le)
antigens. Although the ABH and Le antigenic determi-
nants are found on a carbohydrate moiety, the carbohy-
drate may occur in a variety of biochemical forms. On cell
surfaces, they are either glycolipids that are synthesized
within the cell (AB and H antigens) or glycoproteins taken
up from serum (Le antigens). In mucinous secretions, such
as saliva, they occur as glycoproteins. Milk, ovarian cyst
fluid, and gastric mucosa contain soluble oligosaccharides
containing blood group reactivity. In addition, these anti-
gens occur frequently in other species, including about half
of the bacteria in the normal flora of the gut (10). This
widespread occurrence may account for the ubiquitous
anti-AB reactivity of human sera, even in people never pre-
viously exposed to human blood group substances through
transfusion or pregnancy.

The immunochemistry of these antigens was simplified
greatly by the use of oligosaccharides in hapten inhibition

studies. Group A oligosaccharides, for example, would in-
hibit the agglutination of group A red blood cells by anti-A
antibodies. They could also inhibit the immunoprecipita-
tion of group A-bearing glycoproteins by anti-A antibodies.
Because the oligosaccharides are monomeric, their reac-
tion with antibody does not form a precipitate but does
block an antibody-combining site.

The inhibitory oligosaccharides from cyst fluid were
purified and found to contain D-galactose, L-fucose, N-
acetyl galactosamine, and N-acetylglucosamine. The most
inhibitory oligosaccharides for each antigen are indicated
in Figure 21.2. As can be seen in the figure, the ABH and
Le antigens all share a common oligosaccharide core se-
quence, and the antigens appear to differ from each other
by the sequential addition of individual sugars at the end
or at branch points. Besides hapten inhibition, other bio-
chemical data support this relationship among the differ-
ent determinants. Enzymatic digestion of A, B, or H anti-
gens yields a common core oligosaccharide from each.
This product cross-reacts with antiserum specific for pneu-
mococcal polysaccharide type XIV, which contains struc-
tural elements shared with blood group determinants, as
shown at the bottom of Figure 21.2. In addition, this struc-
ture, known as precursor substance, has been isolated from
ovarian cyst fluid.

Starting from precursor substance, the H determinant
results from the addition of L-fucose to galactose, whereas
Lewisa antigen (Lea) determinant results from the addi-
tion of L-fucose to N-acetylglucosamine, and Leb from
the addition of L-fucose to both sugars. Addition of N-
acetylgalactosamine to H substance produces the A de-
terminant, whereas addition of galactose produces the B
determinant, in each case blocking reactivity of the H de-
terminant.

The genetics of ABH and Le antigens is explained by
this sequential addition of sugars via glycosyltransferases.
The allelic nature of the AB antigens is explained by the
addition of N-acetylgalactosamine, galactose, or nothing
to the H antigen. The rare inherited trait of inability to
synthesize the H determinants from precursor substance
(Bombay phenotype) also blocks the expression of A and
B antigens, because the A and B transferases lack an
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FIGURE 21.2 Oligosaccharide chain specificity. Structure of
the ABH and Lewis (Le) blood group antigens, as determined by
hapten inhibition studies (8,11). There are two variants of each of
these determinants. In type 1, the Gal-GNAc linkage is β(1 → 3),
whereas in type 2, the Gal-GNAc linkage is β(1 → 4). In addition,
there is heterogeneity in the A and B antigens with respect to the
presence of the Le fucose attached to the GNAc. In the molecules
that contain the extra fucose, when the Gal-GNAc linkage is
β(1 → 3) (type 1), the fucose must be linked α(1 → 4), whereas
the type 2 molecules, with the β(1 → 4) Gal-GNAc linkage, con-
tain α(1 → 3)-linked fucose. The asterisks indicate the sites of
this variability in linkage.

acceptor substrate. However, the appearance of the Lea on
red cells is independent of H antigen synthesis. Its struc-
ture, shown in Figure 21.2, can be derived directly from
precursor substance without going through an H antigen
intermediate. Comparing different individuals, the appear-
ance of Lea antigen on red blood cells correlates with its
presence in saliva, because the Lea antigen is not an in-
trinsic membrane component but must be absorbed from
serum glycoproteins, which, in turn, depend on secretion.
In addition to the independent synthetic pathway, the se-
cretion of Lea antigen is also independent of the secretory
process for ABH antigens. Therefore salivary nonsecretors

of ABH antigens (which occur in 20% of individuals) may
still secrete Lea antigen if they have the fucosyl transferase
encoded by the Le gene. In contrast, salivary secretion of
ABH is required for red blood cells to express Leb.

Dextran-Binding Myeloma Proteins

Because polysaccharides are common environmental anti-
gens, it is not surprising that randomly induced myeloma
proteins were frequently found to have carbohydrate speci-
ficities. Careful studies of these monoclonal antibodies
support the clonal expansion model of antibody diversity:
heterogeneous antisera behave as the sum of many indi-
vidual clones of antibody with respect to affinity and speci-
ficity. In the case of the IgAκ myeloma proteins W3129
and W3434, both antibodies were found to be specific for
dextrans containing α-glu (1→6)glu bonds (12). Hapten
inhibition with a series of mono- or oligosaccharides of
increasing chain length indicated that the percentage of
binding energy derived from the reaction with one glucose
was 75%, two glucoses 95%, three 95% to 98%, and four
100%. This suggests that most binding energy between an-
tidextran antibodies and dextran derives from the terminal
monosaccharide, and that oligosaccharides of chain length
4 to 6 commonly fill the antibody-combining site. Human
antidextran antisera behaved similarly, with tetrasaccha-
rides contributing 95% of the binding energy. These exper-
iments provided the first measure of the size of an antigenic
determinant, 4 to 6 residues (13,14). In addition, as was ob-
served for antisera, binding affinity of myeloma proteins
was highly sensitive to modifications of the terminal sugar
and highly specific for α(1→6) versus α(1→3) glycosidic
bonds. However, modification of the third or fourth sugar
of an oligosaccharide had relatively less effect on hapten
inhibition of either myeloma protein or of antisera react-
ing with dextran.

Studies with additional dextran-binding myeloma pro-
teins (15) revealed that not all antipolysaccharide mon-
oclonal antibodies are specific for the nonreducing end,
as exemplified by QUPC 52. Competitive inhibition with
mono- and oligosaccharides revealed that less than 5%
of binding energy derived from mono- or disaccharides,
72% from trisaccharides, 88% from tetrasaccharides,
and 100% from hexasaccharides, in marked contrast to
other myeloma proteins. A second distinctive property of
myeloma protein QUPC 52 was its ability to precipitate
unbranched dextran of chain length 200. Because the un-
branched dextran has only one nonreducing end, and be-
cause the myeloma protein has only one specificity, lattice
formation due to cross-linking between the nonreducing
ends is impossible, and precipitation must be explained
by binding some other determinant. Therefore, QUPC 52
appears to be specific for internal oligosaccharide units of
3 to 7 chain length. W3129 is specific for end determinants
and will not precipitate unbranched dextran chains.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-21 Paul-3627G GRBT293-Paul-v1.cls April 12, 2008 17:54

Immunogenicity and Antigen Structure 637

Antibodies precipitating linear dextran were also de-
tected in six antidextran human sera, comprising 48% to
90% of the total antibodies to branched chain dextran.
Thus antidextrans can be divided into those specific for
terminal oligosaccharides and those specific for internal
oligosaccharides; monoclonal examples of both types are
available, and both types are present in human immune
serum. Cisar et al. (15) speculated as to the different topol-
ogy of the binding sites of W3129 or QUPC 52 necessary for
terminal or internal oligosaccharide specificity. Both ter-
minal and internal oligosaccharides have nearly identical
chemical structures, differing at a single C–OH or glyco-
side bond. Perhaps the terminal oligosaccharide specificity
of W3129 is due to the shape of the antibody-combining
site—a cavity into which only the end can fit; whereas the
internal oligosaccharide-binding site of QUPC 52 could be
a surface groove in the antibody, which would allow the
rest of the polymer to protrude out at both ends. A more
definitive answer depends on x-ray crystallographic stud-
ies of the combining sites of monoclonal antibodies with
precisely defined specificity, performed with antigen occu-
pying the binding site (see below).

With the advent of hybridoma technology, it became
possible to produce monoclonal antibodies of any desired
specificity. Immunizing mice with nearly linear dextran
(the preferred antigen of QUPC 52), followed by fusion
and screening (with linear dextran) for dextran-binding
antibodies, yielded 12 hybridomas (16), all with specificity
similar to QUPC 52. Oligosaccharide inhibition of all 12
monoclonals showed considerable increments in affinity
up to hexasaccharides, with little affinity for disaccharides
and only 49% to 77% of binding energy derived from trisac-
charides (17). Second, all 12 monoclonals had internal
α(1→6) dextran specificity because they could all precip-
itate linear dextran. Third, 9 of 11 BALB/c monoclonals
shared a cross-reactive idiotype with QUPC 52, whereas
none shared idiotype with W3129 (18). These data sup-
port the hypothesis that different antibodies with similar
specificity and similar groove-type sites may be derived
from the same family of germline VH genes bearing the
QUPC 52 idiotype (18).

The large number of environmental carbohydrate anti-
gens and the high degree of specificity of antibodies elicited
in response to each carbohydrate antigen suggest that a
tremendous diversity of antibody molecules must be avail-
able, from which some antibodies can be selected for every
possible antigenic structure. Studies of a series of 17 mon-
oclonal anti-α(1→6) dextran hybridomas (19,20) have
investigated whether the binding sites of closely related an-
tibodies were derived from a small number of variable re-
gion genes, for both heavy and light chains, or whether an-
tibodies of the same specificity could derive from variable
region genes with highly divergent sequences. Each mon-
oclonal had a groove-type site that could hold six or seven
sugar residues (with one exception), based on inhibition

of immunoprecipitation by different-length oligosaccha-
rides. Thus, unlike monoclonals to haptenated proteins,
the precise epitope could be well characterized and was
generally quite similar among the entire series.

Studies of the Vκ sequences revealed that only three
Vκ groups were used in these hybridomas. Use of each Vκ

group correlated with the particular antigen used to immu-
nize the animals, whether linear dextran or short oligosac-
charides, so that 10 of the monoclonals from mice immu-
nized the same way all used the same Vκ .

In contrast, the 17 VH chains were derived from at least
five different germline genes from three different VH gene
families (21). The two most frequently used germline VH

genes were found in seven and five monoclonals, respec-
tively, with minor variations explainable by somatic mu-
tations. The remarkable finding is that very different VH

chains (about 50% homologous) can combine with the
same Vκ to produce antibody-binding sites with nearly
the same size, shape, antigen specificity, and affinity. Even
when different VH sequences combine with different Vκ

sequences, they can produce antibodies with very similar
properties. Dextran binding depends on the antigen fitting
into the groove and interacting favorably with the residues
forming the sides and bottom of the groove. The results
indicate that divergent variable region sequences, both in
and out of the complementarity-determining regions, can
be folded to form similar binding site contours, which re-
sult in similar immunochemical characteristics. Similar
results have been reported in other antigen–antibody sys-
tems, such as phenyloxazolone (22).

Additional studies of carbohydrate binding monoclonal
antibodies have revealed significant information about
how the antibody variable regions can bind a carbohy-
drate structure with high affinity and specificity. Several
examples are now available of crystal structures of carbo-
hydrates bound to antibodies.

For example, monoclonal antibody Se155-4 is specific
for the group B determinant of the Salmonella O antigen,
which consists of the sugars Gal- Abequose- Man (23,24).
The crystal structure of antibody bound to the polysaccha-
ride shows that one hexose, abequose, fits into the binding
pocket, while the rest of the interactions occur along the
surface of the antibody, similar to the groove-type sites
previously described. Binding energy depends on hydro-
gen bonds formed between the protein residues and the
hydroxyl groups of the carbohydrate. The protein residues
include aromatic amines, such as His 32, Trp91, and Trp 96
of the light chain, as well as His 97 and His 35 of the heavy
chain. In addition, one of the sugars is hydrogen bonded
via a water molecule bridge to the amide bonds of the pro-
tein backbone. About three fourths of all sugar hydroxyl
groups are involved in hydrogen bonds with the protein.
Although each H bond is relatively weak by itself, the com-
bined effect of eight hydrogen bonds results in high affinity
binding. Antibody specificity derives from the fact that the
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carbohydrate fits into a binding pocket, where H bond for-
mation depends on precise interactions with amino acid
residues that are oriented about the pocket. Surprisingly,
most of these bonds are formed between sugar hydroxyls
and aromatic amino acids that are neither charged nor
very polar at neutral pH.

Similarly, monoclonal antibody BR96 and the human-
ized monoclonal hu3S193 are specific for the Lewis Y anti-
gen, which resembles the Le b antigen described in Figure
21.2, except that the Fucose-NAcetyl Glucosamine bond is
beta 1→3 instead of beta 1→4. The Le Y antigen is com-
monly expressed on tumor cells of epithelial origin. The
crystal structures have revealed the sources of the binding
energy that results in affinity and specificity for this carbo-
hydrate antigen (25,26). These two monoclonals bind Le Y
antigen in a large, deep pocket, which accommodates all
four hexoses and corresponds to the cavity-type binding
site predicted by Kabat (15). The terminal Fucose goes in
first, while the other three sugars are hydrogen-bonded to
amino acid side chains lining the pocket, including Tyr 33,
Tyr 35, and Gln 52 of the heavy chain, and His 27 of the
light chain. Once again, hydrogen bonds between hydroxyl
groups of the sugars and aromatic amines (Trp and Tyr) of
the protein play a dominant role in determining affinity
and specificity of binding. A smaller number of H bonds
depend on amide groups of the protein backbone.

A third example is provided by human monoclonal
2G12, which has neutralizing activity against a broad spec-
trum of HIV isolates. This antibody binds the mannose-
rich oligosaccharide side chains that form a protective
surface, called a glycoshield, on the envelope glycoprotein
gp120. The crystal structure shows that the two terminal
mannose sugars of each oligosaccharide bind end-on into
a deep pocket of the antibody, in a cavity-type site (27,28).
Twelve hydrogen bonds form between the two terminal
mannose residues and the protein, depending mainly on
the amide groups of the protein backbone. Additional hy-
drogen bonds form between the third mannose residue and
the side chain of Asp 100 of the heavy chain and between
the fourth mannose residue and Tyr 94 of the light chain
and Tyr 56 of the heavy chain. A unique feature of this an-
tibody is the cross over of variable regions between heavy
and light chains, so that each binding site is made up of
the VH from one HL pair combining with the VL chain of
the opposite pair. This arrangement allows the antibody to
bind one branch of an oligosaccharide and the opposite
branch of a nearby oligosaccharide and makes it ideally
suited for cross-linking the densely clustered oligosaccha-
rides of gp120.

Immunogenicity of Polysaccharides

Capsular polysaccharides are the main target of protective
antibodies against bacterial infection, and, as such, are im-
portant vaccine antigens. In adults, the chain length of the

polysaccharide is an important determinant of immuno-
genicity, and the polysaccharides induce a T-independent
response that cannot be boosted on repeat exposure. In
young children, whose maternal antibodies wane by 6
months of age and who most need immunity to pathogens
such as Haemophilus influenzae type b and Streptococ-
cus pneumoniae of multiple serotypes, the T-independent
response to these polysaccharides is weak, regardless of
chain length. To immunize children, the polysaccharides
were coupled to a protein carrier to create a new T-
dependent antigen that gained immunogenicity from T-
cell help and boosted antibody titers with each successive
dose. This strategy has produced highly successful conju-
gate vaccines against H. influenzae type b (29) resulting
in a markedly reduced incidence of meningitis caused by
this agent in immunized children (30,31) and evidence of
herd immunity even among unimmunized children. The
same strategy has produced an effective vaccine against
invasive disease (32) and otitis media (33) caused by the
most prevalent serotypes of Strep. pneumonia.

Protein and Polypeptide
Antigenic Determinants

Like the proteins themselves, the antigen determinants of
proteins consist of amino acid residues in a particular
three-dimensional array. The residues that make contact
with complementary residues in the antibody-combining
site are called contact residues. To make contact, of course,
these residues must be exposed on the surface of the pro-
tein, not buried in the hydrophobic core. Because the
complementarity-determining residues in the hypervari-
able regions of antibodies have been found to span as much
as 30 to 40 Å × 15 to 20 Å × 10 Å (D. R. Davies, personal
communication, 1982), these contact residues comprising
the antigenic determinant may cover a significant area of
protein surface, as measured by x-ray crystallography of
antibody–protein antigen complexes (34–36,37). The size
of the combining sites has also been estimated using sim-
ple synthetic oligopeptides of increasing length, such as
oligolysine. In this case, a series of elegant studies (38–40)
suggested that the maximum length of chain a combining
site could accommodate was six to eight residues, corre-
sponding closely to that found earlier for oligosaccharides
(13,14), discussed previously.

Several types of interactions contribute to the binding
energy. Many of the amino acid residues exposed to sol-
vent on the surface of a protein antigen will be hydrophilic.
These are likely to interact with antibody contact residues
via polar interactions. For instance, an anionic glutamic
acid carboxyl group may bind to a complementary cationic
lysine amino group on the antibody, or vice versa; or a glu-
tamine amide side chain may form a hydrogen bond with
the antibody. However, hydrophobic interactions can also
play a major role. Proteins cannot exist in aqueous solution
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as stable monomers with too many hydrophobic residues
on their surface. Those hydrophobic residues that are on
the surface can contribute to binding to antibody for ex-
actly the same reason. When a hydrophobic residue in a
protein antigenic determinant or, similarly, in a carbohy-
drate determinant (8), interacts with a corresponding hy-
drophobic residue in the antibody-combining site, the wa-
ter molecules previously in contact with each of them are
excluded. The result is a significant stabilization of the in-
teraction. A thorough review of these aspects of the chem-
istry of antigen–antibody binding is in reference 41.

Mapping Epitopes: Conformation
versus Sequence

The other component that defines a protein antigenic de-
terminant, besides the amino acid residues involved, is
the way these residues are arrayed in three dimensions.
Because the residues are on the surface of a protein, we
can also think of this component as the topography of the
antigenic determinant. Sela (42) divided protein antigenic
determinants into two categories, sequential and confor-
mational, depending on whether the primary sequence
or the three-dimensional conformation appeared to con-
tribute the most to binding. On the other hand, because
the antibody-combining site has a preferred topography
in the native antibody, it would seem a priori that some
conformations of a particular polypeptide sequence would
produce a better fit than others and therefore would be en-
ergetically favored in binding. Thus, conformation or to-
pography must always play some role in the structure of
an antigenic determinant.

Moreover, when one looks at the surface of a protein in
a space-filling model, one cannot ascertain the direction
of the backbone or the positions of the helices (contrast
Figs. 21.3A, B) (43–47). It is hard to recognize whether
two residues that are side by side on the surface are adja-
cent on the polypeptide backbone or whether they come
from different parts of the sequence and are brought to-
gether by the folding of the molecule. If a protein main-
tains its native conformation when an antibody binds, then
it must similarly be hard for the antibody to discrimi-
nate between residues that are covalently connected di-
rectly and those connected only through a great deal of
intervening polypeptide. Thus, the probability that an anti-
genic determinant on a native globular protein consists
of only a consecutive sequence of amino acids in the pri-
mary structure is likely to be rather small. Even if most of
the determinant were a continuous sequence, other nearby
residues would probably play a role as well. Only if the
protein were cleaved into fragments before the antibodies
were made would there be any reason to favor connected
sequences.

This concept was analyzed and confirmed quantita-
tively by Barlow et al. (48), who examined the atoms ly-

ing within spheres of different radii from a given surface
atom on a protein. As the radius increases, the probabil-
ity that all the atoms within the sphere will be from the
same continuous segment of protein sequence decreases
rapidly. Correspondingly, the fraction of surface atoms that
would be located at the center of a sphere containing only
residues from the same continuous segment falls dramat-
ically as the radius of the sphere increases. For instance,
for lysozyme, with a radius of 8 Å, fewer than 10% of the
surface residues would lie in such a “continuous patch”
of surface. These are primarily in regions that protrude
from the surface. With a radius of 10 Å, almost none of the
surface residues fall in the center of a continuous patch.
Thus, for a contact area of about 20 Å × 25 Å, as found
for a lysozyme–antibody complex studied by x-ray crystal-
lography, none of the antigenic sites could be completely
continuous segmental sites (see following discussion and
Fig. 21.4).

Antigenic sites consisting of amino acid residues that
are widely separated in the primary protein sequence but
brought together on the surface of the protein by the way
it folds in its native conformation have been called assem-
bled topographic sites (49,50) because they are assembled
from different parts of the sequence and exist only in the
surface topography of the native molecule. By contrast,
the sites that consist of only a single continuous segment
of protein sequence have been called segmental antigenic
sites (49,50).

In contrast to T-cell recognition of “processed” frag-
ments retaining only primary and secondary structures,
the evidence is overwhelming that most antibodies are
made against the native conformation when the native pro-
tein is used as immunogen. For instance, antibodies to na-
tive staphylococcal nuclease were found to have about a
5,000-fold higher affinity for the native protein than for
the corresponding polypeptide on which they were iso-
lated (by binding to the peptide attached to Sepharose)
(51). An even more dramatic example is that demonstrated
by Crumpton (52) for antibodies to native myoglobin or to
apomyoglobin. Antibodies to native ferric myoglobin pro-
duced a brown precipitate with myoglobin, but did not
bind well to apomyoglobin, which, without the heme, has a
slightly altered conformation. On the other hand, antibod-
ies to the apomyoglobin, when mixed with native (brown)
myoglobin, produced a white precipitate. These antibod-
ies so strongly favored the conformation of apomyoglobin,
from which the heme was excluded, that they trapped
those molecules that vibrated toward that conformation
and pulled the equilibrium state over to the apo form. One
could almost say, figuratively, that the antibodies squeezed
the heme out of the myoglobin. Looked at thermodynam-
ically, it is clear that the conformational preference of the
antibody for the apo versus native forms, in terms of free
energy, had to be greater than the free energy of binding
of the heme to myoglobin. Thus, in general, antibodies are
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made that are very specific for the conformation of the
protein used as immunogen.

Synthetic peptides corresponding to segments of the
protein antigen sequence can be used to identify the struc-
tures bound by antibodies specific for segmental antigenic
sites. To identify assembled topographic sites, more com-
plex approaches have been necessary. The earliest was the
use of natural variants of the protein antigen with known
amino acid substitutions, where such evolutionary vari-
ants exist (49). Thus, substitution of different amino acids
in proteins in the native conformation can be examined.
The use of this method, which is illustrated later, is lim-
ited to studying the function of amino acids that vary
among homologous proteins, that is, those that are poly-
morphic. It may now be extended to other residues by use
of site-directed mutagenesis. A second method is to use the
antibody that binds to the native protein to protect the
antigenic site from modification (53) or proteolytic degra-
dation (54). A related but less sensitive approach makes
use of competition with other antibodies (55–57). A third
approach, taking advantage of the capability of producing
thousands of peptides on a solid-phase surface for direct
binding assays (58), is to study binding of a monoclonal
antibody to every possible combination of six amino acids
(58). If the assembled topographic site can be mimicked
by a combination of six amino acids not corresponding to
any continuous segment of the protein sequence but struc-
turally resembling a part of the surface, then one can pro-
duce a “mimotope” defining the specificity of that antibody
(58).

Myoglobin also serves as a good model protein anti-
gen for studying the range of variation of antigenic de-
terminants from those that are more sequential in nature
to those that do not even exist without the native confor-
mation of the protein (Fig. 21.3). A good example of the
first, more segmental type of determinant, is that consist-
ing of residues 15 to 22 in the amino terminal portion of
the molecule. Crumpton and Wilkinson (59) first discov-
ered that the chymotryptic cleavage fragment consisting
of residues 15 to 29 had antigenic activity for antibodies
raised to either native or apomyoglobin. Two other groups
(44,60) then found that synthetic peptides correspond-
ing to residues 15 to 22 bind antibodies made to native
sperm whale myoglobin, even though the synthetic pep-
tides were only 7 to 8 residues long. Peptides of this length
do not spend much time (in solution) in a conformation
corresponding to that of the native protein. On the other
hand, these synthetic peptides had a several hundred-fold
lower affinity for the antibodies than did the native pro-
tein. Thus, even if most of the determinant was included
in the consecutive sequence 15 to 22, the antibodies were
still much more specific for the native conformation of
this sequence than for the random conformation peptide.
Moreover, there was no evidence to exclude the participa-
tion of other residues, nearby on the surface of myoglobin

but not in this sequence, in the antigenic determinant1

(61–64).
A good example of the importance of secondary struc-

ture is the case of the loop peptide (residues 64 to 80) of
hen egg-white lysozyme (65). This loop in the protein se-
quence is created by the disulfide linkage between cysteine
residues 64 and 80 and has been shown to be a major anti-
genic determinant for antibodies to lysozyme (65). The iso-
lated peptide 60 to 83, containing the loop, binds antibod-
ies with high affinity, but opening of the loop by cleavage of
the disulfide bond destroys most of the antigenic activity
for antilysozyme antibodies (65).

At the other end of the range of conformational re-
quirements are those determinants involving residues far
apart in the primary sequences that are brought close to-
gether on the surface of the native molecule by its folding
in three dimensions, called assembled topographic deter-
minants (49,50). Of six monoclonal antibodies to sperm
whale myoglobin studied by Berzofsky et al. (43,66), none
bound to any of the three cyanogen bromide cleavage frag-
ments of myoglobin that together span the whole sequence
of the molecule. Therefore, these monoclonal antibodies
(all with affinities between 2 × 108 and 2 × 109 M−1) were
all highly specific for the native conformation. These were
studied by comparing the relative affinities for a series
of native myoglobins from different species with known
amino acid sequences. This approach allowed the defini-
tion of some of the residues involved in binding to three of
these antibodies. Two of these three monoclonal antibod-
ies were found to recognize topographic determinants, as
defined previously. One recognized a determinant includ-
ing Glu 4 and Lys 79, which come within about 2 Å of each
other to form a salt bridge in the native molecule (Fig.
21.3A,B). The other antibody recognized a determinant in-
volving Glu 83, Ala 144, and Lys 145 (Fig. 21.3A). Again,
these are far apart in the primary sequence but are brought
within 12 Å of each other by the folding of the molecule
in its native conformation. Similar examples have been
reported for monoclonal antibodies to human myoglobin
(67) and to lysozyme (37,55).

Other examples of such conformation-dependent anti-
genic determinants have been suggested using conven-
tional antisera to such proteins as insulin (68), hemoglobin
(69), tobacco mosaic virus (70), and cytochrome
c (71). Moreover, the crystallographic structures of

1 This is the only segmental antigenic determinant of myoglobin
that has clearly been confirmed by more than one independent
group of investigators. Crumpton and Wilkinson (59) did mea-
sure antigenic activity for a chymotryptic fragment 147-153 that
overlaps one of the other reported sequential determinants (61).
However, two of the other reported sequential determinants (61),
corresponding to residues 56 to 62 and 94 to 100, have not been
reproducible when tested with other antisera, even raised in the
same species (62). For related studies, see refs. 63 and 64.
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FIGURE 21.3 A: Artist’s representation of the polypeptide backbone of sperm whale myo-
globin in its native three-dimensional conformation. The α helices are labeled A through H from
the amino terminal to the carboxyl terminal. Side chains are omitted, except for the two histi-
dine rings (F8 and E7) involved with the heme iron. Methionines at positions 55 and 131 are
the sites of cleavage by cyanogen bromide (CNBr), allowing myoglobin to be cleaved into three
fragments. Most of the helicity and other features of the native conformation are lost when
the molecule is cleaved. A less-drastic change in conformation is produced by removal of the
heme to form apomyoglobin, because the heme interacts with several helices and stabilizes their
positions relative to one another. The other labeled residues (4 Glu, 79 Lys, 83 Glu, 140 Lys, 144
Ala, and 145 Lys) are residues that have been found to be involved in antigenic determinants
recognized by monoclonal antibodies (43). Note that cleavage by CNBr separates Lys 79 from Glu
4 and separates Glu 83 from Ala 144 and Lys 145. The “sequential” determinant of Koketsu and
Atassi (44) (residues 15 to 22) is located at the elbow, lower right, from the end of the A helix
to the beginning of the B helix. (Adapted from ref. 45, with permission.) B: Stereoscopic views
of a computer-generated space-filling molecular model of sperm whale myoglobin, based on the
Takano (46) x-ray diffraction coordinates. This orientation, which corresponds to that in Panel
A, is arbitrarily designated the front view. The computer method was described by Feldmann
et al. (47). The heme and aromatic carbons are shaded darkest, followed by carboxyl oxygens,
then other oxygens, then primary amino groups, then other nitrogens, and finally side chains
of aliphatic residues. The backbone and the side chains of nonaliphatic residues, except for the
functional groups, are shown in white. Note that the direction of the helices is not apparent on
the surface, in contrast to the backbone drawing in Panel A. The residues Glu 4, Lys 79, and His
12 are believed to be part of a topographic antigenic determinant recognized by a monoclonal
antibody to myoglobin (43). This stereo pair can be viewed in three dimensions using an inex-
pensive stereoviewer such as the “stereoscopes” sold by Abrams Instrument Corp., Lansing, MI,
or Hubbard Scientific Co., Northbrook, IL. (Adapted from ref. 43, with permission.)

641



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-21 Paul-3627G GRBT293-Paul-v1.cls April 12, 2008 17:54

642 Chapter 21

FIGURE 21.4 Assembled topographic sites
of lysozyme illustrated by the footprints of
three nonoverlapping monoclonal antibod-
ies. Shown are the α carbon backbones of
lysozyme in the center and the Fv portions
of three antilysozyme monoclonal antibod-
ies D1.3, HyHEL-5, and HyHEL-10. The foot-
prints of the antibodies on lysozyme and
lysozyme on the antibodies (i.e., their inter-
acting surfaces) are shown by a dotted rep-
resentation. Note that the three antibodies
each contact more than one continuous loop
of lysozyme and so define assembled topo-
graphic sites. (Reproduced from ref. 37, with
permission.)

lysozyme–antibody (34,36,37) and neuraminidase–anti-
body (35) complexes show clearly that, in both cases, the
epitope bound is an assembled topographic site. In the case
of the three monoclonal antibodies binding to nonoverlap-
ping sites of lysozyme (Fig. 21.4), it is clear that the foot-
prints of all three antibody-combining sites cover more
than one loop of polypeptide chain and thus each en-
compasses an assembled topographic site (37). This re-
sult beautifully illustrates the concept that the majority of
antibody-combining sites must interact with more than a
continuous loop of polypeptide chain and thus must de-
fine assembled topographic sites (48). Another important
example is represented by neutralizing antibodies to the
HIV envelope protein that similarly bind assembled topo-
graphic sites (72,73); see also the discussion at the end of
this section.

How frequently are antibodies specific for topographic
determinants compared with those that bind consecutive
sequences when conventional antisera are examined? This
question was studied by Lando et al. (74), who passed goat,
sheep, and rabbit antisera to sperm whale myoglobin over
columns of myoglobin fragments, together spanning the
whole sequence. After removal of all antibodies binding
to the fragments, 30% to 40% of the antibodies remained
that still bound to the native myoglobin molecule with high
affinity but did not bind to any of the fragments in solution
by radioimmunoassay. Thus, in four of four antimyoglobin
sera tested, 60% to 70% of the antibodies could bind pep-
tides and 30% to 40% could bind only native-conformation
intact protein.

On the basis of studies such as these, it has been sug-
gested that much of the surface of a protein molecule may
be antigenic (49,75) but that the surface can be divided

up into antigenic domains (43,63,64,67). Each of these do-
mains consists of many overlapping determinants recog-
nized by different antibodies.

An additional interesting point is that in three published
crystal structures of protein antigen–antibody complexes,
the contact surfaces were broad, with local complemen-
tary pairs of concave and convex regions in both directions
(34–36,37). Thus, the concept of an antigen binding in the
groove or pocket of an antibody may be oversimplified, and
antibodies may sometimes bind by extending into pockets
on an antigen.

Further information on the subjects discussed in this
section is available in the reviews by Sela (42), Crump-
ton (52), Reichlin (76), Kabat (77), Benjamin et al. (49),
Berzofsky (50), Getzoff et al. (41), and Davies et al. (37).

Conformational Equilibria of Protein and Peptide
Antigenic Determinants

There are several possible mechanisms to explain why
an antibody specific for a native protein will bind a pep-
tide fragment in random conformation with lower affin-
ity. Of course, the peptide may not contain all the contact
residues of the antigenic determinant, so that the bind-
ing energy would be lower. However, for cases in which all
the residues in the determinant are present in the peptide,
several mechanisms still remain. First, the affinity may be
lower because the topography of the residues in the peptide
may not produce as complementary a fit in the antibody-
combining site as the native conformation would. Second,
the apparent affinity may be reduced because only a small
fraction of the peptide molecules are in a nativelike confor-
mation at any time, assuming that the antibody binds only
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to the native conformation. Because the concentration of
peptide molecules in native conformation is lower than the
total peptide concentration by a factor that corresponds to
the conformational equilibrium constant of the peptide,
the apparent affinity is also lower by this factor. This model
is analogous to an allosteric model. A third, intermediate
hypothesis would suggest that initial binding of the pep-
tide in a nonnative conformation occurs with submaxi-
mal complementarity and is followed by an intramolecu-
lar conformational change in the peptide to achieve energy
minimization by assuming a nativelike conformation. This
third hypothesis corresponds to an induced-fit model. The
loss of affinity is due to the energy required to change the
conformation of the peptide, which in turn corresponds
to the conformational equilibrium constant in the second
hypothesis. To some extent these models could be distin-
guished kinetically because the first hypothesis predicts a
faster “on” rate and a faster “off” rate than does the second
hypothesis (78).

Although not the only way to explain the data, the sec-
ond hypothesis is useful because it provides a method to es-
timate the conformational equilibria of proteins and pep-
tides (51–71,72,73,74–79). The method assumes the second
hypothesis, which can be expressed as follows:

(1)

where A is antibody, Pn is native peptide, and Pr is random
conformation peptide, so that

Kapparent = Kconf Knative (2)

Thus, the ratio of the apparent association constant for
peptide to the measured association constant for the na-
tive molecule should give the conformational equilibrium
constant of the peptide. Note the implicit assumption that
the total peptide concentration can be approximated by
[Pr ]. This will generally be true because most peptide frag-
ments of proteins demonstrate little native conformation;
that is, Kconf = [Pn]/[Pr ] is much less than 1. Also note
that if the first hypothesis (or third) occurs to some extent,
this method will overestimate Kconf. On the other hand, if
the affinity for the peptide is lower because it lacks some
of the contact residues of the determinant, this method
will underestimate Kconf (by assuming that all the affin-
ity difference is due to conformation). To some extent, the
two errors may partially cancel out. When this method was
used to determine the Kconf for a peptide staphylococcal
nuclease, a value of 2 × 10−4 (unitless because it is a ratio
of two concentrations) was obtained (51). Similarly, when
antibodies raised to a peptide fragment were used, it was
possible to estimate the fraction of time the native nucle-

ase spends in nonnative conformations (79). In this case,
the Kconf was found to be about 3,000-fold in favor of the
native conformation.

Antipeptide Antibodies that Bind to Native
Proteins at a Specific Site

In light of the conformational differences between native
proteins and peptides and the observed Kconf effects shown
by antibodies to native proteins when tested on the cor-
responding peptides, it was somewhat surprising to find
that antibodies to synthetic peptides show extensive cross-
reactions with native proteins (80,81). These two types of
cross-reactions can be thought of as working in opposite
directions: the binding of antiprotein antibodies to the pep-
tide is inefficient, while the binding of antipeptide antibod-
ies to the protein is quite efficient and commonly observed.
This finding is quite useful because automated solid-phase
peptide synthesis has become readily available. This has
been particularly useful in three areas: exploitation of pro-
tein sequences deduced by recombinant DNA methods,
preparation of site-specific antibodies, and the attempt to
focus the immune response on a single protein site that
is biologically important but may not be particularly im-
munogenic. This section focuses on the explanation of the
cross-reaction, uses of the cross-reaction, and the potential
limitations with regard to immunogenicity.

The basic assumption is that antibodies raised against
peptides in an unfolded structure will bind the correspond-
ing site on proteins folded into the native structure (81).
This is not immediately obvious because antibody binding
to antigen is the direct result of the antigen fitting into the
binding site. Affinity is the direct consequence of “good-
ness of fit” between antibody and antigen, while antibody
specificity is the result of the inability of other antigens to
occupy the same site. How then can the antipeptide an-
tibodies overcome the effect of Kconf and still bind native
proteins with good affinity and specificity? The whole pro-
cess depends on the antibody-binding site forming a three-
dimensional space and the antigen filling it in an energet-
ically favorable way.

Because the peptides are randomly folded, they rarely
occupy the native conformation, so they are not likely
to elicit antibodies against a conformation they do not
maintain. If the antibodies are specific for a denatured
structure, then, like the myoglobin molecules that were
denatured to apomyoglobin by antibody binding (52), the
cross-reaction may depend on the native protein’s ability to
assume different conformational states. If the native pro-
tein is quite rigid, then the possibility of its assuming a
random conformation is quite small; but if it is a flexible
three-dimensional spring, then local unfolding and refold-
ing may occur all the time. Local unfolding of protein seg-
ments may permit the immunologic cross-reaction with
antipeptide antibodies because a flexible segment could
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assume many of the same conformations as the randomly
folded peptide (81).

In contrast, the proteins’ ability to crystallize (a feature
that allows the study of their structure by x-ray crystallog-
raphy) has long been taken as evidence of protein rigidity
(82). In addition, the existence of discrete functional states
of allosteric enzymes (83) provides additional evidence of
stable structural states of a protein. Finally, the fact that
antibodies can distinguish native from denatured forms of
intact proteins is well known for proteins such as myo-
globin (52).

However, protein crystals are a somewhat artificial situ-
ation because the formation of the crystal lattice imposes
order on the components, each of which occupies a lo-
cal energy minimum at the expense of considerable loss
of randomness (entropy). Thus, the crystal structure may
have artificial rigidity that exceeds the actual rigidity of
protein molecules in solution. On the contrary, we may at-
tribute some of the considerable difficulty in crystallizing
proteins to disorder within the native conformation. Sec-
ond, allosterism may be explained by two distinct confor-
mations that are discrete without being particularly rigid.
Finally, the ability to generate antiprotein antibodies that
are conformation-specific does not rule out the existence of
antipeptide antibodies that are not. All antibodies are prob-
ably specific for some conformation of the antigen, but this
need not be the crystallographic native conformation in
order to achieve a significant affinity for those proteins or
protein segments that have a “loose” native conformation.

Antipeptide antibodies have proved to be very powerful
reagents when combined with recombinant DNA methods
of gene sequencing (81,84). From the DNA sequence, the
protein sequence is predicted. A synthetic peptide is con-
structed, coupled to a suitable carrier molecule, and used
to immunize animals. The resulting polyclonal antibodies
can be detected with a peptide-coated enzyme-linked im-
munosorbent assay plate (see Chapter 5). They are used to
immunoprecipitate the native protein from a 35S-labeled
cell lysate and thus confirm expression of the gene product
in these cells. The antipeptide antibodies can also be used
to isolate the previously unidentified gene product of a new
gene. The site-specific antibodies are also useful in detect-
ing posttranslational processing, because they bind all pre-
cursors and products that contain the site. In addition, be-
cause the antibodies bind only to the site corresponding to
the peptide, they are useful in probing structure–function
relationships. They can be used to block the binding of
a substrate to an enzyme or the binding of a virus to its
cellular receptor.

Immunogenicity of Proteins and Peptides

Up to this point, we have considered the ability of an-
tibodies to react with proteins or peptides as antigens.
However, immunogenicity refers to the ability of these

compounds to elicit antibodies following immunization.
Several factors limit the immunogenicity of different re-
gions of proteins, and these have been divided into those
that are intrinsic to protein structure itself versus those
extrinsic to the antigen that are related to the responder
and vary from one animal or species to another (50). In
addition, we consider the special case of peptide immuno-
genicity as it applies to vaccine development. The features
of protein structure that have been suggested to explain the
results include surface accessibility of the site, hydrophilic-
ity, flexibility, and proximity to a site recognized by helper
T cells.

When the x-ray crystallographic structure and antigenic
structure are known for the same protein, it is not surpris-
ing to find that a series of monoclonal antibodies bind-
ing to a molecule such as influenza neuraminidase choose
an overlapping pattern of sites at the exposed head of the
protein (85). The stalk of neuraminidase was not immuno-
genic, apparently because it was almost entirely covered by
carbohydrate.

Beyond such things as carbohydrate, which may steri-
cally interfere with antibody binding to protein, accessibil-
ity on the surface is clearly a sine qua non for an antigenic
determinant to be bound by an antibody specific for the na-
tive conformation, without any requirement for unfolding
of the structure (50). Several measures of such accessibil-
ity have been suggested. All these require knowledge of the
x-ray crystallographic three-dimensional structure. Some
have measured accessibility to solvent by rolling a sphere
with the radius of a water molecule over the surface of a
protein (86,87). Others have suggested that accessibility to
water is not the best measure of accessibility to antibody
and have demonstrated a better correlation by rolling a
sphere with the radius of an antibody-combining domain
(88). Another approach to predicting antigenic sites on the
basis of accessibility is to examine the degree of protru-
sion from the surface of the protein (89). This was done by
modeling the body of the protein as an ellipsoid and exam-
ining which amino acid residues remain outside ellipsoids
of increasing dimensions. The most protruding residues
were found to be part of antigenic sites bound by antibod-
ies, but usually these sites had been identified by using
short synthetic peptides and so were segmental in nature.
As previously noted, for an antigenic site to be contained
completely within a single continuous segment of protein
sequence, the site is likely to have to protrude from the
surface, as otherwise residues from other parts of the se-
quence would fall within the area contacting the antibody
(48).

Because the three-dimensional structure of most pro-
teins is not known, other ways of predicting surface expo-
sure have been proposed for most antigens. For example,
hydrophilic sites tend to be found on the water-exposed
surface of proteins. Thus, hydrophilicity has been pro-
posed as a second indication of immunogenicity (90–92).
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This model has been used to analyze 12 proteins with
known antigenic sites: the most hydrophilic site of each
protein was indeed one of the antigenic sites. However,
among the limitations are the facts that a significant frac-
tion of surface residues can be nonpolar (86,87) and that
several important examples of hydrophobic and aromatic
amino acids involved in the antigenic sites are known
(42,70,93,94). Specificity of antibody binding likely de-
pends on the complementarity of surfaces for hydrogen
bonding and polar bonding as well as van der Waals con-
tacts (95), while hydrophobic interactions and the exclu-
sion of water from the interacting surfaces of proteins may
contribute a large but nonspecific component to the energy
of binding (95).

A third factor suggested to play a role in immunogenic-
ity of protein epitopes is mobility. Measurement of mo-
bility in the native protein is largely dependent on the
availability of a high-resolution crystal structure, so its ap-
plicability is limited to only a small subset of proteins. Fur-
thermore, it has been studied only for antibodies specific
for segmental antigenic sites; therefore, it may not apply to
the large fraction of antibodies to assembled topographic
sites. Studies of mobility have taken two directions. The
case of antipeptide antibodies has already been discussed,
in which antibodies made to peptides corresponding to
more mobile segments of the native protein were more
likely to bind to the native protein (81,96). This is not con-
sidered just a consequence of the fact that more mobile
segments are likely to be those on the surface and there-
fore more exposed, because in the case of myohemerythrin
(which was used as a model), two regions of the native pro-
tein that were equally exposed but less mobile did not bind
nearly as well to the corresponding antipeptide antibodies
(97). However, as is clear from the earlier discussion, this
result applies to antibodies made against short peptides
and therefore is not directly relevant to immunogenicity of
parts of the native protein. Rather, it concerns the cross-
reactivity of antipeptide antibodies with the native protein
and therefore is of considerable practical importance for
the purposes outlined in the section on antipeptide anti-
bodies.

Studies in the other direction—that is, of antibodies
raised against native proteins—would be by definition
more relevant to the question of immunogenicity of parts
of the native protein. Westhof et al. (98) used a series
of hexapeptides to determine the specificity of antibod-
ies raised against native tobacco mosaic virus protein and
found that six of the seven peptides that bound antibodies
to native protein corresponded to peaks of high mobility in
the native protein. The correlation was better than could
be accounted for just by accessibility because three pep-
tides that corresponded to exposed regions of only aver-
age mobility did not bind antibodies to the native protein.
However, when longer peptides—on the order of 20 amino
acid residues—were used as probes, it was found that an-

tibodies were present in the same antisera that bound to
less mobile regions of the protein (99). They simply had
not been detected with the short hexapeptides with less
conformational stability. Thus, it was not that the more
mobile regions were necessarily more immunogenic but
rather that antibodies to these were more easily detected
with short peptides as probes. A similar good correlation
of antigenic sites with mobile regions of the native protein
in the case of myoglobin (98) may also be attributed to the
fact that seven of the nine sites were defined with short
peptides of six to eight residues (61). Again, this result be-
comes a statement about cross-reactivity between peptides
and native protein rather than about the immunogenicity
of the native protein. (For reviews, see Van Regenmortel
[100] and Getzoff et al. [41]).

To address the role of mobility in immunogenicity, an
attempt was made to quantitate the relative fraction of
antibodies specific for different sites on the antigen my-
ohemerythrin (101). The premise was that, although the
entire surface of the protein may be immunogenic, certain
regions may elicit significantly more antibodies than oth-
ers and therefore may be considered immunodominant or
at least more immunogenic. Because this study was done
with short synthetic peptides from 6 to 14 residues long
based on the protein sequence, it was limited to the subset
of antibodies specific for segmental antigenic sites. Among
these, it was clear that the most immunogenic sites were
in regions of the surface that were most mobile, convex
in shape, and often of negative electrostatic potential. The
role of these parameters has been reviewed (41).

These results have important practical and theoretical
implications. First, to use peptides to fractionate antipro-
tein antisera by affinity chromatography, peptides corre-
sponding to more mobile segments of the native protein
should be chosen when possible. If the crystal structure
is not known, it may be possible to use peptides from
amino or carboxyl termini or from exon–intron bound-
aries, as these are more likely to be mobile (96). Second,
these results may explain how a large but finite repertoire
of antibody-producing B cells can respond to any antigen
in nature or even artificial antigens never encountered in
nature. Protein segments that are more flexible may be able
to bind by induced fit in an antibody-combining site that is
not perfectly complementary to the average native struc-
ture (41,50). Indeed, evidence from the crystal structure of
antigen–antibody complexes (102–103,104) suggests that
mobility in the antibody-combining site as well as in the
antigen may allow both reactants to adopt more comple-
mentary conformations on binding to each other, that is, a
two-way induced fit. A very nice example comes from the
study of antibodies to myohemerythrin (103), in which the
data suggested that initial binding of exposed side chains
of the antigen to the antibody promoted local displace-
ments that allowed exposure and binding of other, previ-
ously buried residues that served as contact residues. The
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only way this could occur would be for such residues to be-
come exposed during the course of an induced-fit confor-
mational change in the antigen (41,103). In a second very
clear example of induced fit, the contribution of antibody
mobility to peptide binding was demonstrated for a mon-
oclonal antibody to peptide 75-110 of influenza hemagglu-
tinin, which was crystallized with or without peptide in
the binding site and analyzed by x-ray crystallography for
evidence of an induced fit (104). Despite flexibility of the
peptide, the antibody-binding site probably could not ac-
commodate the peptide without a conformational change
in the third complementarity determining region (CDR3)
of the heavy chain, in which an asparagine residue of the
antibody was rotated out of the way to allow a tyrosine
residue of the peptide to fit in the binding pocket of the
antibody (104).

With regard to host-limited factors, immunogenicity is
certainly limited by self-tolerance. Thus, the repertoire of
potential antigenic sites on mammalian protein antigens
such as myoglobin or cytochrome c can be thought of as
greatly simplified by the sharing of numerous amino acids
with the endogenous host protein. For mouse, guanaco, or
horse cytochrome c injected into rabbits, each of the differ-
ences between the immunogen and rabbit cytochrome c is
seen as an immunogenic site on a background of immuno-
logically silent residues (49,71,105). In another example,
rabbit and dog antibodies to beef myoglobin bound almost
equally well to beef or sheep myoglobin (106). However,
sheep antibodies bound beef but not sheep myoglobin,
even though these two myoglobins differ by just six amino
acids. Thus, the sheep immune system was able to screen
out those clones that would be autoreactive with sheep
myoglobin.

Ir genes of the host also play an important role in regu-
lating the ability of an individual to make antibodies to a
specific antigen (107). These antigen-specific immune re-
sponse genes are among the MHC genes that code for trans-
plantation antigens. Structural mutations, gene transfer
experiments, and biochemical studies (107) all indicate
that Ir genes are actually the structural genes for major
histocompatibility complex (MHC) antigens. The mecha-
nism of action of the MHC antigens works through their
effect on helper T cells (described later). There appear to
be constraints on which B cells a T cell of a given specificity
can help (108,109), a process called T–B reciprocity (110).
Thus, if Ir genes control helper T-cell specificity, they will
in turn limit which B cells are activated and thus which
antibodies are made.

The immunogenicity of peptide antigens is also lim-
ited by intrinsic and extrinsic factors. With less struc-
ture to go on, each small peptide must presumably con-
tain some nonself structural feature in order to overcome
self-tolerance. In addition, the same peptide must contain
antigenic sites that can be recognized by helper T cells as
well as by B cells. When no T-cell site is present, three ap-
proaches may be helpful: graft on a T-cell site; couple the

peptide to a carrier protein; or overcome T-cell nonrespon-
siveness to the available structure with various immuno-
logic agents, such as interleukin (IL-2).

An example of a biologically relevant but poorly im-
munogenic peptide is the asparagine–alanine–asparagine–
proline (NANP) repeat unit of the circumsporozoite (CS)
protein of malaria sporozoites. A monoclonal antibody
to the repeat unit of the CS protein can protect against
murine malaria (111). Thus, it would be desirable to make
a malaria vaccine of the repeat unit of Plasmodium fal-
ciparum (NANP)n. However, only mice of one MHC type
(H-2b) of all mouse strains tested were able to respond to
(NANP)n (112,113). One approach to overcome this limita-
tion is to couple (NANP)n to a site recognizable by T cells,
perhaps a carrier protein such as tetanus toxoid (114). In
human trials, this conjugate was weakly immunogenic and
only partially protective. Moreover, as helper T cells pro-
duced by this approach are specific for the unrelated car-
rier, a secondary or memory response would not be ex-
pected to be elicited by the pathogen itself.

Another choice might be to identify a T-cell site on the
CS protein itself and couple the two synthetic peptides to-
gether to make one complete immunogen. The result with
one such site, called Th2R, was to increase the range of re-
sponding mouse MHC types by one, to include H-2k as well
as H-2b (115). This approach has the potential advantage
of inducing a state of immunity that could be boosted by
natural exposure to the sporozoite antigen. Because CS-
specific T and B cells are both elicited by the vaccine, nat-
ural exposure to the antigen could help maintain the level
of immunity during the entire period of exposure.

Another strategy to improve the immunogenicity of
peptide vaccines is to stimulate the T- and B-cell responses
artificially by adding IL-2 to the vaccine. Results with
myoglobin indicate that genetic nonresponsiveness can be
overcome by appropriate doses of IL-2 (116). The same ef-
fect was found for peptides derived from malaria proteins
(117; K. Akaji, D. T. Liu, and I. J. Berkower, unpublished
results).

One of the most important possible uses of peptide anti-
gens is as synthetic vaccines. However, even though it is
possible to elicit with synthetic peptides anti-influenza an-
tibodies to nearly every part of the influenza hemagglu-
tinin (80), antibodies that neutralize viral infectivity have
not been elicited by immunization with synthetic peptides.
This may reflect the fact that antibody binding by itself
often does not result in virus inactivation. Viral inactiva-
tion occurs only when antibody interferes with one of the
steps in the life cycle of the virus, including binding to its
cell surface receptor, internalization, and virus uncoating
within the cell. Apparently, antibodies can bind to most
of the exposed surface of the virus without affecting these
functions. Only those antibodies that bind to certain “neu-
tralizing” sites can inactivate the virus. In addition, as in
the case of the VP1 coat protein of poliovirus, certain neu-
tralizing sites are found only on the native protein and not
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on the heat-denatured protein (118). Thus, not only the
site but also the conformation that is bound by the an-
tibodies may be important for the antibody to inactivate
the virus. These sites may often be assembled topographic
sites not mimicked by peptide segments of the sequence.
Perhaps binding of an antibody to such an assembled site
can alter the relative positions of the component subsites
so as to induce an allosteric neutralizing effect. Alterna-
tively, antibodies to such an assembled site may prevent a
conformational change necessary for activity of the viral
protein.

One method of mapping neutralizing sites is based on
the use of neutralizing monoclonal antibodies. The virus is
grown in the presence of neutralizing concentrations of the
monoclonal antibody, and virus mutants are selected for
the ability to overcome antibody inhibition. These are se-
quenced, revealing the mutation that permits “escape” by
altering the antigenic site for that antibody. This method
has been used to map the neutralizing sites of influenza
hemagglutinin (119) as well as poliovirus capsid protein
VP1 (120). The influenza escaping mutations are clustered
to form an assembled topographic site, with mutations dis-
tant from each other in the primary sequence of hemag-
glutinin but brought together by the three-dimensional
folding of the native protein. At first, it was thought that
neutralization was the result of steric hindrance of the
hemagglutinin binding site for the cell surface receptor
of the virus (121). However, similar work with poliovirus
reveals that neutralizing antibodies that bind to assembled
topographic sites may inactivate the virus at less than stoi-
chiometric amounts, when at least half of the sites are un-
bound by antibody (122). The neutralizing antibodies all
cause a conformational change in the virus, which is re-
flected in a change in the isoelectric point of the particles
from pH 7 to pH 4 (120,123). Antibodies that bind without
neutralizing do not cause this shift. Thus, an alternative
explanation for the mechanism of antibody-mediated neu-
tralization is the triggering of the virus to self-destruct. Per-
haps the reason that neutralizing sites are clustered near
receptor-binding sites is that occupation of such sites by
antibody mimics events normally caused by binding to the
cellular receptor, causing the virus to prematurely trigger
its cell entry mechanisms. However, in order to transmit
a physiologic signal, the antibody may need to bind viral
capsid proteins in the native conformation (especially as-
sembled topographic sites), which antipeptide antibodies
may fail to do. Antibodies of this specificity are similar
to the viral receptors on the cell surface, some of which
have been cloned and expressed without their transmem-
brane sequences as soluble proteins. The soluble recom-
binant receptors for poliovirus (124) and HIV-1 (125–127)
exhibit high-affinity binding to the virus and potent neu-
tralizing activity in vitro. The HIV-1 receptor, CD4, has
been combined with the human immunoglobulin heavy
chain in a hybrid protein CD4–Ig (128), which sponta-
neously assembles into dimers and resembles a mono-

clonal antibody, in which the binding site is the same as the
receptor-binding site for HIV-1. In these recombinant con-
structs, high-affinity binding depends on the native con-
formation of the viral envelope glycoprotein gp120.

For HIV-1, two types of neutralizing antibodies have
been identified. The first type binds a continuous or seg-
mental determinant, such as the “V3 loop” sequence be-
tween amino acids 296 and 331 of gp120 (129–131). An-
tipeptide antibodies against this site can neutralize the
virus (129). However, because this site is located in a highly
variable region of the envelope, these antibodies tend to
neutralize a narrow range of viral variants with nearly the
same sequence as the immunogen. Even for this highly
variable site, more broadly neutralizing antibodies can be
obtained that recognize conserved conformations (132–
134). The second type of neutralizing antibody binds con-
served sites on the native structure of gp120, allowing them
to neutralize a broad spectrum of HIV-1 isolates. These
antibodies are commonly found in the sera of infected pa-
tients (135), and a panel of neutralizing monoclonals de-
rived from these subjects has been analyzed.

These monoclonals can be divided into three types. One
group, possibly the most common ones in human poly-
clonal sera, bind at or near the CD4 receptor-binding site
of gp120 (136–140). A second type of monoclonal, called
2G12, binds a conformational site on gp120 that also de-
pends on glycosylation, but has no direct effect on CD4
binding (141). A third type, quite rare in human sera, is
represented by monoclonal antibody 2F5 (142) and binds
a conserved site on the transmembrane protein gp41. Al-
though this site is contained on a linear peptide ELDKWA,
antibodies like 2F5 cannot be elicited by immunizing with
the peptide, again suggesting the conformational aspect of
this site (143,144).

These monoclonals neutralize fresh isolates, as well
as laboratory-adapted strains, and they neutralize viruses
tropic for T cells or macrophages (145), regardless of the
use of CXCR4 or CCR5 as second receptor. These mon-
oclonals, which target different sites, act synergistically.
A cocktail combining all three types of monoclonals can
protect monkeys against IV challenge or vaginal challenge
with an SIV/HIV hybrid virus, indicating the potential
for antibodies alone to prevent HIV infection (146,147).
Because each of the three conserved neutralizing deter-
minants depends on the native conformation of the pro-
tein (148), a prospective gp120 vaccine (or gp160 vaccine)
would need to be in the native conformation to be able to
elicit these antibodies.

ANTIGENIC DETERMINANTS RECOGNIZED
BY T CELLS

Studies of T-cell specificity for antigen were motivated by
the fact that the immune response to protein antigens is
regulated at the T-cell level. A hapten, not immunogenic by
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itself, will elicit antibodies only when coupled to a protein
that elicits a T-cell response in that animal. This ability
of the protein component of the conjugate to confer im-
munogenicity on the hapten has been termed the carrier
effect. Recognition of the carrier by specific helper T cells
induces the B cells to make antibodies. Thus, the factors
contributing to a good T-cell response appear to control
the B-cell response as well.

“Nonresponder” animals display an antigen-specific
failure to respond to a protein antigen, both for T cells and
antibody responses. The “high responder” phenotype for
each antigen is a genetically inheritable, usually dominant
trait. Using inbred strains of mice, the genes controlling
the immune response were found to be tightly linked to
the MHC genes (107,149). MHC-linked immune respon-
siveness has been shown to depend on the T-cell recogni-
tion of antigen bound within a groove of MHC antigens of
the antigen-presenting cell (APC) (discussed later; see also
Chapters 19 and 20). The recognition of antigen in asso-
ciation with MHC molecules of the B cell is necessary for
carrier-specific T cells to expand and provide helper signals
to B cells.

In contrast to the range of antigens recognized by anti-
bodies, the repertoire recognized by helper and cytotoxic
T cells appears to be limited largely to protein and peptide
antigens, although exceptions such as the small molecule
tyrosine–azobenzene arsonate (150) exist. Once the anti-
genic determinants on proteins recognized by T cells are
identified, it may be possible to better understand im-
munogenicity and perhaps even to manipulate the anti-
body response to biologically relevant antigens by altering
the helper T cell response to the antigen.

Defining Antigenic Structures

Polyclonal T-Cell Response

Significant progress in understanding T-cell specificity
was made possible by focusing on T-cell proliferation
in vitro, mimicking the clonal expansion of antigen spe-
cific clones in vivo. The proliferative response depends on
only two cells: the antigen-specific T cell and an APC, usu-
ally a macrophage, dendritic cell, or B cell. The growth
of T cells in culture is measured as the incorporation of
[3H]thymidine into newly formed DNA. Under appropriate
conditions, thymidine incorporation increases with anti-
gen concentration. This assay permits the substitution of
different APCs and is highly useful in defining the MHC
and antigen-processing requirements of the APCs.

Using primarily this assay, several different approaches
have been taken to mapping T-cell epitopes. First, T cells
immunized to one protein have been tested for a prolif-
erative response in vitro to the identical protein or to a
series of naturally occurring variants. By comparing the
sequences of stimulatory and nonstimulatory variants, it

was possible to identify potential epitopes recognized by
T cells. For example, the T-cell response to myoglobin was
analyzed by immunizing mice with sperm whale or horse
myoglobin and testing the resulting T cells for prolifera-
tion in response to a series of myoglobins from different
species with known amino acid substitutions (151). Re-
ciprocal patterns were observed in T cells from mice im-
munized with sperm whale or horse myoglobin. The re-
sponse to the cross-stimulatory myoglobins was as strong
as to the myoglobin used to immunize the mice. This sug-
gested that a few shared amino acid residues formed an
immunodominant epitope and that most substitutions had
no effect on the dominant epitope. A comparison of the
sequences revealed that substitutions at a single residue
could explain the pattern observed. All myoglobins that
cross-stimulated sperm-whale-immune T cells had Glu at
position 109, while all that cross-stimulated horse-immune
T cells had Asp at 109. No member of one group could stim-
ulate T cells from donors immunized with a myoglobin of
the other group. This suggested that an immunodominant
epitope recognized by T cells was centered on position 109,
regardless of which amino acid was substituted. Usually,
this approach has led to correct localization of the anti-
genic site in the protein (151–153), but the possibility of
long-range effects on antigen processing must be kept in
mind (see “Antigen Processing”). Also, this approach using
natural variants is limited in that it can focus on the correct
region of the molecule but cannot define the boundaries of
the site. Site-directed mutagenesis may therefore expand
the capabilities of this approach.

A second approach is to use short peptide segments of
the protein sequence, taking advantage of the fact that T
cells specific for soluble protein antigens appear to see only
segmental antigenic sites, not assembled topographic ones
(107,154–158). These may be produced by chemical or
enzymatic cleavage of the natural protein (156–163,164),
solid-phase peptide synthesis (163,165–168), or recombi-
nant DNA expression of cloned genes or gene fragments
(169). In the case of class I MHC molecule-restricted cyto-
toxic T cells, viral gene deletion mutants expressing only
part of the gene product have also been used (170,171,172).

In the case of myoglobin-specific T cells, mapping of
an epitope to residue Glu 109 was confirmed by use of a
synthetic peptide 102–118, which stimulated the T cells
(167,173). The T cells elicited by a myoglobin with either
Glu or Asp 109 could readily distinguish between synthetic
peptides containing Glu or Asp at this position. Similar re-
sults were obtained with cytochrome c, where the predom-
inant site recognized by T cells was localized with sequence
variants to the region around residue 100 at the carboxyl
end of cytochrome (152). Furthermore, the response to cy-
tochrome c peptide 81 to 104 was as great as the response
to the whole molecule. This indicated that a 24-amino acid
peptide contained an entire antigenic site recognized by
T cells. The T cells could distinguish between synthetic
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peptides with Lys or Gln at position 99, although both were
immunogenic with the same MHC molecule (174–176).
This residue determined T-cell memory and specificity and
so presumably was interacting with the T-cell receptor. A
similar conclusion could be drawn for residue 109 of myo-
globin. However, this type of analysis must be used with
caution. When multiple substitutions at position 109 were
examined for T-cell recognition and MHC binding, residue
109 was found to affect both functions (177). The ultimate
use of synthetic peptides to analyze the segmental sites of
a protein that are recognized by T cells was to synthesize a
complete set of peptides, each staggered by just one amino
acid from the previous peptide, corresponding to the en-
tire sequence of hen egg lysozyme, HEL (178). Around
each immunodominant site, a cluster of several stimula-
tory peptides was found. The minimum “core” sequence
consisted of just those residues shared by all antigenic pep-
tides within a cluster, while the full extent of sequences
spanning all stimulatory peptides within the same clus-
ter defined the “determinant envelope.” These two ways
of defining an antigenic site differ, and one interpretation
is that each core sequence corresponds to an MHC bind-
ing site, while the determinant envelope includes the many
ways for T cells to recognize the same peptide bound to the
MHC.

In each case, the polyclonal T-cell response could be
mapped to a single predominant antigenic site. These re-
sults are consistent with the idea that each protein antigen
has a limited number of immunodominant sites (possi-
bly one) recognized by T cells in association with MHC
molecules of the high responder type. If none of the anti-
genic sites could associate with MHC molecules on the
APCs, then the strain would be a low responder, and the
antigen would have little or no immunogenicity.

Monoclonal T Cells

Further progress in mapping T-cell sites depended on the
analysis of cloned T-cell lines. These were either antigen-
specific T-cell lines made by the method of Kimoto and
Fathman (179) or T-cell hybridomas made by the method
of Kappler et al. (180). In the former method, T cells are
allowed to proliferate in response to antigen and antigen-
presenting cells, rested, and then restimulated again. After
stimulation, the blasts can be cloned by limiting dilution
and grown from a single cell in the presence of IL-2. In the
second method, enriched populations of antigen-specific
T cells are fused with a drug-sensitive T-cell tumor, and
the fused cells are selected for their ability to grow in the
presence of the drug. Then the antigen specificity of each
fused cell line must be determined. The key to determining
this in a tumor line is that antigen-specific stimulation of a
T-cell hybridoma results in release of IL-2 even though pro-
liferation is constitutive. T cells produced by either method
are useful in defining epitopes, measuring their MHC

associations, and studying antigen-processing require-
ments.

Monoclonal T cells may be useful in identifying which
of the many proteins from a pathogen are important for
T-cell responses. For instance, Young and Lamb (181) have
developed a way to screen proteins separated by SDS–
polyacrylamide gel electrophoresis and blotted onto nitro-
cellulose for stimulation of T-cell clones and have used this
to identify antigens of Mycobacterium tuberculosis (182).
Mustafa et al. (183) have even used T-cell clones to screen
recombinant DNA expression libraries to identify relevant
antigens of Mycobacterium leprae. Use of T cells to map epi-
topes has also been important in defining tumor antigens
(184,185–189).

Precise mapping of antigenic sites recognized by T cells
was made possible by the fact that T cells would respond
to peptide fragments of the antigen when they contain a
complete antigenic determinant. A series of overlapping
peptides can be used to walk along the protein sequence
and find the antigenic site. Then, by truncating the pep-
tide at either end, the minimum antigenic peptide can be
determined. For example, in the case of myoglobin, a crit-
ical amino acid residue, such as Glu 109 or Lys 140, was
found by comparing the sequences of stimulatory and non-
stimulatory myoglobin variants and large CNBr cleavage
fragments (190) as previously discussed, and then a se-
ries of truncated peptides containing the critical residue
was synthesized with different overlapping lengths at ei-
ther end (163,167). Because solid-phase peptide synthe-
sis starts from a fixed carboxyl end and proceeds toward
the amino end, it can be stopped at various positions to
produce a nested series of peptides that vary in length at
the amino end. In this way, it was found that two of the
Glu 109-specific T-cell clones responded to synthetic pep-
tides 102 to 118 and 106 to 118 but not to peptide 109
to 118 (167). One clone responded to peptide 108 to 118,
and the other did not. Thus, the amino end of the peptide
recognized by one clone was Ser 108, and the other clone
required Phe 106 and/or Ile 107. Similar fine specificity
differences have been observed with T-cell clones specific
for the peptides 52 to 61 and 74 to 96 of hen egg lysozyme
(160,191,192), the peptide 323 to 339 of chicken ovalbu-
min (161), and the peptide 81 to 104 of pigeon cytochrome
c (166): the epitopes recognized by several T-cell clones
overlap but are distinct. In addition, nine T-cell clones rec-
ognized a second T-cell determinant in myoglobin located
around Lys 140, and each one responded to the cyanogen
bromide cleavage fragment 132 to 153 (193). Further stud-
ies with a nested series of synthetic peptides showed that
the stimulatory sequence is contained in peptide 136 to
145 (163).

These findings can be generalized to characterize a large
number of epitopes recognized by T cells from a number of
protein antigens (Table 21.4) (190–205). What these stud-
ies and others demonstrated about epitopes recognized by
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◗ TABLE 21.4 Examples of Immunodominant T-Cell
Epitopes Recognized in Association
with Class II MHC Molecules

T-Cell Antigenic Amphipathic
Protein Sites (ref.) Segments

Sperm whale myoglobin 69–78 (148) 64–78
102–118 (159) 99–117
132–145 (155) 128–145

Pigeon cytochrome c 93–104 (158) 92–103
Beef cytochrome c 11–25 (192) 9–29

66–80 (193) 58–78
Influenza 109–119 (186) 97–120

Hemagglutinin 130–140 (187) —
A/PR/8/34 302–313 (187,188) 291–314

Pork Insulin B 5–16 (157) 4–16
A 4–14 (189) 1–21

Chicken lysozyme 46–61 (185) —
74–86 (184) 72–86
81–96 (175) 86–102

109–119 (145) —
Chicken ovalbumin 323–339 (153) 329–346
Foot and mouth virus VP1 141–160 (191) 148–165
Hepatitis B virus

Pre-S 120–132 (190) 121–135
Major surface antigen 38–52 (194) 36–49

95–109 (194) —
140–154 (194) —

λ Repressor protein Cl 12–26 (195 ) 8–25
Rabies virus–spike 32–44 (196) 29–46

glycoprotein precursor

MHC, major histocompatibility complex.
Adapted with permission from ref. 188.

T cells is that in each case, the entire site is contained on a
short peptide. MHC class I-restricted antigens also follow
this rule (206), even when the protein antigen is normally
expressed on the surface of infected cells. This applies to
viral glycoproteins, such as influenza hemagglutinin, that
are recognized by cytolytic T cells after antigen processing
(207) (see “Antigen Processing”). These peptides consist of
no more than about 12 to 17 amino acid residues for class
II MHC or 8 to 10 residues for class I. Within this size,
they must contain all the information necessary to survive
processing within the APC, associate with the MHC anti-
gen, and bind to the T-cell receptor, as discussed in the next
sections.

Sequential Steps that Focus the T-Cell
Response on Immunodominant
Determinants

In contrast to antibodies that bind all over the surface of a
native protein (49) (see “Protein and Polypeptide Antigenic
Determinants”), it has been observed that T cells elicited by

immunization with the native protein tend to be focused
on one or a few immunodominant sites (208,209–210).
This is true whether one deals with model mammalian
or avian proteins such as cytochrome c (157), myoglobin
(156,158), lysozyme (160,192,211,212), insulin (165,197),
and ovalbumin (161), or with bacterial, viral, and para-
sitic proteins from pathogens, such as influenza hemagglu-
tinin (195) or nucleoprotein (206), staphylococcal nucle-
ase (213), or malarial circumsporozoite protein (115,214).
Because the latter category of proteins shares no obvi-
ous homology to mammalian proteins, the immunodom-
inance of a few sites cannot be attributed simply to tol-
erance for the rest of the protein because of homologous
host proteins. Moreover, immunodominance is not simply
the pre-emption of the response by a single clone of pre-
dominant T cells, because it has been observed that im-
munodominant sites tend to be the focus for a polyclonal
response of a number of distinct T-cell clones recognizing
overlapping subsites within the antigenic site or having dif-
ferent sensitivities to substitutions of amino acids within
the site (160,161,166,167,178,191,192,215).

Immunodominant antigenic sites appear to be qualita-
tively different from other sites. For example, in the case
of myoglobin, when the number of clones responding to
different epitopes after immunization with native protein
was quantitated by limiting dilution, it was observed that
the bulk of the response to the whole protein in associa-
tion with the high-responder class II MHC molecules was
focused on a single site within residues 102 to 118 (173)
(Fig. 21.5). When T cells in the (high × low responder) F1
hybrid restricted to each MHC haplotype were compared,
there was little difference in the responses to nondominant
epitopes, and all the overall difference in magnitude of re-
sponse restricted by the high versus low responder MHC
could be attributed to the high response to the immun-
odominant determinant in the former and the complete
absence of this response in the latter (Fig. 21.5). Similar re-
sults were found for two different high-responder and two
different low-responder MHC haplotypes (173). Why did
not the response to the other sites compensate for the lack
of response to the immunodominant site in the low respon-
ders? The greater frequency of T cells specific for the im-
munodominant site may in part be attributed to the large
number of ways this site can be recognized by different T-
cell clones, as mentioned previously, but this only pushes
the problem back one level. Why is an immunodominant
site the focus for so many different T-cell clones? Because
the answer cannot depend on any particular T cell, it must
depend on other factors, primarily involved in the steps in
antigen processing and presentation by MHC molecules.

It has also been observed that some peptides may be im-
munogenic themselves, but the T-cell response they elicit is
specific only for the peptide and does not cross-react with
the native protein, nor do T cells specific for the native
protein recognize this site (216,217,218). These are called
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FIGURE 21.5 Frequency of high- and low-responder major his-
tocompatibility complex (MHC)-restricted T cells in F1 hybrid.
High responsiveness may be accounted for by the response to a
single immunodominant epitope. Lymph node T cells from [low-
responder (H-2k) × high-responder (H-2d)]F1 hybrid mice im-
munized with whole myoglobin were plated at different limiting
dilutions in microtiter wells with either high- or low-responder
presenting cells and myoglobin as antigen. The cells growing in
each well were tested for responsiveness to whole myoglobin and
to various peptide epitopes of myoglobin. The frequency of T cells
of each specificity and MHC restriction was calculated from Pois-
son statistics and is plotted on the ordinate. Most of the differ-
ence in T-cell frequency between high- and low-responder restric-
tion types (solid bars) can be accounted for by the presence of T
cells responding to the immunodominant site at residues 102 to
118, accounting for more than two thirds of the high-responder
myoglobin-specific T cells, in contrast to the absence of such T
cells restricted to the low-responder MHC type. (Based on the
data in ref. 173.)

cryptic determinants (218). The reasons for these differ-
ences may involve the way the native protein is processed
to produce fragments distinct from but including or over-
lapping the synthetic peptides used in experiments, and
also the competition among sites within the protein for
binding to the same MHC molecules, as discussed further
in a later section. To understand these factors that deter-
mine dominance or crypticity, one must understand the
steps through which an antigen must go before it can stim-
ulate a T-cell response.

Unlike B cells, T-cell recognition of antigen depends on
the function of another cell, the APC (219). Antigen must
pass through a number of intracellular compartments and
survive processing and transport steps before it can be ef-
fectively presented to T cells. Following antigen synthe-
sis in the cell (as in a virally infected cell) or antigen
uptake via phagocytosis, pinocytosis, or, in some cases,
receptor-mediated endocytosis, the subsequent steps in-
clude (a) partial degradation (“processing”) into discrete
antigenic fragments that can be recognized by T cells,

(b) transport of these fragments into a cellular compart-
ment where MHC binding can occur, (c) MHC binding and
assembly of a stable peptide-MHC complex, and (d) recog-
nition of that peptide-MHC complex by the expressed T-cell
repertoire. At each step, a potential antigenic determinant
runs the risk of being lost from the process, for example,
by excessive degradation or failure to meet the binding
requirements needed for transport to the next step. Only
those peptides that surmount the four selective hurdles
will prove to be antigenic for T cells. We will now consider
each step in detail, for its contribution to the strength and
specificity of the T-cell response to protein antigens.

A. Antigen Processing

Influence of Antigen Processing on the Expressed
T-Cell Repertoire

Several lines of evidence indicate that antigen process-
ing plays a critical role in determining which potential anti-
genic sites are recognized and therefore what part of the
potential T-cell repertoire is expressed on immunization
with a protein antigen. Because the T cell does not see the
native antigen but only the products of antigen processing,
it is not unreasonable that the nature of these products
would at least partly determine which potential epitopes
could be recognized by T cells.

One line of evidence that processing plays a major role
in T-cell repertoire expression came from comparisons that
were made of the immunogenicity of peptide versus na-
tive molecule in the cases of myoglobin (216) or lysozyme
(217). In the case of myoglobin, a site of equine myoglobin
(residues 102 to 118) that did not elicit a response when
H-2k mice were immunized with native myoglobin nev-
ertheless was found to be immunogenic when such mice
were immunized with the peptide (216). Thus, the low re-
sponsiveness to this site in mice immunized with the native
myoglobin was not due to either of the classical mecha-
nisms of Ir gene defects—namely, a hole in the T-cell reper-
toire or a failure of the site to interact with MHC molecules
of that strain. However, the peptide-immune T cells re-
sponded only poorly to native equine myoglobin in vitro.
Thus, the peptide and the native molecule did not cross-
react well in either direction. The problem was not simply
a failure to process the native molecule to produce this
epitope, because (H-2k × H-2s)F1-presenting cells could
present this epitope to H-2s T cells when given native myo-
globin but could not present it to H-2k T cells. Also, because
the same results applied to individual T-cell clones, the fail-
ure to respond to the native molecule was apparently not
due to suppressor cells induced by the native molecule.

Similar observations were made for the response to the
peptide 74 to 96 of hen lysozyme in B10.A mice (217).
The peptide, not the native molecule, induced T cells spe-
cific for this site, and these T cells did not cross-react with
the native molecule. With these alternative mechanisms
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excluded, we are left with the conclusion that an appropri-
ate peptide was produced but it differed from the synthetic
peptide in such a way that a hindering site outside the min-
imal antigenic site interfered with presentation by present-
ing cells of certain MHC types. Further evidence consistent
with this mechanism came from the work of Shastri et al.
(220), who found that different epitopes within the 74 to 96
region of lysozyme were immunodominant in H-2b mice
when different forms of the immunogen were used.

Another line of evidence came from fine specificity stud-
ies of individual T-cell clones. Shastri et al. (221) observed
that H-2b T-cell clones specific for hen lysozymes were
about 100-fold more sensitive to ring-necked pheasant
lysozyme than to hen lysozyme. Nevertheless, they were
equally sensitive to the cyanogen bromide cleavage frag-
ments containing the antigenic sites from both lysozymes.
Thus, regions outside the minimal antigenic site remov-
able by cyanogen bromide cleavage presumably interfered
with processing, presentation, or recognition of the corre-
sponding site in hen lysozyme. Similarly, it was observed
that a T-cell clone specific for sperm whale myoglobin, not
equine myoglobin, responded equally well to the minimal
epitope synthetic peptides from the two species (216). Here
too, residues outside the actual site must be distinguishing
equine from sperm whale myoglobin. Experiments using
F1-presenting cells that can clearly produce this epitope
for presentation to other T cells proved that the problem
was not a failure to produce the appropriate fragment from
hen lysozyme (217) or equine myoglobin (216). Thus, these
cases provide evidence that a structure outside the mini-
mal site can hinder presentation in association with a par-
ticular MHC molecule.

Such a hindering structure was elegantly identified in a
study by Grewal et al. (222) comparing hen egg lysozyme
peptides presented by strains C57BL/6 and C3H.SW that
share H-2b but differ in non-MHC genes. After immuniza-
tion with whole lysozyme, a strong T-cell response was
seen to peptide 46-61 in C3H.SW mice but not at all in
C57BL/6 mice. Because the F1 hybrids of these two strains
responded, the lack of response in one strain was not due
to a hole in the T-cell repertoire produced by self-tolerance.
It was found that peptide 46-60 bound directly to the I-Ab

class II MHC molecule, whereas 46-61 did not, indicating
that the C-terminal Arg at position 61 hindered binding.
Evidently, a non-MHC–linked difference in antigen pro-
cessing allowed this Arg to be cleaved off the 46-61 peptide
in C3H.SW mice, in which the peptide was dominant, but
not in C57Bl/6 mice, in which the peptide was cryptic.

Even a small peptide that does not need processing may
nevertheless be processed, and that processing may affect
its interaction with MHC molecules. Fox et al. (223) found
that substitution of a tyrosine for isoleucine at position
95 of cytochrome c peptide 93 to 103 enhanced presen-
tation with Eβb but diminished presentation with Eβk

when live APCs were used but not when the APCs were

fixed and could not process antigen. Therefore, the tyro-
sine residue was not directly interacting with the different
MHC molecule but was affecting the way the peptide was
processed, which in turn affected MHC interaction.

Besides the mechanisms suggested here, Gammon et al.
(217) and Sercarz et al. (224) have proposed the possibil-
ity of competition between different MHC-binding struc-
tures (“agretopes”) within the same processed fragment. If
a partially unfolded fragment first binds to MHC by one
such site already exposed, further processing may stop,
and other potential binding sites for MHC may never be-
come accessible for binding. Such competition could also
occur between different MHC molecules on the same pre-
senting cell (217). For instance, BALB/c mice, expressing
both Ad and Ed, produce a response to hen lysozyme spe-
cific for 108 to 120, not for 13 to 35 (217), and this response
is restricted to Ed. However, B10.GD mice that express
only Ad respond well to 13 to 35 when immunized with
lysozyme. BALB/c mice clearly express an Ad molecule, so
the failure to present this 13 to 35 epitope may be due to
competition from Ed, which may preempt by binding the
108 to 120 site with higher affinity and preventing the 13
to 35 site from binding to Ad. Competition between differ-
ent peptides binding to the same MHC molecule could also
occur.

All these results, taken together, indicate that antigen
processing not only facilitates interaction of the antigenic
site with the MHC molecule and/or the T-cell receptor but
also influences the specificity of these interactions and in
turn the specificity of the elicited T-cell repertoire. The
molecular mechanisms behind such effects are just now
being elucidated, as described in the next sections.

Processing of Antigen for T Cells Restricted to Class II
MHC Molecules

It has long been known that T-cell responses such as
delayed hypersensitivity in vivo or T-cell proliferation in
vitro to exogenous proteins can be stimulated not only
by the native protein but also by denatured protein (154)
and fragments of native protein (197). Indeed, this fea-
ture, along with the requirement for recognition in associ-
ation with class II MHC molecules, distinguishes T- from
B-cell responses. In a number of cases, the site recognized
by cloned T cells has been located to a discrete synthetic
peptide corresponding to a segment of the primary se-
quence of the protein. Examples include insulin (165,197),
cytochrome c (166), lysozyme (160,191), and myoglobin
(156,163,167). In each case, the stimulatory peptide must
contain all the information required for antigen presen-
tation and T-cell stimulation. The lack of conformational
specificity does not indicate a lack of T-cell receptor speci-
ficity. Rather, it results from antigen processing into pep-
tide fragments that destroys conformational differences
prior to binding the T-cell receptor. One way to accomplish
this is via antigen processing, which involves the partial
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FIGURE 21.6 Steps in antigen pre-
sentation by class II major histocom-
patibility complex (MHC) molecules.
Soluble antigen enters the present-
ing cell by phagocytosis, pinocytosis,
or receptor-mediated endocytosis. It
is partially degraded to peptide frag-
ments by acid-dependent proteases in
endosomes. Antigenic peptides asso-
ciate with MHC class II molecules (I-A
or I-E in the mouse) to form an anti-
genic complex that is transported to
the cell surface. Before an MHC class
II molecule can bind the peptide, it
must release the class II-associated in-
variant chain peptide fragment of in-
variant chain from the binding groove,
which is catalyzed by HLA-DM. Bind-
ing of T-cell receptors to the peptide/
MHC complex triggers T-cell prolifer-
ation, resulting in clonal expansion of
antigen-specific T cells.

degradation of a protein antigen into peptide fragments
(Fig. 21.6).

Evidence of processing came from the fact that a sin-
gle protein antigen could stimulate T cells to different epi-
topes, each specific for a different MHC antigen. For exam-
ple, when a series of myoglobin-specific T-cell clones were
tested for both antigen specificity and MHC restriction, six
clones were specific for a site centering on amino acid Glu
109, and all six recognized the antigen in association with
I-Ad. Nine additional T-cell clones were specific for a sec-
ond epitope centered on Lys 140 and were restricted to a
different MHC antigen, I-Ed. Thus, the antigen behaved as
if it was split up into distinct epitopes, each with its own
ability to bind MHC (193).

That T cells recognize processed antigen was demon-
strated by the fact that inhibitors of processing can block
antigen presentation. Early experiments by Ziegler and
Unanue (225) showed that processing depends on intra-
cellular degradative endosomes because drugs like chloro-
quine and NH4Cl, which raise endosomal pH and inhibit
acid-dependent proteases, could block the process. How-
ever, prior degradation of proteins into peptide fragments
allows them to trigger T cells even in the presence of these
inhibitors of processing (226). For example, T-cell clone
14.5 recognizes the Lys 140 site of myoglobin equally well
on the antigenic peptide (residues 132 to 153) as on the na-
tive protein (Fig. 21.7). The difference between these two
forms of antigen is brought out by the presence of process-
ing inhibitors. Leupeptin, for example, inhibits lysosomal
proteases and blocks the T-cell responses to native myo-

globin but not to peptide 132 to 153. Thus, native myo-
globin cannot stimulate T cells without further process-
ing, whereas the peptide requires little or no additional
processing (227).

Why is antigen processing necessary? For class II MHC
molecules, experiments suggest that antigen processing
may uncover functional sites that are buried in the native
protein structure. For example, a form of intact myoglobin
that has been partially unfolded through chemical modi-
fication can behave like a myoglobin peptide and can be
presented by APC even in the presence of enough protease
inhibitor or chloroquine to completely block the presenta-
tion of native myoglobin (227). Denatured lysozyme could
also be presented without processing to one T-cell clone
(162). This result suggests that the requirement for pro-
cessing may simply be a steric requirement, that is, to un-
cover the two sites needed to form the trimolecular com-
plex between antigen and MHC and between antigen and
T-cell receptor. Thus, unfolding may be sufficient without
proteolysis, and proteolysis may simply accomplish an un-
folding analogous to Alexander’s approach to the Gordian
knot.

The importance of antigen unfolding for T-cell recogni-
tion and the ability of unfolding to bypass the need for anti-
gen processing apply to a range of polypeptide sizes from
small peptides to extremely large proteins. At one extreme,
Lee et al. (228) found that even fibrinogen, of Mr 340,000,
does not need to be processed if the epitope recognized
is on the carboxy terminal portion of the α chain, which
is naturally unfolded in the native molecule. At the other
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FIGURE 21.7 Inhibition of antigen presentation by the pro-
tease inhibitor leupeptin: differential effect on presentation of
the same epitope of native myoglobin or peptide 132 to 153 to the
same monoclonal T-cell population. Splenic cells from nonimmu-
nized B10.D2 mice, as a source of antigen-presenting cells, were
incubated with leupeptin at the concentration indicated for 15
minutes prior to and during exposure to 2-μM native myoglobin
or 1-μM peptide fragment, washed, irradiated, and cultured at
400,000 cells/well with 10,000 T cells of clone 14.5; thymidine in-
corporation was measured after 4 days of culture. (See ref. 227.)

extreme, even a small peptide of only 18 amino acid
residues, apamin, requires processing unless the two disul-
fide bonds that hold it in the native conformation are
cleaved artificially to allow unfolding (229). Therefore,
large size does not mandate processing, and small size does
not necessarily obviate the need for processing, at least for
class II presentation. The common feature throughout the
size range seems to be the need for unfolding. This evi-
dence, taken together with the earlier data on unfolding
of myoglobin and lysozyme, strongly supports the con-
clusion that unfolding, rather than size reduction, is the
primary goal of antigen processing and that either antigen
presentation by MHC molecules or T-cell receptor recogni-
tion frequently requires exposure of residues not normally
exposed on the surface of the native protein. This conclu-
sion is supported by recent studies of peptides eluted from
class II MHC molecules, and the crystal structures of class
II MHC-peptide complexes, which show that longer pep-

tides can bind with both ends extending beyond the two
ends of the MHC groove (230–232) (see “Antigen Interac-
tion with MHC Molecules”).

Besides proteolysis, unfolding may require the reduc-
tion of disulfide bonds between or within protein antigens.
A gamma interferon-inducible lysosomal thiol reductase,
called GILT, is expressed in antigen-presenting cells and
localizes to the late endosomal and lysosomal compart-
ments where MHC class II peptide loading occurs (233).
Unlike thioredoxin, this enzyme works at the acid pH of
endosomes and uses Cys but not glutathione as a reducing
agent. Antigen-presenting cells from GILT knockout mice
were tested for the ability to present hen egg lysozyme to
HEL-specific T-cell lines (234). For two epitopes, the T-cell
response was insensitive to the GILT defect, even though
they involved a disulfide bond in the native protein. But
for one epitope, located between disulfide bonds, the T-
cell response was completely inhibited when the antigen-
presenting cells lacked GILT reductase. In this case, re-
duction of disulfide bonds was an essential step for antigen
presentation, presumably needed to generate free peptides
for MHC class II binding.

Processing of Antigen for T Cells Restricted to Class I
MHC Molecules

Early studies on class I-restricted T cells, such as cy-
tolytic T cells (CTLs) specific for virus-infected cells, as-
sumed that they responded mainly to unprocessed viral
glycoproteins expressed on the surface of infected cells.
However, since the mid-1980s, it has been clear that CTLs,
like other T cells, recognize processed antigens. For exam-
ple, influenza nucleoprotein (NP) was a major target anti-
gen for influenza-specific CTLs, even though NP remains in
the nucleus of infected cells and none is detectable on the
cell surface (235). Further support came from the finding
that target cells that take up synthetic NP peptide 366 to
379 were lysed by NP-specific CTLs (206). This constitutes
evidence that antigen presented in association with class
I molecules requires processing into antigenic fragments.
Also, the demonstration that synthetic peptides could sen-
sitize targets for CTLs introduced a powerful tool for map-
ping and studying CTL epitopes.

Even for influenza hemagglutinin, which is expressed
on the surface of infected cells, surface expression was not
required for antigenicity, implying that it is the processed
antigen that stimulates a T-cell response. Target cells
expressing leader-negative hemagglutinin, which is not
transported to the cell surface but remains in the cytosol,
were lysed equally well as those with surface hemagglu-
tinin (207). Similar conclusions were drawn from anchor-
negative mutants (236). Indeed, studies of HIV-1 gp160
genes with or without a leader sequence suggest that re-
moval of the leader sequence can increase the amount
of protein that is retained in the cytosol and is available
for processing and presentation through the class I MHC
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processing pathway (237). The explanation may be that
the signal peptide results in cotranslational translocation
of the growing peptide chain into the endoplasmic retic-
ulum, whereas proteins without a signal peptide remain
in the cytosol, where they are accessible to the processing
machinery of the class I pathway (see later discussion).
This cytosolic protein-processing machinery consists pri-
marily of the 26S proteasomes (238,239). The specificity of
such proteasomes to cleave at certain positions in a pro-
tein sequence thus provides the first hurdle that a poten-
tial epitope must surmount to be presented by class I MHC
molecules, to be cut out correctly but not destroyed by the
proteasome.

In the standard proteasome, 14 distinct subunits assem-
ble to form a high-molecular-weight complex of about 580
kD with three distinct protease activities, located on differ-
ent subunits. The proteasome is a barrel-shaped structure,
with the protease activities arrayed on the inner surface,
and unfolded proteins are believed to enter the barrel at
one end, leaving as peptides at the other end. The differ-
ent proteases cut preferentially after aromatic or branched
chain amino acids (chymotrypticlike activity of the β5 sub-
unit), basic amino acids (trypsinlike activity of the β2 sub-
unit), or acidic residues (glutamate preferring activity of
the β1 subunit) (240,241). Protease activity is increased
against misfolded proteins, such as senescent proteins,
which are tagged with ubiquitin and directed to the protea-
some. In addition, viral proteins produced during infection
and proteins synthesized with artificial amino acids are
particularly susceptible to degradation by proteasomes.
The products of protease digestion are peptides ranging
from to 3 to 14 amino acids in length, including nine-mers,
of just the right size for MHC binding. The chymotryptic-
and trypsinlike activities may be particularly important for
antigenic peptides because many peptides that naturally
bind MHC end in hydrophobic or basic residues (242).

The proteasome is the major processing machinery of
the nonendosomal processing pathway. This is shown by
the effect of proteasome inhibitors on MHC class I assem-
bly and antigen presentation and by the effect of LMP-2
and LMP-7 mutations on antigen processing. A family of
proteasome inhibitors have been described (240,241,243)
which consist of short peptides, three to four amino acids
in length, ending in an aldehyde, such as Ac-Leu Leu
norLeu-al, carbobenzoxy-Leu Leu norVal-al (241), or non-
peptides such as lactacystin (244). Although the peptides
appear to be directed primarily at the chymotrypsinlike
protease activity, as false substrates, in fact they inhibit all
three types of protease activity.

By inhibiting antigen processing, these inhibitors in-
duce a phenotype of reduced expression of MHC class I
and inability to present antigen to class I-restricted CTL
(241). The MHC class I heavy chains remain in the endo-
plasmic reticulum (ER), as shown by failure to become
resistant to endoglycosidase H (245), which occurs in the

Golgi. They are also unable to form stable complexes with
β2-microglobulin because of a lack of peptides. These ef-
fects are specific for the protease function because the in-
hibitors do not block presentation of synthetic peptides,
which also rescue MHC class I expression, and because
inhibition is reversible when inhibitor is removed. These
results suggest that proteasomes are the primary supplier
of antigenic peptides for class I because other pathways are
unable to compensate. However, it is also possible that the
inhibitors could block other potential processing enzymes
as well. An alternative processing pathway that bypasses
the proteasome is provided by signal peptidase. As signal
peptides are cleaved from proteins entering the endoplas-
mic reticulum, these hydrophobic peptides can bind MHC
class I (246). Particularly for MHC molecules like HLA-
A2, which prefer hydrophobic sequences, this peptidase
can be an alternative source of antigenic peptides that are
independent of proteasomes and TAP-1/2 transport (see
“Transport”) because they are formed inside the ER.

The proteins destined for proteasomal processing in-
clude some normally short-lived proteins with a half-life
of about 10 minutes, which constitute about 25% of the
proteins in the cell. The rest arise from long-lived pro-
teins, with a half-life of about 1 day, which may be syn-
thesized incorrectly. These defective ribosomal products,
or DRiPs, are ubiquitinated and marked for rapid degra-
dation in proteasomes (247,248). In a normal cell, these
can arise from errors in RNA transcription, protein trans-
lation, assembly, folding, or targeting. But in a virally in-
fected cell, misfolded viral proteins provide a ready supply
of antigenic peptides for antigen presentation and T-cell
recognition almost as soon as the virus starts to produce
new viral proteins. Similarly, incorporation of amino acid
analogues, such as canavanine in place of arginine, creates
misfolded proteins that are rapidly processed and more ef-
ficiently presented via the proteasomal pathway (249).

Interestingly, the MHC itself encodes, near the class II
region, three proteins, known as LMP-2 and LMP-7 for
“low-molecular-weight protein,” and MECL1, for “multi-
catalytic endopeptidase complexlike 1,” that contribute
to the proteasome structure. The LMP-2, MECL-1, and
LMP-7 subunits are upregulated by interferon-γ , and sub-
stitute for the subunits β1, β2, and β5, respectively, form-
ing what has been dubbed an immunoproteasome, present
in professional antigen-presenting cells. All complexes
with LMPs contain proteasome proteins, but only 5% to
10% of proteasomes contain LMP-2 and LMP-7. The ones
without LMPs are called constitutive proteasomes.

These MHC-encoded subunits of the immunoprotea-
some shift the preference of proteasomes for cleaving after
certain sequences, resulting in the production of different
peptide fragments (250–252). Proteasomes lacking LMP-2
through mutation or gene knockout have the same affin-
ity, but decreased cleavage rate, for sequences ending in
hydrophobic or basic amino acids. The effect is specific
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for these proteolytic sites because the activity against se-
quences containing acidic amino acids actually increased
(251). Despite the shift in specific peptides released, the
overall level of MHC class I expression was reduced only
slightly in LMP-7 knockouts (252) and not at all in the
LMP-2 knockouts. However, presentation of specific epi-
topes of the male H-Y antigen or of influenza nucleoprotein
was reduced by three- to fivefold in these knockouts. Toes
et al. (253) quantitatively compared the cleavage fragments
produced by standard proteasomes and immunoprotea-
somes, and defined the prevalence of different amino acids
on each side of the cleavage site. Consistent with the ear-
lier studies, there is a strong preference for both to cleave
after leucine, and also to a lesser extent after other hy-
drophobic residues, both aliphatic and aromatic. How-
ever, the immunoproteasomes have a stronger tendency
to cleave after such hydrophobic residues and a much re-
duced cleavage frequency after acidic residues, Asp and
Glu, than standard or constitutive proteaseomes. This shift
in specificity is concordant with the observation that class
I MHC molecules tend to bind peptides with C-terminal hy-
drophobic or basic residues, not acidic ones. Thus, the im-
munoproteasomes in professional antigen-presenting cells
may be more effective at generating antigenic peptides that
can be presented by MHC molecules (250,253). Protein
degradation by proteasomes is processive, so the peptides
released after 5% digestion are the same as the fragments
released after 90% digestion. This suggests that intact pro-
teins may enter the barrel, but they are not released at the
other end until processing is complete.

Immunoproteasomes were shown to be essential for
production of a hepatitis B virus core antigenic epitope
(254), and to increase production of epitopes from aden-
ovirus (255) and lymphocytic choriomeningitis virus (256).
Similarly, certain epitopes of latent membrane protein 2
of Epstein-Barr virus depended on immunoproteasomes
(257). In that case, the requirement for immunoprotea-
somes depended on the context of the peptide within
the native protein. Incomplete protein synthesis due to
puromycin, or expression of the epitope surrounded by
protein fragments with fewer membrane-spanning do-
mains, allowed epitope generation by constitutive protea-
somes.

On the other hand, some epitopes are generated more
effectively by the constitutive proteasome than the im-
munoproteasome (253,258). When the repertoire of seven
defined class I MHC-restricted epitopes was compared in
an elegant quantitative study in LMP2-deficient or wild-
type C57BL/6 mice, it was found that responses to the two
epitopes that are immunodominant in wild-type mice were
greatly reduced in the LMP2-deficient mice, that lack im-
munoproteasomes, and two normally subdominant epi-
topes became dominant (259). However, from adoptive
transfer experiments in both directions, it was found that
the reduced response to one normally dominant epitope
was due to decreased production without immunoprotea-

somes, but that to the other was due to an altered T-cell
repertoire in the LMP2-deficient mice, presumably from
alterations in the peptides presented in the thymus. Fur-
ther, the increased response to one of the subdominant
determinants was related to increased production of this
peptide by the constitutive proteasomes compared to the
immunoproteasomes. Thus, the immunoproteasome spe-
cificity plays a significant role in determining the reper-
toire of epitopes presented, and in selecting those that are
immunodominant, as well as regulating the CD8+ T-cell
repertoire generated in the thymus.

Another protein associated with proteasomes is the pro-
teasome activator PA28, which assembles into 11s struc-
tures (260). Like LMP-2 and 7 (250), PA28 is inducible by
interferon-γ , and its induction causes a shift in protea-
some function that may lead to the production of greater
amounts of and different repertoires of antigenic peptides.
For example, synthetic substrates were designed to test the
ability of proteasomes to generate authentic MHC binding
peptides. These substrates contained the MHC-binding li-
gand flanked by the natural sequence as found in the orig-
inal protein.

To generate the MHC-binding ligand, the proteasome
would have to cleave the substrate twice (261). By itself,
the 20s proteasome was able to produce singly cleaved
fragments, but with added PA28, doubly cut peptides were
generated preferentially. Thus, PA28 favored the produc-
tion of antigenic peptides, possibly by keeping the peptide
in the proteasome until processing was complete. Alter-
natively, PA28 may coordinate the proteolytic activity of
two adjacent sites to generate doubly cut peptides of just
the right length (8 to 9-mers) to fit in the MHC groove.
The distance between these nearby sites would determine
the size of the peptides produced. PA28 has been shown
to increase generation of a dominant lymphocytic chori-
omeningitis virus epitope independently of the presence
of the other interferon-γ –inducible components LMP2,
LMP7, and MECL-1 (262).

The specificity of this proteasomal processing system
determines the first step in winnowing the number of pro-
tein segments that can become CTL epitopes, by selec-
tively producing some peptide fragments in abundance
and destroying others. Thus, it is probably not just coin-
cidental that the C-terminal residues produced by protea-
somal cleavage often serve as anchor residues for bind-
ing class I MHC molecules, or that the lengths of peptides
produced are optimal for class I MHC binding (250,263).
Better understanding of the specificity of proteasomes will
contribute to the new methods to predict dominant CD8+

T cell epitopes (210).
Additional downstream processing steps, after the pro-

teasome, are known to be important for generation of anti-
genic peptides. One of these occurs in the cytoplasm, prior
to TAP transport, and others occur after transport into the
ER. The proteasome creates a first draft of the peptides,
which are then selected and trimmed to produce the final



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-21 Paul-3627G GRBT293-Paul-v1.cls April 12, 2008 17:54

Immunogenicity and Antigen Structure 657

pool of antigenic peptides of optimal size and sequence for
MHC binding, while protecting the nascent peptides from
degradation before they can bind MHC.

Recent studies have revealed that most peptides are
released from the proteasome when they still need fur-
ther processing to become antigenic peptides (264,265). In
the cytoplasm, the major proteolytic activity comes from
an enzyme called tripeptidyl amino peptidase II, or TPPII,
which is located on a large particle. It has amino peptidase
activity, which can remove one to three amino acids at a
time, and is useful for peptides of 15 amino acids or less. It
also has endopeptidase activity that can cut in the middle
of peptides larger than 15 amino acids, with the release of
fragments of at least 9 amino acids. These are a significant
source of 9-mers with new carboxyl ends, and this may
be the only way to generate carboxyl ends other than the
proteasome itself.

The importance of TPPII activity for antigen processing
is shown by the fact that a specific inhibitor, butabindide,
can prevent peptide loading of MHC, resulting in reduced
surface expression. The most likely path for most protein
antigens is to enter the proteasome and emerge as peptides
of 15 amino acids or larger. These are then trimmed by
TPPII, resulting in peptides ready for TAP transport.
Longer peptides are trimmed internally by TPPII endo-
protease, which may generate carboxyl ends needed for
TAP binding. The resulting peptides are then transported
by TAP into the ER, where they may be trimmed further
to prepare them for MHC binding. An additional role of
TPPII is shown by the generation of unique epitopes that
are not produced by proteasomes. For example, an impor-
tant T-cell epitope of the Nef protein of HIV requires TP-
PII processing. Proteasomal inhibitors have no effect on it,
but butabindide prevents its processing and presentation
to HLA-A3 or A11 restricted T cells (266). This pathway
seems particularly important for generating epitopes end-
ing in lysine groups, which bind these two MHC types but
are rarely generated by proteasomes alone. TPPII can act
in parallel with proteasomes or in tandem with them to
release this epitope from intact protein or its partially de-
graded fragments.

B. Transport into a Cellular Compartment where
MHC Binding Can Occur

The second hurdle a potential epitope must surmount is to
be transported into the cellular compartment for loading
onto MHC molecules. These compartments are different
for class I and class II molecules, as noted earlier.

Transport Pathways Leading to MHC
Class I Presentation

The second hurdle for peptide presentation by class I
MHC molecules is to get from the cytosol, where the pep-
tides are produced, to the ER, where the newly synthe-

sized class I MHC molecules are assembled and loaded
with peptide. The discovery of a specific active transporter
suggested that specificity of transport could further restrict
the repertoire of peptides available to load onto class I
MHC molecules. Genetic analysis of mutant cell lines that
failed to load endogenous peptides onto class I molecules
revealed homozygous deletions of part of the MHC class II
region near the DR locus. Molecular cloning of DNA from
this region revealed at least 12 new genes, of which two,
called TAP-1 and TAP-2, for “transporter associated with
antigen processing,” showed a typical sequence for ABC
transporter proteins (267–269). Their function is to trans-
port processed peptides from the cytosol to the ER. Once
in this compartment, peptides are handed off by TAP to
newly formed MHC class I molecules and stabilize a tri-
molecular complex with β2-microglobulin. This complex
is then transported to the cell surface, where antigen pre-
sentation occurs. Without the peptide transporters, empty
dimers of MHC class I with β2-microglobulin form, but
these are unstable. Excess free peptide would rescue MHC
class I by stabilizing the few short-lived empty complexes
that reach the surface, as shown by Townsend et al. (270)
and Schumacher et al. (271). Thus MHC-linked genes cod-
ing for proteolysis, peptide transport, and presentation at
the cell surface have been identified. In effect, the MHC
now appears to encode a complex system of multiple ele-
ments devoted to the rapid display of foreign protein deter-
minants on the surface of an infected cell. By continuously
sampling the output of the protein-synthesizing machin-
ery, this system permits rapid identification and destruc-
tion of infected cells by CTL before infectious virus can be
released.

In an infected cell, as soon as viral proteins are made,
peptide fragments generated by the proteasome become
available to the TAP-1 and TAP-2 transporter proteins (Fig.
21.8). These transport the peptide fragments into the ER
for association with newly formed MHC class I molecules,
which would carry them to the cell surface for antigen
presentation, all within 30 minutes. Indeed, the finding of
a physical association between TAP and the nascent class
I heavy chain/β2-microglobulin complex suggests that the
peptide may be directly handed off from TAP to the new
MHC molecule without being free in solution (272,273).
If TAP transport is highly selective, then some cytosolic
peptides may fail to enter the ER for presentation with
class I, but if it is promiscuous, then some peptides may
be transported that were better off not presented, such as
those leading to autoimmunity.

The idea that other proteins may control accessibil-
ity of MHC class I binding sites for peptides originally
came from the observation that two rat strains with the
same MHC type (RT1.Aa) were nevertheless not histocom-
patible, and CTL could recognize the difference between
them (274). The difference, called a cim effect, for class I
modification, occurred because different peptides were
binding the same MHC in the two strains (275,276). The
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FIGURE 21.8 Cytoplasmic antigen-processing pathway leading to major histocompatibility
complex (MHC) class I presentation. Cytoplasmic antigen is degraded in the proteasome to frag-
ments, which are transported into the endoplasmic reticulum (ER) by the transporter associated
with antigen processing (TAP). Peptide supplied by TAP forms a stable complex with MHC class
I heavy chains and β2-microglobulin, and the complex is transported through the Golgi, where it
achieves mature glycosylation, and out to the cell surface for presentation to class I-restricted T
cells. Additional processing options by tripeptidyl amino peptidase II in the cytoplasm and endo-
plasmic reticulum aminopeptidase I (ERAP 1) in the ER, before and after TAP transport, allow
greater flexibility in meeting the requirements of binding both TAP and MHC molecules.

rat has two alleles for a peptide transporter supplying pep-
tides to MHC. The one called TAP2A has peptide specificity
matching that of RT1.Aa and delivers a broad set of pep-
tides for MHC binding. The other transporter allele, called
TAP2B, supplies a different set of peptides that are discor-
dant with RT1.Aa, so fewer types of peptides are bound.
Although RT1.Aa would prefer to bind peptides with Arg
at position 9, it has to settle for peptides with hydrophobic
termini as provided by TAP2B (277), thereby accounting
for the apparent histocompatibility difference. Thus, the
specificity of TAP transport was shown to provide a se-
lective step in narrowing the potential repertoire of CTL
epitopes.

To measure TAP specificity in other species, a trans-
portable peptide bearing an N-linked glycosylation site
was added to cells permeabilized by treatment with strep-
tolysin. If the peptide was transported by TAP, it would
enter the ER and cis-Golgi, where it would be glycosylated
(278–280). The extent of glycosylation served as a measure
of TAP function. When competitor peptides were added as
well, TAP-mediated transport of the reporter peptide de-
creased, indicating saturation of peptide binding sites. In
this way, a series of related peptides could be tested for the
ability to compete for TAP binding and transport in order
to identify the requirements for TAP binding and transport.

TAP binding and transport depended strongly on pep-
tide length (280,281). Mouse TAP was shown to have a
strong preference for peptides of nine residues or longer
(281). For human TAP, peptides shorter than seven amino
acids long were not transported, regardless of sequence
(280). Peptides 8 to 11 amino acids long were almost all
transported, with some variation in binding affinities de-
pending on sequence. Peptides 14 to 21 amino acids in
length were transported selectively, while those longer than
24 amino acids were almost never transported intact. Thus,
human TAP transport selected against peptides less than
7 or more than 24 amino acids in length, regardless of se-
quence. Unlike the rat, human and mouse TAP do not show
allelic differences in peptide transport.

Although TAP can and must transport a wide variety of
peptides, it may still have preferences for which peptides
are transported most efficiently and which MHC types are
provided with the peptides they need. For example, a self-
peptide that naturally binds HLA B27 was modified slightly
to produce an N-linked glycosylation site, resulting in the
sequence RRYQNSTEL (280). Using the glycosylation of
this peptide to measure transport, saturation of TAP by
homologous peptides occurred with a 50% inhibitory con-
centration of less than 1 μM. Other peptides with unrelated
sequences also inhibited, often with equally high affinity.
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Not only did natural HLA-binding peptides compete, but
so did peptide variants lacking the MHC binding motif at
positions 2 and 9 (see later discussion). Clearly, peptides
binding different MHC types were transported by the same
TAP protein, and even peptides that bound mouse MHC
were transported by human TAP. In another example, us-
ing rat TAP proteins, peptides with Pro at position 2, 6,
or 9 were found to be poor competitors for transport of a
reference peptide (279).

In a different approach, using a baculovirus system
overexpressing TAP proteins in microsomes, the affinity
of TAP binding was determined for a wide variety of
synthetic peptides, allowing mapping of the important
residues (282,283). Binding, rather than transport, appears
to be the major step determining TAP peptide selectivity
(284). Indeed, artificial neural networks have been devel-
oped to predict peptide binding to human TAP (285). Us-
ing this scheme, it was found that peptides eluted from
three different human class I molecules had higher pre-
dicted affinities for TAP than a control set of peptides with
equal binding to those class I MHC molecules, support-
ing the hypothesis that TAP specificity contributes to the
selection of the subset of peptides able to bind a class I
molecule that actually binds in vivo (285). Unlike MHC
class I, there were no anchor positions at which a specific
amino acid was required. However, there were several po-
sitions where substituting the wrong amino acid caused a
marked reduction in TAP binding. In a typical MHC class
I binding 9-mer, the strongest substitution effects were ob-
served at position 9 (P9), followed by substitutions at P2
and P3, followed by P1. At the carboxy terminal P9 posi-
tion, the preferred residues were Tyr and Phe (as well as
Arg and Lys), while Glu was worst, causing a 3 log reduc-
tion in binding. Similarly, substituting Pro at P2 caused a
1.5 to 2 log reduction in binding, as compared with pre-
ferred residues Arg, Val, and Ile. TAP preferences such as
these would selectively transport some peptides more than
others from cytoplasm to ER. Use of combinatorial peptide
libraries independently confirmed that the critical residues
influencing TAP transport were the first three N-terminal
residues and the last C-terminal residue (286).

Interestingly, these preferred residues are many of the
same ones forming the MHC class I binding motifs (P2
and P9). However, because the MHC binding motifs differ
from each other, it is not possible for TAP preferences to
match them all. For example, the TAP preference for Arg
at P2 and Phe, Tyr, Leu, Arg, or Lys at P9 overlaps with
the binding motif of HLA-B27 and may favor the trans-
port of peptide ligands for this MHC type. Remarkably,
the variant B2709, which does not prefer Tyr or Phe at P9,
is not associated with autoimmune disease as in the more
common form of HLA-B27. In contrast, HLA-B7 requires a
Pro at P2, which greatly decreases TAP binding. Similarly,
some peptides binding HLA-A2 have hydrophobic residues
unfavorable for TAP binding, suggesting suboptimal com-

patibility between TAP and the most common HLA class I
allele. Measurements with a series of naturally presented
peptides from HLA-A2 and B27 indicated a mean 300-fold
higher affinity of TAP for the B27 peptides than for those
from A2, and some of the A2 peptides did not bind TAP
at all (285). How are these low-affinity peptides delivered
to MHC? One suggestion is that peptide ligands for HLA-
A2 and B7 may be transported as a larger precursor pep-
tide containing the correct amino acids, which are then
trimmed off to fit the MHC groove.

A series of studies support this mechanism, showing
that longer peptide precursors are trimmed at the N-
terminus by aminopeptidases in the ER to form HLA-
binding peptides (287). The ability to transport larger pep-
tides, followed by trimming, could increase the range of
permissible antigenic peptides, by facilitating transport of
nonantigenic peptides, followed by trimming to the size
and specificity needed for MHC binding. For example, fol-
lowing hepatitis B virus infection, certain peptide epitopes
that are frequently recognized by CTL are nevertheless not
bound or transported by TAP. By extending these peptides
by one or two amino acids of the natural sequence at the
amino end, their TAP binding was greatly enhanced, but at
the expense of reduced MHC binding. When tested on per-
meabilized cells, the overall effect of the extended peptides
was to increase MHC binding. Apparently, by improving
TAP transport, these peptides were able to increase peptide
delivery into the ER, where they were trimmed to produce
peptides compatible with MHC binding (288).

Similarly, it is known that peptides with a Pro at po-
sition 2, needed to bind to certain MHC molecules but
poorly transported, are produced from longer precursors
that are transported by N-terminal trimming in the ER
by aminopeptidases (289). In fact, the inability of the
aminopeptidase to cleave beyond a residue preceding a
Pro naturally leads to trimming of peptides to produce
ones with a Pro at position 2. Alternatively, some of
these peptides may derive from signal peptides and en-
ter the ER in a TAP-independent manner. The ER trim-
ming enzyme has been identified as endoplasmic reticu-
lum aminopeptidase I (ERAP I) (290–292). This enzyme
is a 106-kD zinc metalloproteinase, and it is the ma-
jor ER protease with broad specificity. It is inducible
by interferon-γ and inhibited by the aminopeptidase in-
hibitor leucinethiol. Down-regulation of ERAP I with
siRNA results in decreased expression of MHC class I,
indicating that ERAP I contributes to the supply of pep-
tides. ERAP I prefers peptides of 9 or 10 amino acids or
longer and ignores peptides of 8 amino acids or fewer,
which may allow it to generate antigenic peptides for MHC
binding without degrading them beyond recognition. The
aminopeptidase provides a way to relax the requirement
for proteasomes to generate ends that can simultane-
ously bind TAP and MHC. In contrast, the fact that a
comparable carboxypeptidase has not been identified
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suggests that carboxyl ends generated by proteasomal pro-
cessing must be suitable for TAP transport and compatible
with MHC binding. This requirement is quite stringent be-
cause the carboxyl terminal residue is the most important
for TAP binding, and it is frequently an anchor residue for
MHC as well.

The significance of selective peptide transport may be to
limit immunity to self-peptides. If the match between HLA-
B27 and TAP specificity is too good, it may contribute to
the increased incidence of autoimmune disease associated
with HLA- B27 (282). An effect of human TAP specificity
in loading of peptides in viral infection has confirmed the
biological significance of TAP specificity (288). TAP bind-
ing specificity also limited the repertoire of alloantigenic
peptides presented by HLA-B27 (293).

By combining the selectivity of proteasomal processing,
TAP transport, and MHC binding, it has been possible to
generate models that correlate with known antigenic pep-
tides (294,295). These can be used to analyze the sequence
of any given protein and to predict epitopes that may be
recognized by T cells restricted to MHC class I. These may
be important for analyzing the T-cell response to viral or
neoplastic antigens and for generating synthetic vaccines
capable of eliciting a T-cell response to these antigens.

The importance of TAP proteins to antiviral immu-
nity is shown by the fact that herpesviruses have targeted
TAP-1 function as a way to interfere with antigen presen-
tation to CD8+ CTL. A herpes simplex virus (HSV-1) im-
mediate early viral protein called ICP47 binds to TAP and
inhibits its function, causing reduced expression of new
MHC class I molecules on the cell surface and inability
to present viral or other antigens with MHC class I (296–
298). As a way to evade immune surveillance, this strategy
could contribute to viral persistence in chronic infection
and viral activation in recurrent disease, as frequently oc-
curs with HSV-1 and -2. These findings also raise the pos-
sibility of making a live attenuated ICP47-defective HSV
vaccine that would be more immunogenic than natural in-
fection.

Transport Pathways Leading to MHC
Class II Presentation

Unlike the class I pathway, which delivers peptides
to MHC, the MHC class II pathway transports MHC
molecules to the endosomal compartment, where anti-
genic peptides are produced. During transport, the peptide
binding groove must be kept free of endogenous peptides.
The cell uses one protein, called invariant chain (and its
processed fragment CLIP), to block the binding site until
needed, and another protein, HLA-DM, to facilitate release
of CLIP peptides and their exchange for antigenic peptides
as they become available.

MHC class II molecules assemble in the ER, where
alpha and beta chains form a complex with invariant
chain (299–301). Invariant chain binds MHC and blocks

the peptide-binding groove, so endogenous peptides trans-
ported into the ER, for example by TAP, cannot bind
(300,302,303–307). The complex of alpha, beta, and in-
variant chains, consisting of nine polypeptide chains in
all (308), is transported via the Golgi and directed by sig-
nals on invariant chain into endosome/lysosomelike vesi-
cles called MHC class II compartments. The compartments
contain acid-activated proteases capable of digesting for-
eign proteins into antigenic peptides. In addition, they de-
grade invariant chain to a fragment called CLIP, corre-
sponding to amino acids 80–103. As long as CLIP remains
in the binding groove, antigenic peptides cannot bind, so
the rate of CLIP release limits the capacity of MHC to take
up antigenic peptides.

Peptide loading can be measured by its effect on MHC
structure. When an MHC class II molecule binds a peptide,
it changes conformation, and certain monoclonal antibod-
ies are specific for the peptide-bound conformation (309).
Also, the alpha-beta complex becomes more stable after
peptide binding, which can be detected by running the
MHC on an SDS gel without boiling. The peptide bound
form runs on gels as a large alpha-beta dimer, while MHC
without peptides (but still bound to CLIP) is unstable un-
der these conditions and falls apart to give alpha and beta
chain monomers on SDS gels (310).

Mutant cell lines have been generated with a deletion
between HLA-DP and HLA-DQ genes on chromosome 6
(309,311–313). These cells express normal levels of MHC
class II structural proteins, HLA-DQ and DR, but fail to
present protein antigens (313). Some of their class II MHC
proteins appear on the cell surface, but more are retained
in the MHC class II compartments. Biochemically, they
still contain CLIP peptides (314), rather than peptide anti-
gens, and they have not achieved the conformation (309) or
SDS stability of peptide-binding MHC class II complexes
(315). The defect was discovered to be due to loss of either
of the two chains of a class II molecule, HLA-DM, and the
phenotype can be corrected by adding back the missing
gene (316). In the presence of normal HLA-DM, MHC re-
leases CLIP and binds antigenic peptides for presentation
to T cells.

The importance of HLA-DM function for T-cell help
in vivo was studied in H2-DM knockout mice (317). These
mice have reduced numbers of T cells, their class II MHC
molecules reach the cell surface bearing high levels of CLIP
peptide, and their B cells are unable to present certain anti-
gens, such as ovalbumin, to T cells. When H2-DM knockout
mice were immunized with 4-hydroxy 5-nitrophenyl acetyl
ovalbumin, specific IgG antibodies were reduced 20-fold,
as compared with wild type. Germinal center formation
and class switching were greatly reduced, and affinity mat-
uration was not observed. The phenotype was more pro-
nounced for some MHC types, such as I-Ab, than for others,
such as I-Ak. Because of tighter binding of CLIP peptides,
these MHC types may be more dependent on H2-DM to
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◗ TABLE 21.5 Effect of HLA-DM on Peptide on Rates
and Off Rates for Binding to HLA-DR1

Half-Life for Half-Life for
Peptide HLA-DM Binding Release

CLIP (80–103) − 60 min 11 hr
+ 9 min 0.3 hr

MBP (90–102) − 62 min 86 hr
+ 9 min 1 hr

HA (307–319) − 67 min 144 hr
+ 10 min 144 hr

CLIP, class II-associated invariant chain peptide; HA, hemagglutinin; HLA,
human leukocyte antigen; MBP, myelin basic protein.

The on (association) and off (dissociation) rates of biotinylated peptide from
purified soluble HLA-DR1 were measured by fluorescence assay, in the
presence or absence of HLA-DM. The on rates of all three peptides are
increased similarly in the presence of HLA-DM and probably reflect the
rate-limiting dissociation of the bound CLIP fragment of the invariant
chain. In contrast, once the peptides are bound, the off rates differ as a
result of differences in affinity. Thus, HLA-DM catalyzes release of more
weakly binding peptides and allows stable binding of higher affinity
peptides. In effect, this is an editing function of HLA-DM.

Adapted from the data of Sloan et al. (298).

maintain empty class II molecules in a peptide receptive
state.

In vitro studies with purified MHC class II molecules
and biotin-labeled peptides have shown that HLA-DM can
accelerate loading of exogenous peptides into HLA-DR
binding sites (318,319). For example, loading of myelin
basic protein fragment 90–102 was accomplished in 9 min-
utes with HLA-DM versus 60 minutes without it (Table
21.5). Other peptides were also loaded at the same rate,
suggesting that the rate-limiting step was the same for
each: removal of CLIP peptides to expose the peptide bind-
ing sites on HLA-DR. The kinetic effect was optimal be-
tween pH 4.5 and 5.8, which is typical of the endosomal/
lysosomal compartment where HLA-DM operates. HLA-
DM did not affect the affinity, as measured by half-maximal
binding, but it had a marked effect on the kinetics of
binding.

Conversely, when biotinylated peptides were allowed to
saturate HLA-DR binding sites overnight, and then free
peptides were removed, the off rate could be measured over
time (318,319). As shown in Table 21.5 (adapted from ref.
318), the off rate for different peptides could be compared
in the absence or presence of HLA-DM. The half-life for
CLIP peptides was reduced from 11 hours to 20 minutes
by adding HLA-DM. This could explain the enhanced load-
ing of all other peptides because they must wait for CLIP
to come off. In the case of antigenic peptides, myelin ba-
sic protein 90–112 was released 80-fold faster in the pres-
ence of DM than in its absence. However, another pep-
tide, influenza hemagglutinin 307–319, was not affected at
all. The differential effect on these antigenic peptides sug-
gests that HLA-DM can serve a potential role in editing
which peptides stay on MHC long enough to be presented

and which are removed (318). By releasing MBP preferen-
tially and not the HA peptide, HLA-DM would favor the
stable MHC binding and presentation of HA peptides over
MBP peptides. The affinity of each peptide is determined
by the fit between peptide and MHC groove, not by HLA-
DM. However, DM can amplify the impact of the difference
in affinity (i.e., signal-to-noise ratio), by facilitating release
of low-affinity peptides and allowing the high-affinity ones
to remain. This editing function could have an important
effect on which peptides get presented and elicit a T-cell
response, and which do not. HLA-DM could contribute to
immunodominance of a peptide binding MHC with high
affinity by releasing its lower affinity competitors. Alter-
natively, HLA-DM could contribute to self-tolerance by re-
leasing self-peptides of low affinity before they could stim-
ulate self-reactive T cells.

C. MHC Binding and Assembly of a Stable
Peptide-MHC Complex

Antigen Interaction with MHC Molecules
Perhaps the most selective step a potential antigenic

site must pass is to bind with sufficiently high affinity to
an appropriate MHC molecule.

The response of T cells to antigens on APCs or target
cells provided a number of hints that antigen interacts di-
rectly with MHC molecules of the APCs. First, genes coding
for immune responsiveness to a specific antigen are tightly
linked to genes for MHC-encoded cell surface molecules
(107,149). Second, it became apparent that T-cell recogni-
tion of antigen is the step at which MHC restriction occurs
(107,157,197,320). For example, in vitro T-cell responses to
small protein and polypeptide antigens were found to par-
allel in vivo responses controlled by Ir genes, and T cells
were exquisitely sensitive to differences in MHC antigens
of the APC in all their antigen recognition functions. This
observation in vitro made it possible to separate the MHC
of the T cell from that of the APC. The T-cell response to
antigenic determinants on each chain of insulin depended
on the MHC antigens of the APC. This was particularly ap-
parent when T cells from an (A × B)F1 animal responded
to antigen presented by APCs of either the A or B parental
MHC type (197,321). Neither parental APC stimulated an
allogeneic response from (A × B)F1 T cells, and the re-
sponse to antigen was now limited by the MHC of the APC.
This ability of the APC to limit what could be presented to
the T cells was termed determinant selection (197,321). It
became obvious that even in a single (A × B)F1 animal,
distinct sets of antigen-specific T cells exist that respond to
each antigenic determinant only in association with MHC
type A or type B (322).

Experiments on the fine specificity of antigen-specific
T cell clones suggested that the MHC of the APC could in-
fluence the T-cell response in more subtle ways than just
allowing or inhibiting it. Determinant selection implied
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that a given processed peptide should contain both a site
for MHC interaction and a distinct functional site for T-
cell receptor binding. Thus, a protein with multiple deter-
minants could be processed into different peptides, each
with a different MHC restriction, consistent with the inde-
pendent Ir gene control of the response to each antigenic
determinant on the same protein (159). For example, T-
cell clones specific for myoglobin responded to different
antigenic determinants on different peptide fragments of
myoglobin (193): those specific for one of the epitopes were
always restricted to I-A, while those specific for the other
were always restricted to I-E. The simplest interpretation
was that each antigenic peptide contained an MHC asso-
ciation site for interacting with I-A or I-E. At the level of
Ir genes, mouse strains lacking a functional I-E molecule
could respond to one of the sites only, and those with nei-
ther I-A nor I-E molecules capable of binding to any myo-
globin peptide would be low responders to myoglobin.

Evidence for a discrete MHC association site on pep-
tide antigens came from studies with pigeon cytochrome c.
The murine T-cell response to pigeon cytochrome c and its
carboxy terminal peptide (81–103,104) depends on the I-E
molecules of the APCs (157). However, distinct structural
sites on the synthetic peptide antigen appear to constitute
two functional sites: an epitope site for binding to the T-
cell receptor and an “agretope” (for “antigen-restriction-
tope”) site for interacting with the MHC molecule of the
APC (157,174–176). Amino acid substitutions for Lys at po-
sition 99 on the peptide destroyed the ability to stimulate
T-cell clones specific for the peptide, while the difference
between Ala and a deletion at position 103 determined T-
cell stimulation in association with some MHC antigens
but not others, independent of the T-cell fine specificity.
In addition, immunizing with the peptides substituted at
position 99 elicited new T-cell clones that responded to
the substituted peptide but not the original and showed
the same pattern of genetic restriction, correlated with the
residue at position 103, as the clones specific for the orig-
inal peptide. These results implied that the substitutions
at position 99 had not affected the MHC association site
but independently altered the epitope site that interacts
directly with the T-cell receptor. In contrast, position 103
was a likely subsite for MHC interaction, without altering
the T-cell receptor binding site.

It remained to be shown that MHC molecules without
any other cell surface protein were sufficient for presenta-
tion of processed peptide antigens. This was demonstrated
by Watts et al. (323), who showed that glass slides coated
with lipid containing purified I-A molecules could present
an ovalbumin peptide to an ovalbumin-specific T-cell hy-
bridoma. This result meant that no other special steps were
required other than antigen processing and MHC associa-
tion. Likewise, Walden et al. (324) specifically stimulated
T-cell hybridomas with liposomes containing nothing but
antigen and MHC molecules. Second, Norcross et al. (325)

transformed mouse L cells with the genes for the I-A α

and β chains and converted the fibroblasts (which do not
express their own class II molecules) into I-A-expressing
cells. These cells were able to present several antigens to
I-A-restricted T-cell clones and hybridomas (325), and sim-
ilar I-E transfectants presented to I-E–restricted T cells
(193). Thus, whatever processing enzymes are required are
already present in fibroblasts, and the only additional re-
quirement for antigen-presenting function is the expres-
sion of I-A or I-E antigens.

The planar membrane technique has been applied to
determine the minimum number of MHC–antigen com-
plexes per antigen-presenting cell necessary to induce T-
cell activation (326). After pulsing the presenting cells with
antigen, the cells were studied for antigen-presenting ac-
tivity, and some of the cells were lysed to produce a purified
fraction containing MHC charged with antigenic peptides.
These MHC–peptide complexes were used to reconstitute
planar membranes, and their potency was compared with
a reference MHC preparation pulsed with a high peptide
concentration in vitro and presumed to be fully loaded.
In this way, the relative peptide occupancy of MHC bind-
ing sites corresponding to any level of antigen presenta-
tion could be determined. For B cells and macrophages,
the threshold of antigen loading necessary for triggering T
cells was 0.2% of I-Ed molecules occupied by peptide, cor-
responding to about 200 MHC–peptide complexes per pre-
senting cell. For artificial presenting cells, such as L cells
transfected with I-Ed, the threshold was 23 times greater, or
4.6% of MHC occupied by peptide. Similarly, when MHC–
peptide binding was measured directly, using radiolabeled
peptide to determine the minimum level of MHC–peptide
complexes required for T-cell triggering, B cells were ca-
pable of presenting antigen with as few as 200 to 300
MHC–peptide complexes per cell (327). A similar number
of peptide–MHC class I molecule complexes was reported
to be required on a cell for recognition by CD8+ cyto-
toxic T cells (328). These results explain how newly gener-
ated peptide antigens can bind enough MHC molecules
to stimulate a T-cell response, even in the presence of
competing cellular antigens, because a low level of MHC
occupancy is sufficient. In addition, this threshold of pre-
sentation may explain how multivalent protein antigens,
such as viral particles, with 100 to 200 protein copies each,
can be more than 103-fold more immunogenic than the
same weight of protein monomers (329,330,331). Studies
of the number of T-cell receptors needed for triggering,
based on titrating peptide and recombinant soluble class
I MHC molecules on plastic, suggested that interaction of
three to five T-cell receptors with peptide-MHC complexes
was sufficient, consistent with several T cells interacting
with one APC (332,333).

Biochemical evidence for the direct association be-
tween processed peptide and MHC molecules was demon-
strated by competition between peptides for antigen



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-21 Paul-3627G GRBT293-Paul-v1.cls April 12, 2008 17:54

Immunogenicity and Antigen Structure 663

presentation (203,334–337) and then more directly by
equilibrium dialysis (338), molecular sieve chromatogra-
phy (339), or affinity labeling (340). Equilibrium dialysis
was performed by incubating detergent-solubilized class
II molecules with fluoresceinated or radioactive antigenic
peptides, followed by dialysis against a large volume of
buffer. Peptide can pass in or out of the dialysis bag, but
the class II molecules are trapped inside. In the absence of
binding by class II molecules, the labeled peptide would
distribute itself equally between the inside and outside
of the dialysis chamber. However, when the appropriate
class II molecules were added to the chamber, extra pep-
tide molecules were retained inside it due to formation of
a complex with MHC class II. In this way, direct binding
of antigen and MHC was shown, and an affinity constant
was determined (338,339).

A second approach was to form the antigen–MHC com-
plex over 48 hours, followed by rapid passage over a
Sephadex G50 sizing column. The bound peptide came off
the column early because it is the size of class II molecules
(about 58 kD), while free peptide was usually included in
the column and eluted later because it is only approxi-
mately 2 kD (339). Peptide bound to specific and saturable
sites on MHC. Competitive binding showed that different
peptide antigens with the same MHC restriction bind to
the same site on the MHC class II molecule (341,342). For
example, Table 21.6 shows the results with peptide anti-
gens that are known to be presented with I-A or I-E anti-
gens of the d or k haplotype. We observe that Ova peptide
323 to 339, which is presented with I-Ad, also binds well to
purified I-Ad, while nonradioactive peptide competes for
the peptide binding sites of the I-Ad molecule. Similarly,
the other I-Ad-restricted peptide, myoglobin 106–118, com-
petes with Ova 323–339 for the same site. However, myo-
globin 132–153, which is not restricted to I-Ad, does not
compete for it but does compete for its own restriction ele-
ment, I-Ed. Similarly, pigeon cytochrome c competes best
for its restriction element I-Ek rather than I-Ak or I-Ed,
which do not present cytochrome. Conversely, recombi-
nant Eβ genes have been used to map separate sites on a
class II MHC molecule for binding to peptide antigen and
to the T-cell receptor (343).

Using these two biochemical methods, it has been possi-
ble to explain major losses of peptide antigenicity resulting
from amino acid substitutions in terms of their adverse
effect on epitope or agretope function. For example, the
response of each of two ovalbumin-specific T-cell clones
was mapped to peptide 325 to 335 by using a nested set of
synthetic peptides. Five substitutions were made for each
amino acid in the peptide, and the resulting 55 different
peptides were each tested for the ability to stimulate the
clone (344). Presumably, those peptides that failed to stim-
ulate could be defective at an epitope or an agretope func-
tional site. In fact, only two amino acids (Val 327 and Ala
332) were essential for MHC interaction, and changes at ei-
ther of these resulted in a loss of antigenicity for the clone.
Seven other amino acids were critical for T-cell stimula-
tion but did not affect MHC binding. Thus, these must be
part of the functional epitope. Interestingly, certain substi-
tutions for His 328, Ala 330, and Glu 333 had effects on
MHC binding, while others had effects on T-cell stimula-
tion without affecting MHC binding. These amino acids
might participate in both agretope and epitope functional
sites, or, alternatively, the substitutions may affect the con-
formation of the peptide as it binds, thus indirectly affect-
ing T-cell recognition (345) (see later discussion). The fact
that substitutions at 9 of 11 amino acids could be tolerated
without affecting MHC binding is consistent with the de-
terminant selection hypothesis in that multiple antigenic
peptides are capable of interacting with the same antigen
binding site on the MHC molecule.

Similarly, by using a T-cell clone specific for peptide 52–
61 of hen egg lysozyme, substitutions at each amino acid
were analyzed for the ability to bind to I-Ak and stimulate
the clone (346). Four of 11 amino acid residues were silent,
while substitutions at three positions resulted in reduced
binding to I-Ak. Substitutions at the remaining three posi-
tions resulted in decreased T-cell stimulation without af-
fecting MHC association. The epitope was very sensitive
to substitutions, even conservative ones such as chang-
ing Leu 56 to Ile, norLeu, or Val. The results in both of
these studies confirmed by competitive binding that the
MHC molecule contains a single saturable site for peptide

◗ TABLE 21.6 Correlation between MHC Restriction and Binding
to MHC Molecules

Competitor Peptide Ova + Ad Myo + Ed HEL + Ak Cyto + E k

Ova 323–339 ++++ − ++ +
Myo 106–118 ++++ − ++ +/−
Myo 132–153 − ++++ − ++
HEL 46–61 + + ++++ +
Cytochrome c 88–104 ++ +/− ++ ++++
MHC, major histocompatibility complex.
Data from ref. 322.
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binding. This site must be capable of binding a broad range
of antigenic peptides. In binding the MHC groove, anti-
genic peptides assume the extended conformation that ex-
poses the epitope for recognition by the T-cell receptor.

Although a full set of general principles explaining the
specificity of antigen presentation and T-cell recognition
has not yet emerged, it is studies such as these, com-
bined with complementary structural studies character-
izing the antigen-interacting portions of MHC molecules
(192,231,232,343,347–349,350–352,353,354) (see Chapters
19 and 20) and of T-cell receptors (355–358,359–361) (see
Chapter 10) that will ultimately lead to an understanding
of these principles.

One observation that came out of this type of structure–
function study was that a single peptide can bind to a
class II MHC molecule in more than one way, and thus be
seen by different T cells in different orientations or con-
formations (345,362) The same conclusion can be reached
from an entirely different type of study, in which muta-
tions are introduced into the MHC molecule. Mutations
in the floor of the peptide-binding groove, which cannot
directly interact with the T-cell receptor, can differentially
affect recognition of a peptide by one clone and not another
(363,364,365). In a particularly thoroughly studied case, it
was clear that the quantitative level of peptide binding was
not affected by the mutation, but rather the change in the
floor of the groove imposed an altered conformation on the
peptide that differentially affected recognition by different
T cells (365). If indeed the T-cell receptor cannot detect
the mutation in the MHC molecule except indirectly by
its effect on the peptide conformation, then one is forced
to conclude that different T cells have preferences for dif-
ferent conformations of the same peptide bound to (what
appears to the T cell as) the same MHC molecule.

Another general observation to come from this type
of study is that substitution of amino acids often affects
presentation by MHC and recognition by T cells through
introduction of dominant negative interactions or inter-
fering groups, whereas only a few residues are actually es-
sential for peptide binding (366). Both for class II binding
(366,367,368,369) and for class I MHC binding (370), most
residues can be replaced with Ala or sometimes Pro with-
out losing MHC binding, as long as a few critical residues
are retained. Of course, T-cell recognition may require re-
tention of other residues. If many of the amino acid side
chains are not necessary for binding to the MHC molecule,
then one might expect side chains of noncritical amino
acids to occasionally interfere with binding, either directly
or through an effect on conformation. That is exactly what
was observed for a helper epitope from the HIV-1 envelope
protein when a heteroclitic peptide—that is, one that stim-
ulated the T cells at much lower concentrations than did
the wild-type peptide—was obtained by replacing a neg-
atively charged Glu with Ala or with Gln, which has the
same size but no charge (366). An Asp, negatively charged

but smaller, behaved like the Glu. Thus, this residue was
not necessary for binding to the class II MHC molecule,
but a negatively charged side chain interfered with bind-
ing to the MHC molecule as measured by competition stud-
ies. Information about residues that interfere with binding
has allowed the refinement of sequence motifs for peptides
binding to MHC molecules to permit more reliable predic-
tion of binding (371) (see later discussion).

This observation also provides a novel approach to
make more potent vaccines by “epitope enhancement,” the
process of modifying the internal sequence of epitopes to
make them more potent, for example, by increasing affin-
ity for an MHC molecule or T-cell receptor (TCR), or able
to induce more broadly cross-reactive T cells specific for
multiple strains of a virus (372–375). Proof of principle
that this approach can make more potent peptide vaccines
has recently been obtained (375). The modified “enhanced”
helper T-cell epitope from the HIV-1 envelope protein de-
scribed previously (366), with Ala substituted for Glu, was
shown to be immunogenic at 10- to 100-fold lower doses
for in vivo immunization than the wild-type HIV-1 pep-
tide to induce a T-cell proliferative response specific for
the wild-type peptide. Further, when a peptide vaccine con-
struct using this helper epitope coupled to a CTL epitope
(376,377) was modified with the same Glu-to-Ala substi-
tution, it was more potent at inducing CD8+ CTL specific
for the CTL epitope than was the original vaccine con-
struct, even though the CTL epitope was unchanged (Fig.
21.9) (375). The increased potency of the vaccine construct
was shown to be due to improved class II MHC-restricted
help by genetic mapping using congenic strains of mice
expressing the same class I MHC molecule to present the
CTL epitope and the same background genes, but dif-
fering in class II MHC molecules (375). Thus, class II-
restricted help makes an enormous difference in induc-
tion of class I-restricted CTL, and epitope enhancement
can allow construction of more potent vaccines, provid-
ing greater protection against viral infection (378). Fur-
ther, the improved help was found to be qualitatively, not
just quantitatively, different, skewed more toward Th1 cy-
tokines (378). The mechanism was found to involve greater
induction of CD40-ligand on the helper T cells, resulting
in greater IL-12 production by the antigen-presenting den-
dritic cells, which in turn polarized the helper cells to-
ward Th1 phenotype (378). The dendritic cells conditioned
with the helper T cells and the higher affinity peptide and
then purified were also more effective at activating CD8+

CTL precursors in the absence of helper cells, supporting
a mechanism of help mediated through activation of den-
dritic cells (379–381). This study showed also that such
help was mediated primarily through up-regulation of IL-
12 production and CD80 and CD86 expression on the den-
dritic cell (378). Understanding this mechanism of epitope
enhancement may contribute to the design of improved
vaccines.
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FIGURE 21.9 Enhancement of immunogenicity of a peptide
vaccine for induction of class I major histocompatibility com-
plex (MHC)-restricted cytotoxic T lymphocytes by modification
of the class II MHC-binding portion to increase CD4+ T-cell help.
Peptide vaccine PCLUS3-18 IIIB contains a class II MHC bind-
ing helper region, consisting of a cluster of overlapping deter-
minants from the human immunodeficiency virus (HIV)-1 enve-
lope protein gp160, and a class I MHC-binding cytotoxic T-cell
(CTL) epitope, P18 IIIB. Modification of the helper epitope to re-
move an adverse negative charge by replacement of a Glu with
an Ala residue was shown to increase binding to the class II MHC
molecule (366). Here, introduction of the same modification of
the helper epitope, to produce PCLUS3(A)-18IIIB, is shown to
greatly increase immunogenicity in vivo for induction of CTL to
the class I-binding P18IIIB portion. Immunization of A.AL mice
with 5 nmol of either vaccine construct subcutaneously in mon-
tanide ISA 51 adjuvant, and stimulation of resulting spleen cells
with P18IIIB for 1 week in culture, resulted in 33-fold more lytic
units for lysing targets coated with P18IIIB when mice were im-
munized with the modified second-generation vaccine than when
they were immunized with the original construct with the natural
sequence. Thus, class II-restricted CD4+ T-cell help has a major
impact on induction of class I-restricted CTL, and this process
of “epitope enhancement” can be used to make vaccines more
potent than the natural viral antigens. Targets: BALB/c 3T3 fi-
broblasts with P18IIIB (solid lines) or no peptide (dashed lines).
(Modified from ref. 375 with permission.)

Similar epitope enhancement has been carried out
for class I MHC-binding viral or tumor peptides as well
(382,383,384), and in one case has been found to result
in greater clinical efficacy of a melanoma vaccine used
for human immunotherapy (385). These results empha-
size the importance of affinity for MHC molecules vaccine
efficacy (386), and suggest that rational design of vaccines
with higher affinity epitopes may produce more effective
second-generation vaccines (387,388). To that end, the dis-
covery of sequence motifs predicting MHC molecule bind-

ing, and the development of bioinformatics strategies to
predict peptide affinity, have proven a great impetus to the
field (389).

In the case of class I MHC molecules, results defin-
ing sequence-binding motifs generalize the conclusion
that only a few critical “anchor” residues determine the
specificity of binding to the MHC molecule (Table 21.7)
(242,370,390–394). These motifs were defined by a de-
tailed study of one peptide–MHC system (392), by sequenc-
ing the mixture of natural peptides eluted from a class I
MHC molecule and finding that at certain positions in the
sequence a single residue predominated within the pool
of peptides (390), and by separating and sequencing in-
dividual natural peptides eluted from a class I molecule
and finding a conserved residue at certain positions (391).
The latter two studies also made the important observa-
tion that the natural peptides eluted from class I MHC
molecules were all about the same length, eight or nine
residues, and this was confirmed for a much larger col-
lection of peptides eluted from HLA-A2 and analyzed by
tandem mass spectrometry (393). This finding was con-
sistent with other studies demonstrating that a minimal
nonapeptide was many orders of magnitude more potent
than longer peptides in presentation by class I molecules
to T cells (395,396). This conservation of length was criti-
cal to the success of the approach of sequencing mixtures
of peptides eluted from a class I molecule (390), because
such a method requires that the conserved anchor residues
all be at the same distance from the N terminus. The fact
that Falk et al. (390) could find a single amino acid at cer-
tain positions, such as a Tyr at position 2 in peptides eluted
from Kd, implies not only that most or all of the peptides
bound to Kd had a Tyr that could be aligned, but also that
the peptides were already aligned as bound to the MHC
molecule, with each one having just one residue N termi-
nal to the Tyr. This result implies that the position of the
N-terminal residue is fixed in the MHC molecule. It is this
fact that has made the identification of motifs for bind-
ing to class I molecules much more straightforward than
finding motifs for binding class II molecules.

This conclusion has not only been confirmed but also
explained by the x-ray crystallographic data on class I
peptide–MHC complexes (350–352). It appears that both
the N-terminal α amino group and the C-terminal car-
boxyl group are fixed in pockets at either end of the MHC
groove, independent of what amino acids are occupying
those positions, and that the rest of the peptide spans these
fixed points in a more or less extended conformation. The
minimum length that can span the distance between these
pockets is 8 residues, but 9 or 10 residues can be accommo-
dated with a slight bulge or β turn in the middle of the pep-
tide, explaining the narrow restriction on length. Between
these ends, one or two pockets in the groove can accommo-
date the side chain of an amino acid, usually either at po-
sition 2 binding in the B pocket, or at position 5 binding in
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◗ TABLE 21.7 Examples of Motifs for Peptides Binding to Class I and II
MHC Molecules

Residue Number

MHC Molecule 1 2 3 4 5 6 7 8 9

Class I
H-2Kd Y I, L, V
H-2Db N M, I
H-2Kb F, Y L, M
H-2Ld P (hydrophilic K, R) M, L, F
H-2Dd G P K, R L
H-2Kk E I
HLA-A2.1 L, M V
HLA-A3 L (F) Y, K
HLA-B27 K, R R I, Y, K, R

G F, W
Class II

DRB1∗0101 Y, V, L, A A, G L, A
L, F,
I, A

DRB1∗0301 L, I D K, R Y, L
F, M E, Q F
V

DRB1∗0401 F, Y no N, S Polar Polar
(DR4Dw4) W R, K T, Q Charged Aliphatic

Aliphatic K
DRB1∗0402 V, I, no N, Q, R, K Polar

(DR4Dw10) L, M D, E S, T H, N Aliphatic
K Q, P H

DRB1∗1501 L, V, F, Y I, L
(DR2b) I I V, M

F
DQA1∗0501 F, Y, V, L Y, F

DQB1∗0301 I, M I, M M, L,
L, V Y V, I

MHC, major histocompatibility complex.
Data from refs. 234, 350, and 370–374.

the C pocket, depending on the particular MHC molecule.
Additionally the side chain of the C-terminal residue serves
as an anchor in the F pocket at the end of the groove. These
residues that fit into pockets correspond exactly to the “an-
chor” residues, at positions 2 or 5, and 8, 9, or 10, defined
by the sequence motifs, and appear to be the primary de-
terminants of specificity for peptide binding because the
rest of the interactions are largely with peptide backbone
atoms, including the α amino and carboxyl groups, and
therefore do not contribute to sequence specificity. This
finding can explain both the breadth of peptides that can
bind to a single MHC molecule because most of the bind-
ing involves only backbone atoms common to all peptides,
and also the exquisite specificity of binding is determined
by the anchor residues that account for the Ir gene control
of responsiveness.

In contrast, when natural self-peptides were eluted from
class II MHC molecules (230,397), the lengths were much
more variable, ranging from 13 to 18 residues, and sev-

eral variants of the same peptide were found with dif-
ferent lengths of extra sequence at one end or the other
(“ragged ends”). This finding suggested that both ends of
the peptide-binding groove of class II MHC molecules are
open, in contrast to class I, so that additional lengths of
peptide can hang out either side, and trimming does not
have to be precise. However, a corollary is that the pep-
tides eluted from class II molecules would not be aligned
in a motif starting from the exact amino terminus, and that
was indeed what was found. Although a moderately con-
served motif was found in some of the peptides eluted from
the murine class II molecule I-Ad, consistent with the mo-
tif defined based on known antigenic peptides binding to
I-Ad (398), the motif was neither so clearly defined nor so
highly conserved as in the class I case, and required align-
ing of sequences to identify a core motif of about 9 amino
acid residues (397). Subsequently, a number of motifs for
peptides binding to human class II MHC molecules have
been defined (242,399–404). Unlike peptides eluted from
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MHC class I grooves, these class II binding peptides may
locate the core binding motif at various distances from the
amino or carboxyl end of the peptide.

The crystal structure of a peptide bound to a human
class II MHC molecule, DR1, revealed that indeed the ends
of the groove are open and the peptide can extend beyond
the groove in either direction (232,405). In addition, the
more broadly defined class II motifs in Table 21.7 can be
explained by less stringent requirements for amino acid
side chains to interact with binding pockets in class II. In
general, the MHC class II binding pockets are shallower
than for class I, and a selected peptide derives less bind-
ing energy from each pocket. In fact, they form fewer H-
bonds with the peptide side chains, and more H-bonds are
directed at the peptide backbone, allowing a variety of dif-
ferent peptides to bind. Rather than requiring a specific
amino acid at each position, the shallow binding pock-
ets of MHC class II tend to exclude peptides based on
unfavorable interactions, such as side chains too large to
fit the binding pocket. Even one amino acid side chain
that binds strongly to an MHC pocket is sufficient to an-
chor the peptide to MHC class II and set the frame for
the interaction of the rest of the peptide with the MHC
groove.

For example, binding of three peptides to the class II
molecules I-A in mice or HLA-DQ in humans are shown in
Figure 21.10. The first residue of the peptide motif is desig-
nated P1, the next is P2, and so on. The alpha-helical walls
and beta-sheet floor of the MHC class II groove (Chapter
19) are peeled away to reveal the peptide backbone and
side chains in relation to MHC binding pockets. For the
ovalbumin peptide Ova323−329 binding to I-Ad, residues P1,
P4, and P9 all point down into the binding pockets (406).
The best fit is between Val 327 and the P4 pocket, which
creates mainly hydrophobic interactions with MHC, and
serves as the anchor residue. Residues P5 (His 328) and
P8 (His 331) project upward for binding to the TCR. The
shallow P4 pocket can tolerate only small hydrophobic side
chains, such as Val, so it dictates which peptides can bind
here. The other MHC pockets, P1 and P9, accommodate
many different residues, so they have little effect on which
peptides can be presented by I-Ad.

For hen egg lysozyme peptide HEL50−62 binding to
I-Ak, interactions with MHC are observed for P1, P4, P6,
and P9 (407). The P1 interaction is very different from I-Ad

because the P1 pocket is a perfect fit for Asp and has an
arginine at the end of the tunnel to neutralize charge. This
structure explains why nearly all peptides presented by
I-Ak must have Asp at this position. In contrast, the P4 and
P9 pockets are partially filled and will tolerate a number
of different side chains at these positions. The P6 pocket
requires a Glu or Gln here, even though the MHC residues
deep in the pocket are acidic. It is presumed that one of
the Glu residues must be protonated to allow Glu binding
at this position. This arrangement of the peptide leaves P2,

FIGURE 21.10 Interaction of peptides with the binding groove
of major histocompatibility complex (MHC) class II, as deter-
mined by x-ray crystallography. Anchor residue side chains fill
binding pockets to a greater or lesser extent, supplemented by
H-bonds to the peptide backbone. Examples include: I-Ad with
ovalbumin peptide 323-334 (top) (406), I-Ak with hen egg
lysozyme 52-60 (middle) (407), and HLA-DR3 with class II-
associated invariant chain peptide (bottom) (408).

P5, and P8 exposed to solvent in the crystal structure and
to the TCR during antigen presentation.

For the CLIP peptide binding to HLA-DR3, deep pockets
at P1 and P9 are more fully occupied by the peptide side
chains (408). pH-dependent binding is important because
CLIP must be stable at neutral pH and unstable at acid
pH in the presence of HLA-DM in order to perform its
function.

Based on affinity for MHC, these interactions explain
the peptide-binding motifs for MHC class II that select
which peptides can be presented to T cells. In addition,
these interactions orient the peptide in the MHC groove
and determine which residues are accessible for recogni-
tion by the TCR.

D. T-Cell Receptor Recognition

The last hurdle that a potential antigenic determinant must
surmount is recognition by a TCR within the repertoire of
the individual responding. This repertoire may be limited
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by the availability of combinations of V, D, and J genes
in the genome that can combine to form an appropri-
ate receptor, given the lack of somatic hypermutation in
TCRs in contrast to antibodies (357,409), and then by self-
tolerance, as mediated by thymic or peripheral negative
selection, or by limits on the repertoire that is positively
selected in the thymus on existing self-peptide–MHC com-
plexes. The available repertoire may also be influenced
by prior exposure to cross-reactive antigens. In general,
however, it has been hard to find holes in the repertoire
(410). Indeed, studies examining large panels of peptides
binding to particular class I molecules for correlations be-
tween peptide affinity for MHC and T-cell responses have
failed to find high-affinity peptides for which no T-cell re-
sponse can be raised, whereas not all lower affinity pep-
tides elicit a response (411,412). These results suggest that
if the peptide can bind well enough to the MHC molecule,
there is virtually always a T cell that can see the com-
plex. However, the array of other MHC molecules present
can influence the breadth of the T-cell repertoire (413).
Furthermore, when TCR repertoires of mice and humans
were compared for peptides presented by HLA-A2.1, they
seemed to be capable of seeing the same spectrum of pep-
tides (414). Eleven peptides from HCV proteins, each of
which had a motif for binding to HLA-A2.1, were tested
for recognition by CTL from HLA-A2.1 transgenic mice
and human HLA-A2.1–positive patients infected with HCV.
The same four peptides that were recognized by the T cells
from the mice were the ones recognized by the human
T cells, whereas the others were not recognized well by ei-
ther murine or human T cells. The selection of which pep-
tides were recognized seemed to be determined by binding
to the HLA-A2.1 molecule, rather than by the availabil-
ity of T cells. Thus, despite the differences in TCR genes
in mice and humans, the repertoires are plastic enough
that if a peptide passes the other three hurdles of process-
ing, transport, and binding to MHC molecules, T cells can
be elicited to respond to it in either species (414). Like-
wise, no hole in the helper T-cell repertoire could be found
to explain low responders to the recombinant hepatitis B
vaccine (415).

On the other hand, evidence exists that MHC binding is
not the whole story. Schaeffer et al. (416) examined 14 over-
lapping peptides covering the sequence of staphylococ-
cal nuclease with different class II MHC molecules, con-
stituting 54 different peptide-MHC combinations. Clearly,
MHC binding plays a major role because 12/13 immuno-
genic peptides were high or intermediate binders to MHC
molecules, whereas only one of 37 poor binders were im-
munogenic. Of high-affinity binders, 5/5 peptides were
immunogenic. However, for intermediate-affinity MHC-
binding peptides, only 7/12 were immunogenic. Similar re-
sults were found for the class I MHC molecule HLA-B0702,
in which it was found that 7/7 high-affinity binders but
only 9/12 intermediate affinity binders were immunogenic

(412). Thus, MHC binding alone is not sufficient to en-
sure immunogenicity. The T-cell repertoire was one factor
suggested that might limit the spectrum of immunogenic
peptides.

Indeed, examples for selection at the level of the TCR
repertoire exist. A particularly elegant example described
by Moudgil et al. (417) is one in which a peptide (46–
61) of mouse lysozyme presented by I-Ak is recognized
T cells from CBA/J and B10.A mice, expressing I-Ak and
I-Ek, but not by T cells from B10.A(4R) mice expressing
only I-Ak, even though the APC from B10.A(4R) mice can
present the peptide to T cells from the other strains. T
cells from the B10.A(4R) mice can respond to variant 46–
61 peptides in which the C-terminal Arg is replaced by
Ala, Leu, Phe, Asn, or Lys, indicating that the C-terminal
Arg is hindering recognition, but not binding by I-Ak, and
in this case, not processing because the B10.A(4R) APC
can present the peptide. It appears that the hindrance in-
terferes with recognition by TCRs available in B10.A(4R)
mice, but not TCRs available in B10.A or CBA/J mice, or
in (B10.A[4R] × CBA/J)F1 mice. Because the B10.A mice
are congenic with the B10.A(4R) mice, the difference is
not one of non–MHC-linked genes such as TCR structural
genes or non-MHC self-antigens producing self-tolerance.
Further, because the F1 mice respond, the difference is not
due to a hole in the repertoire produced by a self-antigen of
the B10.A(4R) mice. It was concluded that the CBA/J and
B10.A mice contain an additional repertoire, positively se-
lected on I-Ek or possibly an H-2D/L class I molecule, in
which these strains differ, that can recognize the 46–61
peptide despite the hindering Arg at the C-terminus.

An alternative related explanation is that strains that
express I-Ek or Dk or Dd/Ld have an additional repertoire
of TCRs positively selected on I-Ak presenting self-peptides
from processing of these other MHC molecules in the thy-
mus. This example illustrates a case in point that subtle
differences in TCR, presumably caused in this case by pos-
itive selection, can lead to responsiveness or nonrespon-
siveness to a determinant that has already passed all of
the three earlier hurdles: processing, transport, and MHC
binding. Of course, there are some holes related to self-
tolerance, primarily related to the loss of response to dom-
inant determinants (418) and especially loss of high-avidity
T cells (419–422). Interestingly, not only is there no loss of
response to cryptic determinants, but also T cells recogniz-
ing cryptic determinants of mouse lysozyme can be pos-
itively selected on other nonmouse lysozyme self-ligands
in a lysozyme knockout mouse (418). The selective loss
of high-avidity T cells to immunodominant determinants
has suggested a strategy to apply epitope enhancement to
modify subdominant lower affinity tumor antigen peptides
to increase their affinity for MHC molecules and thereby
make them more immunogenic in order to take advantage
of a repertoire not already crippled by loss of the high-
avidity clones (423).
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Another elegant example of T-cell repertoire limita-
tions on immunodominance comes from a study of mice
deficient in LMP2, and so unable to make immunoprotea-
somes. Reduced response to one normally immunodomi-
nant influenza epitope was found by T-cell adoptive trans-
fer studies to be due to an alteration in the T-cell repertoire,
presumably because of altered processing of self-peptides
in the thymus (259).

A recent study found another mechanism by which the
T-cell repertoire contributes to immunodominance. It was
found that the relative immunodominance of a dominant
determinant of the HIV envelope protein among different
strains of H-2d mice all presenting the same peptide–H-
2Dd complex correlated with the avidity of the T cells re-
sponding in those strains (423a). The mechanism found
was that high-avidity T cells proliferate faster than low-
avidity ones when exposed to antigen, and therefore dom-
inate the response. This mechanism differs from those
at earlier steps that progressively constrain the response
and thereby narrow the repertoire to dominant epitopes,
whereas this mechanism selectively expands the domi-
nant repertoire. This mechanism may also explain other
recent findings such as the higher affinity of dominant
compared with subdominant TCRs specific for human cy-
tomegalovirus (424). Because high-avidity T cells are bet-
ter able to clear virus infection (425,426), a recent study
even suggests that the driving force for MHC polymor-
phism is to create a large enough repertoire to select for
high-avidity T cells (427).

As more is understood about the molecular basis of
TCR recognition, with crystallographic data now available
(360,361,428), it becomes possible to apply epitope en-
hancement in a rational way to the affinity of the peptide-
MHC complex to the TCR, as was previously described for
the peptide affinity for MHC molecules. Sequence modi-
fications in the peptide that increase the affinity for the
TCR were shown to be more effective at expanding in vivo
the T cells specific for tumor antigens (429–431). Most
of these modifications were found empirically, but a sys-
tematic study of substitutions throughout a number of
peptides revealed a pattern in which peptides with con-
servative substitutions at positions 3, 5, or 7 were most
likely to yield increased TCR affinity, narrowing the candi-
date list of peptides that require empirical screening (432).
This strategy provides a second type of epitope enhance-
ment, derived from basic immunologic principles, to pro-
duce more effective vaccines.

Defining the Role of Individual Amino Acids
and Effects of Altered Peptide Ligands

Once an antigenic peptide is identified, the next step is to
map key amino acid residues by making a series of variant
peptides, each of which differs from the native sequence by
a single amino acid substitution, as described in section C.

One approach, called an alanine scan, substitutes Ala for
the natural amino acid at each position in the peptide, or
uses Ser or Gly to replace naturally occurring Ala. Ala is
used because the side chain is only a methyl group, so it
replaces whatever functional side chain is present with the
smallest one other than that of Gly, which is not used be-
cause of its effects on conformation. Thus, one can ask
whether loss of the naturally occurring side chain affects
function, without the introduction of a new side chain
that might itself affect function. Generally, each peptide
will have several amino acids wherein Ala substitution de-
stroys antigenicity. Some of these correspond to contact
residues for the TCR, while others are contact residues for
MHC. In many cases, the MHC binding residues can be
determined by testing the substituted peptides in a com-
petitive MHC binding assay (previously discussed). The
amino acid substitutions that knock out T-cell prolifer-
ation but not MHC binding are presumed to be in the
epitope recognized by the TCR directly, and these can be
studied with additional substitutions. For example, this
technique was used to compare the residues interacting
with the MHC molecule or TCR when the same HIV-1
V3 loop peptide P18 (residues 308–322) was presented by
three different MHC molecules, a human class I molecule,
a mouse class I molecule, and a mouse class II molecule
(Fig. 21.11) (433,434). Interestingly, there was a striking
concordance of function of several of the residues as pre-
sented by all three MHC molecules (Fig. 21.11). For ex-
ample, Pro and Phe interacted with the MHC in all three
cases, and the same Val interacted with the TCR in all
three cases. Also, the same Arg in the middle of the pep-
tide interacted with both the mouse class I and the mouse
class II molecules, and the C-terminal Ile was an anchor
residue for both human and murine class I molecules
(433,434).

In the case of autoimmune T cells, these techniques
have been used to study the number and variety of epi-
topes recognized by self-reactive T cells. In the diabetic
NOD mouse, the B chain of insulin is a major target of T
cells recovered from pancreatic islets (435). Alanine scan-
ning of B chain peptide 9 to 23 revealed two patterns of
T-cell recognition for the same peptide. Some T cells rec-
ognize peptide 9–16, and others respond to peptide 13–
23. Each epitope appears to have distinct sites for MHC
and TCR binding, even though they come from the same
peptide chain. Similarly, in systemic lupus erythematosus,
human T cells specific for the Sm antigen are narrowly re-
stricted to a few epitopes that are found on a small group of
proteins (436). On the Sm-B antigen, three epitopes were
recognized. On Sm-D antigen, there were two. In each case,
alanine scans showed that the same epitopes were recog-
nized by distinct T-cell clones. These results are consistent
with the hypotheses that the autoimmune response to in-
sulin or to Sm antigen may be induced by abnormal expo-
sure of a very few cryptic epitopes, or they may depend on
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FIGURE 21.11 Comparison of the major histocompatibility
complex (MHC)-interacting (“agretopic”) and T-cell receptor in-
teracting (“epitopic”) residues of the same human immunodefi-
ciency virus (HIV)-1 envelope V3 loop peptide as it is presented by
human class I, murine class I, and murine class II MHC molecules
to CD8+ cytotoxic T cell (CTL) and CD4+ helper T cells. Shown
is the sequence of the optimal binding portion of peptide P18
IIIB from the HIV-1 envelope protein V3 loop for each MHC
molecule, in single-letter amino acid code. Arrows pointing up
indicate residues determined to interact with the T-cell recep-
tor, and arrows pointing down indicate residues determined to
interact with the MHC molecule. Mapping of residue function
for binding to the human class I MHC molecule HLA-A2.1 was
described in ref. 434, and binding to the murine class I molecule
H-2Dd and the murine class II molecule I-Ad was described in ref.
433. Note the common use of the Pro and Phe for binding all three
MHC molecules, and the use of the key Val residue for binding all
the T-cell receptors. Also, the murine MHC molecules both use
the central Arg residue as a contact residue, whereas both class
I molecules use the C-terminal Ile residue as an anchor residue.
Thus, there is a surprising degree of concordance.

selective loss of tolerance for a limited number of epitopes
shared by a small subset of self-proteins.

TCRs may distinguish different chemical classes of
amino acid side chains. An example of structural differ-
ences between amino acid side chains recognized by the
TCR comes from an analysis of non–cross-reactive CTL
that distinguish homologous peptides from the V3 loop of
different strains of HIV-1 envelope protein. The residue at
position 8 in the minimal determinant was identified as
a key “epitopic” TCR contact residue in both strain IIIB,
which has a Val at this position, and strain MN, which
has a Tyr at this position (433,437,438). CTL specific for
strain IIIB do not recognize the MN sequence, but will
recognize peptides identical to MN except for the substi-
tution of any aliphatic amino acid at that position, such as

Val, Leu, or Ile (374). In contrast, CTL specific for the MN
strain do not recognize the IIIB sequence, but will recog-
nize the IIIB peptide if the Val at this position is replaced
by a Tyr (437). Moreover, they will see any MN variant
in which the Tyr is replaced by another aromatic amino
acid, such as Phe, Trp, or His (374). Thus, the two non–
cross-reactive TCRs see similar peptides but discriminate
strongly between peptides with amino acids with aliphatic
versus aromatic side chains. On the other hand, they do not
distinguish strongly among different aliphatic residues or
among different aromatic residues. Interestingly, however,
in each category, the least active is the bulkiest member of
the category, Ile and Trp, respectively, suggesting that these
residues must fit into a pocket of limited size in the TCR.

However, many T cell receptors can distinguish even
conservative substitutions. The interaction of peptide lig-
and with TCR can be studied by introducing single sub-
stitutions of conservative amino acids at these contact
residues, such as Glu for Asp, Ser for Thr, or Gln for
Asn. The TCR readily distinguishes among peptides with
these minor differences at a single residue, and the re-
sults have been revealing. Depending on affinity for the
TCR, closely related (altered) peptides can elicit very
different responses in T cells. Thus, although a substi-
tuted peptide may be very weak or nonstimulatory by
itself, it may still act as a partial agonist, or even a
strong antagonist of an ongoing T-cell response. Antago-
nistic peptides can be demonstrated by pulsing antigen-
presenting cells with native peptide antigen first, so that
one is not measuring competition for binding to MHC
molecules, followed by pulsing with a 10-fold or greater
excess of the antagonist, before adding T cells. In the
case of influenza hemagglutinin peptide 307-319 presented
with HLA-DR1, peptide analogues such as Gln substituted
for Asn 313 inhibited the proliferation of a human T-cell
clone, even though they did not stimulate the clone. An-
ergy was not induced, and the antagonist peptide had to
be present throughout the culture to inhibit the response
(439,440). Thus, lack of antagonist activity is another fea-
ture of the interaction between peptide (in complex with
MHC molecule) and TCR that is required for the peptide
to be a stimulatory antigenic determinant.

Partial agonists were first demonstrated using T-cell
clones specific for an allelic form of mouse hemoglobin.
These T cells were from CE/J mice, which express the Hbs

allele of mouse hemoglobin, after immunization with the
Hbd allele. The minimum antigenic peptide corresponds
to amino acids 67-76 of the Hbd sequence and differs from
Hbs at positions 72, 73, and 76 (441). Peptides substituted
at each residue from amino acid 69 to 76 were tested for T-
cell proliferation and cytokine release. Some substitutions,
such as Gln for Asn at position 72, blocked T-cell stimula-
tion completely in both assays. Other substituted peptides,
such as Asp for Glu at position 73, lost T-cell proliferation,
but still stimulated IL-4 release, and these are considered
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A

B

FIGURE 21.12 Differential effect of altered peptide ligands on
the response to peptide 64 to 76 from hemoglobin. A: Prolifera-
tive response of a T-cell line incubated with antigen-presenting
cells and the natural Hb (64-76) peptide or with peptides substi-
tuted at positions 72, 73, or 76. B: Interleukin 4 (IL-4) release by
the T-cell line under the same conditions. The peptide substituted
with Asp for Glu at position 73 is unable to induce T-cell prolifer-
ation, but it can still induce production of IL-4, so it is a partial
agonist. In contrast, substitution of Gln for Asn at position 72
knocks out both responses equally. (Modified from ref. 442, with
permission.)

partial agonists (Fig. 21.12) (442). Lack of stimulation was
not due to failure to bind MHC because both substituted
peptides gave reasonable binding in a competitive bind-
ing assay (443). Similar alteration of cytokine profile by
altering the peptide ligand can be seen in other systems
(440,444,445).

For one of the Hb 64-76–specific T-cell clones, PL.17,
substitutions at amino acids 70, 72, 73, or 76 reduced anti-
genic potency by 1,000-fold or more, even though conser-
vative amino acids were substituted. Although substitution
of Ser for Ala 70 prevented T-cell stimulation in both as-
says, there was clearly some response to this peptide be-
cause it induced expression of the IL-2 receptor (446). In
addition, once T cells were exposed to the Ser 70 peptide,
they became unresponsive to subsequent exposure to the
natural Hbd peptide. This phenomenon closely resembled
T-cell anergy and persisted for a week or more. The Ser
70 substitution alters a contact residue of the peptide for
the TCR of clone PL.17 and affects its affinity. Other T-cell

clones, however, can respond to this peptide presented on
the same MHC molecule (I-Ek). Other Hbd peptides substi-
tuted at this position, such as Met and Gly 70, also induced
anergy but not proliferation, while nonconservative substi-
tutions such as Phe, Asn, Asp, and His 70 induced neither
(447)

Another well-studied example is influenza hemagglu-
tinin peptide 306-318 as presented on human HLA-DR1.
Based on the known crystal structure of the peptide-MHC
complex (231) amino acid substitutions could be targeted
to contact residues for the TCR, at positions 307, 309, 310,
312, 315, and 318 (448). At each position, nonconservative
substitutions often rendered the peptide inactive, while
conservative substitutions at several sites either gave full
antigenicity, or gave progressively lower stimulatory ac-
tivity, down to 1,000-fold less than native peptide, while
retaining the ability to induce anergy. For example, substi-
tuting His or Gly for Lys 307 gave 1,000-fold reduced stimu-
lation of T-cell proliferation, but full ability to induce toler-
ance. Similarly, substituting His for Lys 315 gave complete
loss of stimulation, but nearly full anergy-inducing activ-
ity. As before, induction of the IL-2 receptor (CD25) was
a sign of T-cell activation by these altered peptide ligands,
even when they did not induce proliferation. Unlike these
peptides, the antagonists do not induce interleukin recep-
tors or secretion, and they do not cause long-lasting tol-
erance. Overall, a number of altered peptide ligands have
now been identified that, in appropriate complexes with
MHC molecules, induce anergy or act as antagonists of the
TCR and block activation by agonist ligands by delivering
an abortive signal (440).

Several methods have been found to anergize T cells to a
specific antigen for up to a week, and all have the common
theme of delivering a partial signal via the TCR, resulting in
tolerance rather than stimulation. The first method was to
expose the T cells to peptide plus antigen-presenting cells
treated with the carbodiimide cross-linker ECDI (449).
This treatment may prevent accessory molecules on the
presenting cell from interacting with the TCR complex, or
costimulatory signals from contributing to T-cell activa-
tion. The second method was to present peptide on pre-
senting cells with mutated I-E molecules (450,451). The
third method was to use altered peptide ligands that act
as TCR antagonists as previously described (440,447,448).
The final method was to block CD4 function with a mono-
clonal antibody, which would delay the recruitment of CD4
to the engaged TCR (452). Because generation of a com-
plete stimulatory signal requires the interaction of TCR
and accessory molecules, modifications that affect either
component can block signaling. An altered peptide ligand,
with decreased affinity for the TCR, may form an unsta-
ble complex, which cannot stay together long enough to
recruit accessory molecules and generate a complete sig-
nal (452,453). Altered peptide ligands with low affinity for
the TCR can also act as partial agonists that can compete
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with optimal agonists and reduce T-cell stimulation based
on a similar mechanism (short dwell time of peptide-MHC
complex on the TCR) (177).

Abnormal TCR signaling can be demonstrated by fol-
lowing the activity of protein kinases. Normal signal-
ing produces phosphorylation of TCR subunits, such
as ζ chain, as well as phosphorylation and activation
of receptor-associated tyrosine kinases, such as ZAP-70.
These kinases generate the downstream signal needed
for T-cell activation. However, in each case studied, par-
tial antigen signaling resulted in ζ chain phosphoryla-
tion without phosphorylation or activation of ZAP-70
(447,451,452), so downstream activation did not occur.
This abnormal pattern occurred regardless of the method
of anergy induction.

Partial signaling may be important for T-cell survival
during negative selection in the thymus or in maintain-
ing peripheral tolerance. By responding to self-antigens
as if they were altered ligands presented in the thymus,
T cells could use anergy induction as a successful strat-
egy for avoiding clonal deletion. Similarly, peripheral tol-
erance may be an important mechanism for preventing au-
toimmune disease. Immunotherapy with altered peptide
ligands could be envisioned as a way to block an ongoing
response or induce tolerance to a specific antigen, such
as the synovium in arthritis, or foreign MHC antigens in
allograft rejection. However, a potential pitfall is that dif-
ferent T cells recognize the same peptide differently, so a
peptide that is seen as an altered peptide ligand by some
T-cell clones may be seen as a complete antigen by others.
In addition, the choice of peptide would vary with MHC
type. To be effective, an altered peptide ligand should an-
tagonize or anergize polyclonal T cells and should work
with each patient’s MHC type.

A similar mechanism may be invoked to explain the gen-
erally weak immunogenicity of tumor antigens. According
to this hypothesis, the only T cells capable of responding to
self-antigens on tumors may have low-affinity receptors for
them. In effect, the natural sequence is the altered ligand
that induces tolerance. In some cases, this anergy can be
overcome with modified peptides that have greater affinity
for the TCR and induce a full stimulatory signal, result-
ing in an effective immune response to the tumor antigens
(429), as described previously.

Prediction of T-Cell Epitopes

The fact that T cells recognize processed fragments of anti-
gens presented by MHC molecules leads to the ironic sit-
uation that T-cell recognition of antigen, which is more
complex than antibody recognition because of the
ternary complex needed between TCR, antigen, and MHC
molecule, may actually be focused on simpler structures of
the antigen than those seen by most antibodies specific for
native protein antigens. In contrast to the assembled topo-

graphic antigenic sites seen by many antibodies (49,50),
T cells specific for processed antigens are limited to seeing
short segments of continuous sequence (155,211). There-
fore the tertiary structure of the protein plays little if any
role in the structure of the epitope recognized by T cells,
except as it may influence processing. However, the struc-
ture of the T-cell antigenic site itself must be limited to
primary (sequence) and secondary structure, the latter de-
pending only on local rather than long-range interactions.
This limitation greatly simplifies the problem of identify-
ing structural properties important to T-cell recognition
because one can deal with sequence information, which
can now be obtained from DNA without having a purified
protein, and with the secondary structure implicit therein
without having to obtain an x-ray crystallographic three-
dimensional structure of the native protein, a much more
difficult task.

Because the key feature necessary for a peptide to be
recognized by T cells is its ability to bind to an MHC
molecule, most approaches for predicting T-cell epitopes
are based on predicting binding to MHC molecules. These
approaches, which have been reviewed (389,454), can be
divided into those that focus on specific individual MHC
molecules one at a time, such as motif-based methods, and
those that look for general structural properties of peptide
sequences. We shall discuss first the methods based on gen-
eral properties, and then those directed to individual MHC
molecules.

The first structural feature of amino acid sequences
found associated with T-cell epitopes that remains in use
today is helical amphipathicity (205,455–458) which is sta-
tistically significant independent of the tendency to form
a helix per se (456). Because the x-ray crystallographic
structures of both MHC class I (350–352,459) and class
II molecules (231,408) have consistently shown peptides
to be bound in extended, not alpha helical conformation,
helicity per se has been abandoned as an associated struc-
tural feature of T-cell epitopes. However, as discussed later,
other explanations of amphipathic structures have been
discovered that do not require the peptide to be bound to
the MHC molecule as an alpha helix. Amphipathicity is the
property of having hydrophobic and hydrophilic regions
separated in space. It was observed that the immunodom-
inant T-cell epitopes of myoglobin and cytochrome c cor-
responded to amphipathic helices (163,167,460). DeLisi
and Berzofsky (455) developed an algorithm to search for
segments of protein sequence that could fold as amphi-
pathic helices, based on the idea that the hydrophobicity
of the amino acids in the sequence must oscillate as one
goes around an amphipathic helix. For the hydrophobic
residues to line up on one side and the hydrophilic residues
on the other, the periodicity of this oscillation must be ap-
proximately the same as the structural periodicity of the
helix, about 100 degrees per residue (360 degrees per 3.6
residues per turn) (Fig. 21.13).
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FIGURE 21.13 Plot of hydrophobicity of each amino acid in
sperm whale myoglobin 102 to 118, according to the scale of
Fauchère and Pliska (529), as a function of amino acid sequence,
showing least-squares fit of a sinusoidal function to the sequence
of hydrophobicities from 107 to 117. (From ref. 158, with per-
mission.)

A microcomputer program implementing this analysis
was published (458). Margalit et al. (205) optimized the
original approach (455), correctly identifying 18 of the
23 immunodominant helper T-cell antigenic sites from the
12 proteins in an expanded database (p <.001) (205) (Ta-
ble 21.4). Indeed, when the database was expanded to twice
and then 4 times its original size, the correlation remained
highly significant, and the fraction of sites predicted re-
mained relatively stable (34/48 sites = 71%, p <.003; 61/92
sites = 66%, p <.001) (461,462). A similar correlation
was found for 65% of peptides presented by class I MHC
molecules (462). A primary sequence pattern found in a
substantial number of T-cell epitopes by Rothbard and Tay-
lor (463) was consistent with one turn of an amphipathic
helix. Also, another approach, called the strip-of-the-helix
algorithm, that searches for helices with a hydrophobic
strip down one face, found a correlation between amphi-
pathic helices and determinants presented by both class II
and class I MHC molecules (457,464).

Newer data suggest at least two explanations, not mutu-
ally exclusive, for this correlation in the absence of helical
structure found in the peptides bound to MHC molecules
(465). First, crystal structures of peptides bound to class II
MHC molecules have found that the peptides are bound in
an extended conformation, but with a −130-degree twist
like that of a type II polyproline helix (231,408), and can be
quite amphipathic because of this twist (231). Although the
-130-degree twist is distinct from that of an alpha helix, it
gives a periodicity similar enough to be detected. Second,
it was observed that spacing of the anchor residues in the
motifs for peptides binding to class I and II MHC molecules
was consistent with the spacing of turns of an alpha helix,
for example, at positions 2 and 9 (7 residues apart like two
turns of a helix) or at positions 5 and 9 (spaced like one

turn of a helix) (465). Because the anchor residues are most
often hydrophobic, this pattern resulted in an amphipathic
periodicity pattern like that of an amphipathic alpha helix
for just the anchor residues alone, seen in the majority of
motifs (465). Thus, if the other residues have a random pat-
tern, the anchor residue spacing alone, which is enforced
by the spacing of the pockets in the MHC molecules that
bind these anchor residues, will produce the amphipathic
helical signal, even though the peptide is bound in an ex-
tended conformation. This amphipathic helical periodicity
has held up as a correlate for peptides defined as T-cell epi-
topes (465), and has continued to be a useful predictive tool
for identifying potential epitopes, successful in a number
of studies, when one does not want to focus on individ-
ual MHC alleles or wants to find regions of high epitope
density.

Other approaches to predicting T-cell epitopes are gen-
erally based on sequences found to bind to specific MHC
molecules (389,454). The simplest approach is to apply
standard sequence search algorithms to known protein se-
quences to locate motifs for peptides binding to particular
MHC molecules, using collections of motifs identified in
the literature (242). This approach showed early success
for epitopes in proteins from Listeria monocytogenes (466)
and malaria (467), but it also became apparent that only
about 30% of sequences bearing motifs actually bound
to the corresponding MHC molecules (466,468,469). This
discrepancy may relate to adverse interactions created by
nonanchor residues (366,371,470), and could be overcome
to some extent by generating extended motifs taking into
account the role of each residue in the sequence (371,470).

To determine whether one could locate regions of pro-
teins with high densities of motifs for binding multiple
MHC molecules, Meister et al. (471) developed the algo-
rithm Epimer, which determined the density of motifs per
length of sequence. A surprising result was that the motifs
were not uniformly distributed, but clustered. This clus-
tering may reflect the fact that many motifs are related,
and that the same anchor residues are shared by several
motifs, perhaps because MHC molecules are also related
and their variable segments that define some of the bind-
ing pockets are sometimes exchanged by gene-conversion
events (472). This hypothesis has now been confirmed and
extended by studies showing that each anchor pocket can
be grouped into families of MHC molecules sharing simi-
lar pockets and therefore anchor residues, but the families
for the B, C, and F pockets do not coincide, so there is a re-
assortment between pockets (473,474). These observations
allow prediction of motifs for additional MHC molecules.
In the case of HIV, the densities of motifs for class I MHC
binding were anomalous at both the low and high ends of
the spectrum (475). Clustering at the high end may be due
to anchor sharing, and showed no correlation with con-
served or variable regions of the sequence. However, at the
low end, long stretches with low motif density occurred
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preferentially in variable regions, suggesting that the virus
was mutating to escape the CTL immune system (475).
This clustering may be useful in vaccine development, be-
cause identification of sequences containing overlapping
motifs for multiple MHC molecules may define promiscu-
ously presented peptides that would elicit responses in a
broad segment of the population (471).

Another type of MHC allele-specific approach is the
use of matrices defining the positive or negative contribu-
tion of each amino acid possible at each position in the
sequence toward binding to an MHC molecule. A posi-
tive or negative value is assigned to each of the 20 pos-
sible amino acids that can occur at each position in a
peptide sequence, and these are summed to give the es-
timated potential of that peptide for binding. The values
in the matrix are derived from either experimental bind-
ing studies using peptide panels with single positions sub-
stituted with each possible amino acid (404,476–478), or
from comparisons of peptides known to bind in a compi-
lation of the literature, if the number known is sufficiently
large (454,479). Davenport et al. (480,481) also developed
a motif method based on Edman degradation sequenc-
ing of pooled peptides eluted from MHC molecules. All of
these methods have had some success in predicting pep-
tides binding to particular MHC molecules (454), but they
all require the assumption that each position in a peptide
must be acting independently of its neighbors, which is a
reasonable first approximation, but exceptions are known
(482). The more experimental data that go into generat-
ing the matrix, the more reliable the predictions. There-
fore, the predictive success may be greater for some of the
more common HLA molecules for which more data exists.
This matrix approach has been used for both class I and
class II MHC molecules. Current predictive matrix algo-
rithms, compared with experimental screening, have been
found to detect most CD8+ T-cell epitopes detected exper-
imentally, for example, in vaccinia virus, in which the top-
ranked 300 peptides using 4 different algorithms predicted
40/49 epitopes found (483).

A potentially very useful observation is the finding
that HLA class I molecules can be grouped into fami-
lies (HLA supertypes) that share similar binding motifs
(403,476,484,485). The broader motifs that encompass sev-
eral MHC molecules have been called supermotifs. For ex-
ample, HLA-A0301, A1101, A3101, A3401, A6601, A6801,
and A7401 all fall into the HLA-A3 superfamily (484). A
peptide that carried this supermotif should be active in a
broader range of individuals than one that was presented
by a single HLA molecule. Moreover, because several HLA
supertypes have been defined, it should be possible to de-
sign a vaccine effective in a large fraction of the population
with only a limited number of well-selected antigenic de-
terminants (486).

Another approach for predicting peptides that bind to
MHC molecules is based on free energy calculations of pep-

tides docked into the groove of a known MHC structure,
for which the crystallographic coordinates are known, or
on structural modeling of the MHC molecule by homol-
ogous extension from another MHC molecule, when the
crystal structure is not known, followed by peptide dock-
ing calculations (487,488) It is important to use free en-
ergy rather than energy because the latter alone cannot
find the most stable orientation of a side chain and cannot
correctly rank order different side chains at the same posi-
tion. This approach correctly predicts the structure of sev-
eral known peptide–MHC complexes when starting with
the crystal structure of a different complex, in each case
to within 1.2 to 1.6 Å all-atom root-mean square devia-
tion (488). Using this structural modeling can allow one to
extend motifs to nonanchor positions for cases in which
only anchor residue motifs are known, and can allow one
to predict new motifs for MHC molecules whose motifs
have not yet been determined.

Another approach to predicting MHC binding se-
quences uses a technique called threading that has been de-
veloped for predicting peptide secondary structure, based
on threading a sequence through a series of known sec-
ondary structures, and calculating the energies of each
structure. Altuvia et al. (489,490) showed that thread-
ing could be applied to peptides in the groove of MHC
molecules, because when several peptides that bind to the
same MHC molecule are compared crystallographically,
the conformation of the peptides is fairly similar, as for
example in several peptides crystallized bound to HLA-
A2.1 (459). In testing the threading approach, Altuvia et al.
(489,490) showed that known antigenic peptides are highly
ranked among all peptides in a given protein sequence, and
the rank order of peptides in competitive binding stud-
ies could be correctly predicted. The advantage of this ap-
proach is that it is independent of known binding motifs,
and can identify peptides that bind despite lack of the com-
mon motif for the MHC molecule in question. It can also
be used to rank a set of peptides all containing a known
motif.

Finally, artificial neural networks (ANN) can be trained
on a set of peptides that bind to a given MHC molecule
to recognize patterns present in binding peptides (491).
When the predictions of the ANN are tested, the results can
be used to further train the ANN to improve the predictive
capability in an iterative fashion.

Recently, predictive algorithms for proteasomal cleav-
age sites (492) and TAP-transported peptides (294) have
been developed. Combining these into approaches to pre-
dict epitopes based on all the steps a peptide must pass
through, cleavage, transport, and MHC binding, (except
for TCR binding), has led to the most recent comprehen-
sive algorithms for epitope prediction, which can achieve
up to 62% sensitivity (295,493–497).

As all these methods are further developed and refined,
they promise to allow accurate prediction of peptides that
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will bind to different MHC molecules and thus allow the
design of vaccines without empirical binding studies until
the end of the process. Further, localization of clusters of
adjacent or overlapping binding sequences in a short seg-
ment of protein sequence can also be useful for selecting
sequences that will be broadly recognized.

RELATIONSHIP BETWEEN HELPER T-CELL
EPITOPES AND B-CELL EPITOPES ON A
COMPLEX PROTEIN ANTIGEN

As we have seen, the factors that determine the location
of antigenic sites for T cells and for B cells, with the pos-
sible exception of self-tolerance, are largely different. In-
deed, if B cells (with their surface antibody) bind sites
that tend to be especially exposed or protruding—sites
that are also more accessible and susceptible to prote-
olytic enzymes—then there is reason to think that T cells
may have a lower probability of being able to recognize
these same sites, which may be more likely to be destroyed
during processing. Certainly, assembled topographic sites
will be destroyed during processing. On the other hand,
there are examples in which T cells and antibodies seem
to see the same, or very closely overlapping, sites on a pro-
tein (43,163,193,498–500), although fine specificity analy-
sis usually indicates that the antibody and T-cell fine speci-
ficities are not identical. The question dealt with here is
whether there are any functional or regulatory factors in T
cell–B cell cooperation that would produce a relationship
between helper T-cell specificity and B-cell specificity for
the same protein antigen.

Early evidence that helper T cells might influence the
specificity of the antibodies produced came from a num-
ber of studies showing that Ir genes, which appeared to act
through effects of T-cell help, could influence the specificity
of antibodies produced to a given antigen (159,501–508).
It was hard to imagine how MHC-encoded Ir genes could
determine which epitopes of a protein elicit antibodies,
when such antibodies are generally not MHC-restricted.
One explanation suggested was that the Ir genes first se-
lect which helper T cells are activated, and these in turn
influence which B cells, specific for particular epitopes,
could be activated (110). Because, for cognate help, the B
cell has to present the antigen in association with an MHC
molecule to the helper T cell, the Ir gene control of anti-
body specificity must operate at least partly at this step by
selecting which helper T cell can be activated by and help
a given B cell. Conversely, if the helper T cell selects a sub-
set of B cells to be activated on the basis of their antibody
specificity, then there is a reciprocal interaction between
T and B cells influencing each other’s specificity. There-
fore, this hypothesis was called T–B reciprocity (110). Steric
constraints on the epitopes that could be used by helper T
cells to help a B cell specific for another particular epitope

of the same protein were also proposed by Sercarz et al.
(509).

The concept was first tested by limiting the fine speci-
ficity of helper T cells to one or a few epitopes and then
determining the effect on the specificities of antibodies
produced in response to the whole molecule. This was ac-
complished by inducing T-cell tolerance to certain epitopes
(510) or using T cells from animals immune to peptide
fragments of the protein (108,511,512). In each case, the
limitation on the helper T-cell specificity repertoire influ-
enced the repertoire of antibodies produced.

One purpose of the B-cell surface immunoglobulin is
to take up the specific antigen with high affinity, which
is then internalized by receptor-mediated endocytosis and
processed like any other antigen (513–520). Therefore, the
explanation was proposed that the surface immunoglob-
ulin, which acts as the receptor to mediate endocytosis,
sterically influences the rate at which different parts of
the antigen are processed, because what the B cell is pro-
cessing is not free antigen but a monoclonal antibody–
antigen immune complex (110). This concept presupposes
that many antibody–antigen complexes are stable near
pH 6 in the endosome and that what matters is the ki-
netics of production of large fragments, rather than the
products of complete digestion, when both the antigen
and the antibody may be degraded to single amino acids.
Such protection from proteolysis of antigen epitopes by
bound antibody can be demonstrated at least in vitro (54).
The effect of antigen-specific B-cell surface immunoglob-
ulin on the fragments produced by proteolytic process-
ing of antigen was elegantly demonstrated by Davidson
and Watts (521). They demonstrated that the pattern of
fragmentation of tetanus toxoid, as measured by SDS–
polyacrylamide gel electrophoresis, produced during pro-
cessing by B lymphoblastoid clones specific for tetanus
toxoid, varied among B-cell clones depending on their
specificity for different epitopes within the antigen. Bind-
ing to the antibody may also influence which fragments
are shuttled to the surface and which are shunted into
true lysosomes for total degradation. Thus different B cells
bearing different surface immunoglobulin would preferen-
tially process the antigen differently to put more of some
potential fragments than others on their surface, in con-
trast to nonspecific-presenting cells that would process the
antigen indifferently. By this mechanism, it is proposed
that B-cell specificity leads to selective antigen presenta-
tion to helper T cells and therefore to selective help from
T cells specific for some epitopes more than from T cells
specific for others (110).

To test this hypothesis, Ozaki and Berzofsky (109) made
populations of B cells effectively monoclonal for purposes
of antigen presentation by coating polyclonal B cells with
a conjugate of monoclonal antimyoglobin coupled to anti-
IgM antibodies. B cells coated with one such conjugate
presented myoglobin less well to one myoglobin-specific



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-21 Paul-3627G GRBT293-Paul-v1.cls April 12, 2008 17:54

676 Chapter 21

T-cell clone than to others. B cells coated with other con-
jugates presented myoglobin to this clone equally well as
to other clones. Therefore, the limitation on myoglobin
presentation by this B cell to this T-cell clone depended
on the specificity of both the monoclonal antibody coating
the B cell and the receptor of the T-cell clone. It happened
in this case that both the monoclonal antibody and the
T-cell clone were specific for the same or closely overlap-
ping epitopes. Therefore, it appears that the site bound by
the B-cell surface immunoglobulin is less well presented
to T cells. This finding is also consistent with a study of
chimeric proteins in which one or more copies of an oval-
bumin helper T-cell determinant were inserted in different
positions (522). Although the position of the ovalbumin
determinants did not affect the antibody response to one
epitope, the position did matter for antibody production to
an epitope of the chimeric protein derived from insulinlike
growth factor I. An ovalbumin determinant inserted distal
to this epitope was much more effective in providing help
than one inserted adjacent to the same epitope, when both
constructs were used as immunogens, even though both
constructs elicited similar levels of ovalbumin-specific T-
cell proliferation in the presence of nonspecific present-
ing cells in vitro, as a control for nonspecific effects of
flanking residues on processing and presentation of the
helper T-cell determinants. However, circumstantial evi-
dence from the Ir gene studies mentioned previously sug-
gests that T cells may preferentially help B cells that bind
with some degree of proximity to the T-cell epitope, as there
was a correlation between T cell and antibody specificity
for large fragments of protein antigens under Ir gene con-
trol (107,110,159,504,505,508). Therefore, antibodies may
have both positive and negative selective effects on pro-
cessing.

Further studies on presentation of β-galactosidase–
monoclonal antibody complexes by nonspecific APCs sug-
gest similar conclusions (523,524). Presumably, the con-
jugates are taken up via immunoglobulin fragment c (Fc)
receptors on the presenting cells and processed differen-
tially according to the site bound by the antibody, so that
they are presented differentially to different T-cell clones.
Thus, non–B-presenting cells can be made to mimic spe-
cific B-presenting cells. This also suggests that circulating
antibody may have a role in the selection of which T cells
are activated in a subsequent exposure to antigen.

The issue of whether bound antibody enhanced or sup-
pressed presentation of specific determinants to T cells
was explored further by Watts and Lanzavecchia (525)
and their coworkers (Simitsek et al. [526]). They first
found that a particular tetanus-toxoid–specific Epstein-
Barr virus-transformed human B-cell clone 11.3 failed to
present the tetanus-toxoid epitope 1174-1189 to specific
T cells, whereas it presented another epitope as well as
did other B cells, and another B-cell clone presented the
1174-1189 epitope well. Moreover, the free 11.3 antibody

also inhibited presentation of this epitope to T cells at the
same time that it enhanced presentation of other epitopes
by Fc receptor facilitated uptake (525). They subsequently
found that the same 11.3 B cell and antibody actually en-
hanced presentation of another epitope of tetanus toxoid,
1273-1284, by about 10-fold, even though both epitopes
were within the footprint of the antibody, as determined by
protection from proteolytic digestion (526). The enhance-
ment could be mediated also by free antibody as well as
Fab fragments thereof, indicating that the mechanism did
not involve Fc receptor-facilitated uptake. Further, the 11.3
antibody had no effect on presentation of another determi-
nant in the same tetanus toxoid C fragment, 947-967, that
was not within the footprint of the antibody, and another
antibody to the C fragment did not enhance presentation
of 1273-1284. The authors conclude that the same anti-
body or surface immunoglobulin can protect two determi-
nants from proteolysis, but sterically hinder the binding of
one to class II MHC molecules while facilitating the bind-
ing of the other (526). The facilitation may involve protec-
tion from degradation. This antibody-mediated enhance-
ment of presentation of selected epitopes to helper T cells
can greatly lower the threshold for induction of a T-cell
response, and may thereby elicit responses to otherwise
subdominant epitopes. It can also contribute to epitope
spreading, for example, in autoimmune disease, in which
an initial response to one dominant determinant leads to a
subsequent response to other subdominant determinants,
perhaps by helping for antibody production, which in turn
facilitates presentation of the other determinants.

Taken together, these results support the concept of T–
B reciprocity in which helper T cells and B cells each in-
fluence the specificity of the other’s expressed repertoire
(110). This mechanism may also provide an explanation
for some of the cases in which Ir genes have been found
to control antibody idiotype (527,528). These relationships
probably play a significant role in regulating the fine speci-
ficity of immune response of both arms of the immune
system. Therefore, they will also be of importance in the
design of synthetic or recombinant fragment vaccines that
incorporate both T- and B-cell epitopes to elicit an anti-
body response.

CONCLUSION

Overall, antibodies and T cells recognize different struc-
tural features in different contexts or environments, and
thus complement each other to detect the spectrum of
foreign (or self ) antigens encountered. Antibodies recog-
nize three-dimensional structures on the exposed surface
of molecules either in solution or on a cell surface. There-
fore, they are very dependent on the conformation of the
antigen and can recognize structures that are assembled
on the surface of the antigen molecule by the way it folds
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but that are not contiguous in the primary sequence. How-
ever, they do not generally recognize structures buried
within protein molecules or inside cells. In contrast, T
cells are designed to recognize short segments of primary
amino acid sequence of protein antigens, and thus are not
dependent on the conformation of the original protein, un-
less it affects processing. Furthermore, T cells particularly
provide internal surveillance of proteins inside cells, rec-
ognizing peptide fragments of these presented by MHC
molecules that carry these fragments to the cell surface.

This surveillance of intracellular proteins requires a
number of hurdles including proteolytic processing of the
antigen into fragments, transport of these into the com-
partments where they are loaded onto MHC molecules,
binding with appropriate specificity to the combining site
of specific MHC molecules, and then finally recognition
by an appropriate T-cell receptor. These hurdles limit the
number of amino acid sequences that can be recognized
and account in part for immunodominance. Furthermore,
the two major subsets of T cells also complement each
other by recognizing exogenous and endogenous proteins
processed and transported through different pathways and
presented by difference classes of MHC molecules. Thus,
the two major classes of T cells complement the types of
structures and the locales surveyed by antibodies. For ex-
ample, in the case of viruses, antibodies can detect intact
virions and shed viral proteins in solution as well as viral
proteins expressed on the surface of infected cells, CD4+

T cells can recognize viral proteins taken up by antigen-
presenting cells and processed in an endosomal pathway,
and CD8+ T cells can detect proteins synthesized within
the infected cell, whether or not they are ever expressed
intact on the cell surface or secreted. Together, they pro-
vide the immune system with a strategy to detect all forms
of foreign invaders as well as to protect the host through
different effector mechanisms.
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390. Falk K, Rötzschke O, Stevanovic S, et al. Allele-specific motifs re-
vealed by sequencing of self-peptides eluted from MHC molecules.
Nature. 1991;351:290–296.

391. Jardetzky TS, Lane WS, Robinson RA, et al. Identification of
self peptides bound to purified HLA-B27. Nature. 1991;353:326–
329.

392. Romero P, Corradin G, Luescher IF, et al. H-2Kd-restricted
antigenic peptides share a simple binding motif. J Exp Med.
1991;174:603–612.

393. Hunt DF, Henderson RA, Shabanowitz J, et al. Characterization of
peptides bound to the class I MHC molecule HLA-A2.1 by mass
spectrometry. Science. 1992;255:1261–1263.

394. Corr M, Boyd LF, Padlan EA, et al. H-2Dd exploits a four residue
peptide binding motif. J Exp Med. 1993;178:1877–1892.

395. Schumacher TNM, De Bruijn MLH, Vernie LN, et al. Peptide se-
lection by MHC class I molecules. Nature. 1991;350:703–706.

396. Tsomides TJ, Walker BD, Eisen HN. An optimal viral peptide
recognized by CD8+ T cells binds very tightly to the restricting
class I major histocompatibility complex protein on intact cells
but not to the purified class I protein. Proc Natl Acad Sci U S A.
1991;88:11276–11280.

397. Hunt DF, Michel H, Dickinson TA, et al. Peptides presented to the
immune system by the murine class II major histocompatibility
complex molecule I-Ad. Science. 1992;256:1817–1820.

399. Chicz RM, Urban RG, Gorga JC, et al. Specificity and promiscuity
among naturally processed peptides bound to HLA-DR alleles. J
Exp Med. 1993;178:27–47.

400. Chicz RM, Urban RG, Lane WS, et al. Predominant naturally pro-
cessed peptides bound to HLA-DR1 are derived from MHC-related
molecules and are heterogeneous in size. Nature. 1992;358:764–
768.

401. Hammer J, Takacs B, Sinigaglia F. Identification of a motif for
HLA-DR1 binding peptides using M13 display libraries. J Exp Med.
1992;176:1007–1013.

402. Hammer J, Valsasnini P, Tolba K, et al. Promiscuous and allele-
specific anchors in HLA-DR-binding peptides. Cell. 1993;74:197–
203.

403. Sinigaglia F, Hammer J. Motifs and supermotifs for MHC class II
binding peptides. J Exp Med. 1995;181:449–451.

404. Marshall KW, Wilson KJ, Liang J, et al. Prediction of peptide affin-
ity to HLA DRB10401. J Immunol. 1995;154:5927–5933.

405. Jardetzky TS, Brown JH, Gorga JC, et al. Three-dimensional struc-
ture of a human class II histocompatibility molecule complexed
with superantigen. Nature. 1994;368:711–718.

406. Scott CA, Peterson PA, Teyton L, et al. Crystal structures of two
I-A(d)-peptide complexes reveal that high affinity can be achieved
without large anchor residues. Immunity. 1998;8:319–329.

407. Fremont DH, Monnaie D, Nelson CA, et al. Crystal structure of I-
A(k) in complex with a dominant epitope of lysozyme. Immunity.
1998;8:305–317.

408. Ghosh P, Amaya M, Mellins E, et al. The structure of an intermedi-
ate in class II MHC maturation: CLIP bound to HLA-DR3. Nature.
1995;378:457–462.

411. Alexander J, Snoke K, Ruppert J, et al. Functional consequences
of engagement of the T cell receptor by low affinity ligands. J Im-
munol. 1993;150:1–7.

412. Alexander J, Oseroff C, Sidney J, et al. Derivation of HLA-B0702
transgenic mice: functional CTL repertoire and recognition of
human B0702-restricted CTL epitopes. Hum Immunol 2003;64:
211–223.

413. Firat H, Cochet M, Rohrlich PS, et al. Comparative analysis of
the CD8(+) T cell repertoires of H-2 class I wild-type/HLA-A2.1
and H-2 class I knockout/HLA-A2.1 transgenic mice. Int Immunol
2002;14:925–934.

414. Shirai M, Arichi T, Nishioka M, et al. CTL responses of HLA-
A2.1-transgenic mice specific for hepatitis C viral peptides pre-

dict epitopes for CTL of humans carrying HLA-A2.1. J Immunol.
1995;154:2733–2742.

415. Soroosh P, Shokri F, Azizi M, et al. Analysis of T-cell receptor beta
chain variable gene segment usage in healthy adult responders
and nonresponders to recombinant hepatitis B vaccine. Scand J
Immunol. 2003;57:423–431.

417. Moudgil KD, Grewal IS, Jensen PE, et al. Unresponsiveness
to a self-peptide of mouse lysozyme owing to hindrance of T
cell receptor-major histocompatibility complex/peptide interac-
tion caused by flanking epitopic residues. J Exp Med. 1996;183:535–
546.

418. Sinha P, Chi HH, Kim HR, et al. Mouse lysozyme-M knockout
mice reveal how the self-determinant hierarchy shapes the T cell
repertoire against this circulating self antigen in wild-type mice. J
Immunol. 2004;173:1763–1771.

419. Hernandez J, Lee PP, Davis MM, et al. The use of HLA A2.1/p53
peptide tetramers to visualize the impact of self tolerance on the
TCR repertoire. J Immunol. 2000;164:596–602.

420. Theobald M, Biggs J, Hernández J, et al. Tolerance to p53 by A2.1-
restricted cytotoxic T lymphocytes. J Exp Med. 1997;185:833–841.

421. Sandberg JK, Franksson L, Sundback J, et al. T cell tolerance based
on avidity thresholds rather than complete deletion allows mainte-
nance of maximal repertoire diversity. J Immunol. 2000;165:25–33.

422. Slifka MK, Blattman JN, Sourdive DJ, et al. Preferential escape of
subdominant CD8+ T cells during negative selection results in an
altered antiviral T cell hierarchy. J Immunol. 2003;170:1231–1239.

423. Gross DA, Graff-Dubois S, Opolon P, et al. High vaccination effi-
ciency of low-affinity epitopes in antitumor immunotherapy. J Clin
Invest. 2004;113:425–433.

423a. Dzutsev AH, Belyakov IM, Isakov DV, et al. Avidity of CD8 T cells
sharpens immunodominance. Int Immunol. 2007;19:497–507.

424. Trautmann L, Rimbert M, Echasserieau K, et al. Selection of
T cell clones expressing high-affinity public TCRs within Hu-
man cytomegalovirus-specific CD8 T cell responses. J Immunol.
2005;175:6123–6132.

425. Alexander-Miller MA, Leggatt GR, Berzofsky JA. Selective expan-
sion of high or low avidity cytotoxic T lymphocytes and efficacy for
adoptive immunotherapy. Proc Natl Acad Sci U S A. 1996;93:4102–
4107.

426. Gallimore A, Dumrese T, Hengartner H, et al. Protective immu-
nity does not correlate with the hierarchy of virus-specific cyto-
toxic T cell responses to naturally processed peptides. J Exp Med.
1998;187:1647–1657.

427. Messaoudi I, Patino JA, Dyall R, et al. Direct link between MHC
polymorphism, T cell avidity, and diversity in immune defense.
Science. 2002;298:1797–1800.

428. Ding YH, Smith KJ, Garboczi DN, et al. Two human T cell recep-
tors bind in a similar diagonal mode to the HLA-A2/Tax peptide
complex using different TCR amino acids. Immunity. 1998;8:403–
411.

429. Slansky JE, Rattis FM, Boyd LF, et al. Enhanced Antigen-Specific
Antitumor Immunity with Altered Peptide Ligands that Stabilize
the MHC-Peptide-TCR Complex. Immunity. 2000;13:529–538.

430. Zaremba S, Barzaga E, Zhu M, et al. Identification of an enhancer
agonist cytotoxic T lymphocyte peptide from human carcinoem-
bryonic antigen. Cancer Res. 1997;57:4570–4577.

431. Fong L, Hou Y, Rivas A, et al. Altered peptide ligand vaccination
with Flt3 ligand expanded dendritic cells for tumor immunother-
apy. Proc Natl Acad Sci U S A. 2001;98:8809–8814.

432. Tangri S, Ishioka GY, Huang X, et al. Structural features of pep-
tide analogs of human histocompatibility leukocyte antigen class
I epitopes that are more potent and immunogenic than wild-type
peptide. J Exp Med. 2001;194:833–846.

433. Takeshita T, Takahashi H, Kozlowski S, et al. Molecular analysis of
the same HIV peptide functionally binding to both a class I and a
class II MHC molecule. J Immunol. 1995;154:1973–1986.

434. Alexander-Miller MA, Parker KC, Tsukui T, et al. Molecular anal-
ysis of presentation by HLA-A2.1 of a promiscuously binding V3
loop peptide from the HIV-1 envelope protein to human CTL. Int
Immunol. 1996;8:641–649.

435. Abiru N, Wegmann D, Kawasaki E, et al. Dual overlapping peptides
recognized by insulin peptide B:9–23 T cell receptor AV13S3 T cell
clones of the NOD mouse. J Autoimmun. 2000;14:231–237.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-21 Paul-3627G GRBT293-Paul-v1.cls April 12, 2008 17:54

682 Chapter 21

436. Talken BL, Schafermeyer KR, Bailey CW, et al. T cell epitope map-
ping of the Smith antigen reveals that highly conserved Smith anti-
gen motifs are the dominant target of T cell immunity in systemic
lupus erythematosus. J Immunol. 2001;167:562–568.

437. Takahashi H, Merli S, Putney SD, et al. A single amino acid inter-
change yields reciprocal CTL specificities for HIV gp160. Science.
1989;246:118–121.

439. De Magistris MT, Alexander J, Coggeshall M, et al. Antigen analog-
major histocompatibility complexes act as antagonists of the T cell
receptor. Cell. 1992;68:625–634.

440. Sette A, Alexander J, Ruppert J, et al. Antigen analogs/MHC com-
plexes as specific T cell receptor antagonists. Annu Rev Immunol.
1994;12:413–431.

442. Evavold BD, Allen PM. Separation of IL-4 production from Th
cell proliferation by an altered T cell receptor ligand. Science.
1991;252:1308–1310.

443. Evavold BD, Williams SG, Hsu BL, et al. Complete dissection of
the Hb(64–76) determinant using Th1, Th2 clones and T cell hy-
bridomas. J Immunol. 1992;148:347–353.

444. Pfeiffer C, Stein J, Southwood S, et al. Altered peptide ligands
can control CD4 T lymphocyte differentiation in vivo. J Exp Med.
1995;181:1569–1574.

445. Chaturvedi P, Yu Q, Southwood S, et al. Peptide analogs with dif-
ferent affinities for MHC alter the cytokine profile of T helper cells.
Int Immunol. 1996;8:745–755.

446. Sloan-Lancaster J, Evavold BD, Allen PM. Induction of T-cell an-
ergy by altered T-cell-receptor ligand on live antigen-presenting
cells. Nature. 1993;363:156–159.

447. Sloan-Lancaster J, Shaw AS, Rothbard JB, et al. Partial T cell sig-
naling: altered phospho-z and lack of Zap70 recruitment in APL-
induced T cell anergy. Cell. 1994;79:913–922.

448. Tsitoura DC, Holter W, Cerwenka A, et al. Induction of anergy in
human T helper 0 cells by stimulation with altered T cell antigen
receptor ligands. J Immunol. 1996;156:2801–2808.

450. Racioppi L, Ronchese F, Matis LA, et al. Peptide-major histo-
compatibility complex class II complexes with mixed agonist/
antagonist properties provide evidence for ligand-related differ-
ences in T cell receptor-dependent intracellular signaling. J Exp
Med. 1993;177:1047–1060.

451. Madrenas J, Wange RL, Wang JL, et al. z phosphorylation without
ZAP-70 activation induced by TCR antagonists or partial agonists.
Science. 1995;267:515–518.

452. Madrenas J, Chau LA, Smith J, et al. The efficiency of CD4 re-
cruitment to ligand-engaged TCR controls the agonist/partial ag-
onist properties of peptide-MHC molecule ligands. J Exp Med.
1997;185:219–229.

453. McKeithan TW. Kinetic proofreading in T-cell receptor signal
transduction. Proc Nat Acad Sci U S A. 1995;92:5042–5046.

454. DeGroot AS, Jesdale BM, Berzofsky JA. Prediction and determi-
nation of MHC ligands and T cell epitopes. In: Kaufmann SHE,
Kabelitz D, eds. Immunology of Infection. London: Academic Press,
1998:79–108.

459. Madden DR, Garboczi DN, Wiley DC. The antigenic identity of
peptide-MHC complexes: a comparison of the conformations of
five viral peptides presented by HLA-A2. Cell. 1993;75:693–708.

462. Cornette JL, Margalit H, DeLisi C, et al. The amphipathic Helix
as a structural feature involved in T-cell recognition. In: Epand
RM, ed. The Amphipathic Helix. Boca Raton: CRC Press, 1993:333–
346.

465. Cornette JL, Margalit H, Berzofsky JA, et al. Periodic variation
in side-chain polarities of T-cell antigenic peptides correlates with
their structure and activity. Proc Nat Acad Sci U S A. 1995;92:8368–
8372.

466. Pamer EG, Harty JT, Bevan MJ. Precise prediction of a dominant
class I MHC-restricted epitope of Listeria monocytogenes. Nature.
1991;353:852–855.

467. Hill AVS, Elvin J, Willis AC, et al. Molecular analysis of the as-
sociation of HLA-B53 and resistance to severe malaria. Nature.
1992;360:434–439.

468. Lipford GB, Hoffman M, Wagner H, et al. Primary in vivo responses
to ovalbumin: probing the predictive value of the Kb binding motif.
J Immunol. 1993;150:1212–1222.

469. Nijman HW, Houbiers JGA, Vierboom MPM, et al. Identification
of peptide sequences that potentially trigger HLA-A2.1-restricted
cytotoxic T lymphocytes. Eur J Immunol. 1993;23:1215–1219.

470. Altuvia Y, Berzofsky JA, Rosenfeld R, et al. Sequence features that
correlate with MHC restriction. Molec Immunol. 1994;31:1–19.

471. Meister GE, Roberts CGP, Berzofsky JA, et al. Two novel T cell epi-
tope prediction algorithms based on MHC-binding motifs; compar-
ison of predicted and published epitopes from Mycobacterium tu-
berculosis and HIV protein sequences. Vaccine. 1995;13:581–591.

473. Zhang C, Anderson A, DeLisi C. Structural principles that govern
the peptide-binding motifs of class I MHC molecules. J Mol Biol.
1998;281:929–947.

474. Sturniolo T, Bono E, Ding J, et al. Generation of tissue-specific and
promiscuous HLA ligand databases using DNA microarrays and
virtual HLA class II matrices. Nat Biotechnol. 1999;17:555–561.

475. Zhang C, Cornette JL, Berzofsky JA, et al. The organization of
human leukocyte antigen class I epitopes in HIV genome prod-
ucts: Implications for HIV evolution and vaccine design. Vaccine.
1997;15:1291–1302.

476. Hammer J, Bono E, Gallazzi F, et al. Precise prediction of major
histocompatibility complex class II-peptide interaction based on
peptide side chain scanning. J Exp Med. 1994;180:2353–2358.

477. Parker KC, Bednarek MA, Coligan JE. Scheme for ranking poten-
tial HLA-A2 binding peptides based on independent binding of
individual peptide side-chains. J Immunol. 1994;152:163–175.

478. Fleckenstein B, Kalbacher H, Muller CP, et al. New ligands binding
to the human leukocyte antigen class II molecule DRB10101 based
on the activity pattern of an undecapeptide library. Eur J Biochem.
1996;240:71–77.

479. Jesdale BM, Mullen L, Meisell J, et al. Epimatrix and epimer, tools
for HIV research. Vaccines: Cold Spring Harbor Laboratory Press,
Cold Spring Harbor, NY; 1997:57–64.

480. Davenport MP, Ho Shon IAP, Hill AVS. An empirical method for the
prediction of T-cell epitopes. Immunogenetics. 1995;42:392–397.

481. Davenport MP, Godkin A, Friede T, et al. A distinctive peptide bind-
ing motif for HLA-DRB10407, an HLA-DR4 subtype not associated
with rheumatoid arthritis. Immunogenetics. 1997;45:229–232.

482. Leggatt GR, Hosmalin A, Pendleton CD, et al. The importance of
pairwise interactions between peptide residues in the delineation
of T cell receptor specificity. J Immunol. 1998;161:4728–4735.

483. Moutaftsi M, Peters B, Pasquetto V, et al. A consensus epitope pre-
diction approach identifies the breadth of murine T(CD8+)-cell
responses to vaccinia virus. Nat Biotechnol. 2006;24:817–819.

484. Sidney J, Grey HM, Southwood S, et al. Definition of an HLA-
A3-like supermotif demonstrates the overlapping peptide-binding
repertoires of common HLA molecules. Hum Immunol. 1996;45:
79–93.

485. Kropshofer H, Max H, Halder T, et al. Self-peptides from four
HLA-DR alleles share hydrophobic anchor residues near the NH2-
terminal including proline as a stop signal for trimming. J Im-
munol. 1993;151:4732–4742.

486. Sette A, Sidney J. Nine major HLA class I supertypes account for
the vast preponderance of HLA-A and -B polymorphism. Immuno-
genetics. 1999;50:201–212.

487. Vajda S, Weng Z, Rosenfeld R, et al. Effect of conformational
flexibility and solvation on receptor-ligand binding free energies.
Biochem. 1994;33:13977–13988.

488. Sezerman U, Vajda S, DeLisi C. Free energy mapping of class I
MHC molecules and structural determination of bound peptides.
Protein Science. 1996;5:1272–1281.

489. Altuvia Y, Schueler O, Margalit H. Ranking potential binding pep-
tides to MHC molecules by a computational threading approach.
J Mol Biol. 1995;249:244–250.

490. Altuvia Y, Margalit H. A structure-based approach for prediction
of MHC-binding peptides. Methods. 2004;34:454–459.

491. Brusic V, Rudy G, Harrison LC. Prediction of MHC binding pep-
tides using artificial neural networks. In: Stonier RJ, Yu XH, eds.
Complex systems mechanism of adaptation. Amsterdam: IOS Press,
1994:253–260.

492. Altuvia Y, Margalit H. Sequence signals for generation of antigenic
peptides by the proteasome: implications for proteasomal cleavage
mechanism. J Mol Biol. 2000;295:879–890.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-21 Paul-3627G GRBT293-Paul-v1.cls April 12, 2008 17:54

Immunogenicity and Antigen Structure 683

493. Donnes P, Kohlbacher O. Integrated modeling of the major events
in the MHC class I antigen processing pathway. Protein Sci.
2005;14:2132–2140.

494. Peters B, Sette A. Generating quantitative models describing the
sequence specificity of biological processes with the stabilized ma-
trix method. BMC Bioinformatics. 2005;6:132.

495. Larsen MV, Lundegaard C, Lamberth K, et al. An integrative ap-
proach to CTL epitope prediction: a combined algorithm integrat-
ing MHC class I binding, TAP transport efficiency, and proteasomal
cleavage predictions. Eur J Immunol. 2005;35:2295–2303.

496. Doytchinova IA, Flower DR. Class I T-cell epitope prediction: im-
provements using a combination of proteasome cleavage, TAP
affinity, and MHC binding. Mol Immunol. 2006;43:2037–2044.

497. Doytchinova IA, Guan P, Flower DR. EpiJen: a server for multistep
T cell epitope prediction. BMC Bioinformatics. 2006;7:131.
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HISTORICAL BACKGROUND

Cellular receptors for immunoglobulins were anticipated
by the description of cytophilic antibodies of the im-
munoglobulin (Ig) G class, identified by Boyden and
Sorkin in 1960 (1). These antibodies conferred on normal
cells, like macrophages, the capacity to specifically absorb
antigen. Using sheep red blood cells (RBCs) as the antigen
resulted in rosette formation between the cytophilic anti–
sheep RBC antibodies and macrophages and provided a
convenient means of visualization of the binding of cy-
tophilic antibodies with normal cells. Subsequent studies
by Berken and Benacerraf (2) suggested that the crystal-
lized fragment (Fc) of the cytophilic antibody interacted
with a cell surface receptor on macrophages. Similar stud-
ies on B lymphocytes extended the generality of these re-
ceptors and led to the term Fc receptor (FcR) to denote
the surface molecules on lymphoid and myeloid cells that
are capable of interacting with the Fc of immunoglobulin
molecules (3). Studies on IgE, IgM, and IgA also demon-
strated the existence of distinct receptors for those isotypes

various immune cell types. Detailed biochemical charac-
terization of Fc receptors was inaugurated by the studies
of Kulczycki et al. (4) on the high-affinity IgE FcR of mast
cells, revealing a heterooligomeric αβγ2 subunit structure.
A distinction between FcRs for the IgE and IgG isotypes
emerged with the observation of the very high (1010 M–1)
binding affinity of IgE for its receptor in comparison with
the low binding (106 M–1) of IgG1 to its receptor. This dis-
tinction led to the realization that the functional IgG1 li-
gand was exclusively in the form of an immune complex,
whereas IgE binding occurred through monomer interac-
tion with its receptor. This difference in binding affinity
had significant functional implications for the structures
of these receptors and mechanisms by which each isotype
activated its target cell. Determination of the structure of
these receptors was facilitated by their molecular cloning,
beginning with the IgG FcRs (5,6) and followed by the
IgE FcR (7). Two distinct types of IgG receptors differing
in their transmembrane and cytoplasmic sequences, were
identified, which thus offered a molecular explanation
for the apparent contradictory activation and inhibitory
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activities attributed to IgG FcRs. The primary structure of
the subunits of the high-affinity IgE FcR revealed homol-
ogy in the ligand-binding α subunit to its IgG counterparts.
However, the extent of similarity between these receptors
became apparent with the observation that the γ -chain
subunit was common to both IgG and IgE FcRs, providing
both assembly and signaling functions to these activation
receptors (8,9). This common structure suggested a func-
tional link between immune complex diseases and allergic
reactions, a prediction that was confirmed through mouse
knockout studies of IgG FcRs (10,11). The FcRs, through
their dependence on the immunoreceptor tyrosine-based
activation motif (ITAM) pathway of cellular activation, be-
longed to the family of immunoreceptors that included the
antigen receptors on B cells and T cells. Three-dimensional
crystal structures have been solved for the low-affinity IgG
FcRs (12,13) and the high-affinity IgE FcR (14) alone and
in complex with their immunoglobulin ligands (15,16), fur-
ther establishing the close structural link between these
immunoglobulin receptors.

The functional roles of IgG FcRs were suggested by
the distribution of these receptors on both lymphoid and
myeloid cells (17). On myeloid cells, they were presumed to
mediate effector cell activation, resulting in phagocytosis,
antibody-dependent cellular cytotoxicity (ADCC), and re-
lease of inflammatory mediators. However, the well-known
ability of the classic pathway of complement to generate
activated fragments in response to immune complexes ca-
pable of inducing inflammatory responses by myeloid cells
complicated the interpretation of the physiologic role of
IgG FcRs. Thus, the contribution of IgG FcRs to the mech-
anism of immune complex–mediated inflammation, as dis-
tinct from the role of complement, remained uncertain.
Insight into this distinction was gained through the gen-
eration of mouse strains specifically deficient or blocked
in either FcRs (10,18–20) or components of the classic
complement pathway (21). Studies on immune complex–
mediated inflammatory responses in these animals, such
as the Arthus reaction, led to the realization that IgG FcRs
and not the classic pathway of complement activation were
the functional mediators of inflammatory responses trig-
gered by immune complexes (20,22,23). The situation for
IgE was less confounding, and the identification and char-
acterization of a high-affinity receptor for this isotype on
mast cells offered a plausible explanation for many of the
inflammatory features of allergic reactions (24), validated
later by mouse knockouts of this receptor. IgG immune
complexes had also been observed to mediate suppres-
sion of B cell responses; thus, the presence of an IgG
FcR activity on B cells provided a possible but unchar-
acterized mechanism for this inhibitory activity. Molec-
ular characterization of this inhibitory activity for the B
cell FcR, FcRIIB, resulted in the first detailed description
of an inhibitory motif, now termed the immunoreceptor
tyrosine-based inhibitory motif (ITIM) (25,26), and the

signaling pathway by which it abrogates ITAM-triggered
activation. The ITIM mechanism is now recognized as
ubiquitous and has resulted in the recognition of a large
family of inhibitory receptors on immune cells that func-
tion to maintain proper thresholds for activation and
abrogate activation responses to terminate an immune
reaction (27).

FcRs are now recognized as central mediators of
antibody-triggered responses, coupling the innate and
adaptive immune responses in effector cell activation (28).
In addition to these specialized roles, the IgG FcRs have
served as an example of the emerging class of balanced
immunoreceptors, in which activation and inhibition are
tightly coupled in response to ligand binding. Perturba-
tions in either arm of the response have been shown to
lead to pathologic consequences and have been taken as a
paradigm of how these systems are likely to work for those
paired immunoreceptors with unknown ligand-binding
functions. The newly described roles for FcRs in maintain-
ing peripheral tolerance, shaping the antibody repertoire,
regulating antigen-presenting cell (APC) maturation, and
promoting mast cell survival indicate the diversity of func-
tions that these receptors possess and their central role
in modulating both afferent and efferent responses in the
immune response.

This chapter focuses primarily on the IgG and IgE FcRs,
for which substantial data are available on their structure,
function, regulation, and role in a variety of physiologic
and pathologic conditions. The similarity in structure and
signaling between those receptors and other members of
this family, such as the IgA FcR, is also discussed. In addi-
tion, a brief overview of the recently discovered and rapidly
expanding family of FcR homologous proteins is given.
Other immunoglobulin receptors with specialized func-
tions in the transport of immunoglobulins, such as the
FcRn (29) and the poly-Ig FcR (30), are discussed else-
where in this volume.

STRUCTURE AND EXPRESSION

Molecular Genetics

Two general classes of FcRs are now recognized: the acti-
vation receptors, characterized by the presence of a cyto-
plasmic ITAM sequence associated with the receptor, and
the inhibitory receptor, characterized by the presence of an
ITIM sequence. These two classes of receptors function in
concert and are usually found coexpressed on the cell sur-
face. Thus, coengagement of both signaling pathways is the
rule, setting thresholds for and ultimately determining the
physiologic outcome of effector cell responses. Among the
factors that determine this threshold level are the actual
affinities of the individual activating and inhibitory recep-
tors for a specific IgG ligand and the expression level of the
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receptor pairs on immune effector cells. It is important to
note that the affinity of different antibody isotypes and sub-
classes for their respective activating and inhibitory FcRs
varies significantly, which explains the differential activity
of antibody isotypes in vivo (20,31,32). In addition, alleles
of specific FcRs have been described that alter their affinity
for individual subclasses, thus accounting for the variable
responses seen in a population to an antibody (see later
discussion).

Subunit Composition

FcRs are typically type I integral membrane glycoproteins
consisting of, at the least, a ligand recognition α subunit
that confers isotype specificity for the receptor. The α sub-
units for IgG, IgE, and IgA have been described (17,33).
These subunits typically consist of two extracellular do-
mains of the immunoglobulin V type superfamily: a single
transmembrane domain and a relatively short intracyto-
plasmic domain. In activation FcRs, a signaling subunit of
the γ family is often found, resulting in an αγ2 complex.
The inhibitory FcRIIB molecule, in contrast, is expressed
as a single-chain receptor. The α subunits have apparent
molecular weights of between 40 and 75 kDa and share
significant amino acid sequence homology in their extra-
cellular domains. Alternatively spliced forms of Fcγ RIIB
modify the intracytoplasmic domain of this molecule. For
example, the B2 form lacks sequences that inhibit internal-
ization and thus demonstrates enhanced internalization of
immune complexes in comparison with RIIB1. However,
all the splice variants contain the ITIM motif, a necessary
and sufficient domain for mediating inhibitory signaling.
The conservation of this sequence in mice and humans,
its presence in all splice variants, and the hyperresponsive
phenotypes generated in mice deficient in this receptor all
support inhibition as the central function of RIIB. The spe-
cific structures of the α subunits are shown in Figure 22.1.
The notable exceptions to the general structure just out-
lined are seen for the high-affinity Fcγ RIα subunit, which
has three extracellular domains; the activation Fcγ RIIAα

subunit, which does not require additional subunits for as-
sembly or signaling; and the glycosyl-phosphatidylinositol
(GPI)–linked Fcγ RIIIB, which attaches to the cell surface
through a GPI linkage rather than through a transmem-
brane domain.

The γ subunit is found associated with activation of
IgG, IgE, and IgA FcRs, as well as with non-FcR molecules,
such as paired immunoglobulin-like receptor A (PIR-A)
and natural killer (NK) cell cytotoxicity receptors (34–36).
It is required for assembly of the α subunits of these recep-
tors by protecting them from degradation in the endoplas-
mic reticulum. The γ chain is found as a disulfide-linked
homodimer with a short extracellular domain containing
the cysteine involved in dimerization, a transmembrane
domain, and an intracytoplasmic domain containing the

ITAM. An aspartic acid residue found in the transmem-
brane domain is often associated with a basic amino acid
residue in the transmembrane domain of the α subunit.
The γ subunit belongs to a gene family that includes the
T cell receptor–associated ζ chain and the NK receptor
DAP-10– and DAP-12–associated molecules (37). Fcγ RIIIA
can associate with the ζ chain, resulting in the αζ2 complex
found in human NK cells.

A third subunit is found associated with the activation
of FcRs, FcεRI, and Fcγ RIII, the β subunit. This 33-kDa
subunit has four transmembrane-spanning domains and
amino and carboxy intracytoplasmic domains, belonging
to the CD20 family of tetraspan molecules (24). An ITAM
sequence is found in the intracytoplasmic carboxy domain.
In mast cells and basophils, the β chain assembles into
an αβγ2 complex, with the α chain belonging to either
Fcγ RIII or FcεRI. Its presence is required for assembly
of FcεRI in rodents. In humans, however, αγ2 complexes
of FcεRI are found in monocytes, Langerhans cells, and
dendritic cells, in addition to the αβγ2 complexes found
in mast cells and basophils. The ITAM motif found in the
β subunit is not an autonomous activation sequence but
functions as a signaling amplifier of the ITAM found in the
γ subunits (38).

Gene Organization, Linkage, and Polymorphisms

All α subunits share a common gene organization, which
indicates that the evolution of this family of receptors re-
sulted from gene duplication from a common ancestor
(39). Sequence divergence then resulted in the acquisi-
tion of distinctive specificities for these related sequences.
Most of the genes belonging to the FcR family, including
the recently identified group of FcR-homologous or -like
(FCRL) proteins, are found on the long arm of chromo-
some 1, including the γ chain and the α chains of Fcγ RI,
Fcγ RII, Fcγ RIII, and FcεRI (Figure 22.2) (40–42). This
region is syntenic with a comparable region on mouse
chromosome 1; however, Fcγ RIα and several FCRLs are
found on mouse chromosome 3. In humans, the α sub-
unit of the IgA receptor is found on chromosome 19, and
the β subunit is on chromosome 11. The Fcγ RII–Fcγ RIII
locus on chromosome 1 is further linked to a variety of
lupus susceptibility genes found in that region, including
the Sle1 cluster (43). A locus linked to atopy has been
identified at 11q12–13 and further delineated polymor-
phisms of the β chain (I181V and V183L) that are asso-
ciated with a heightened risk of atopy. However, a direct
functional association of these polymorphisms with the
known biological activities of the β chain has not been
found (44).

Polymorphisms in the α chains of the Fcγ Rs have been
described, most notably in Fcγ RIIA and Fcγ RIII; these
polymorphisms result in differences in binding affinity to
specific IgG subclasses (45). For example, a histidine at
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position 131 in Fcγ RIIA results in higher-affinity binding
to IgG2 and IgG3 than does an arginine at that position.
Similarly, Fcγ RIIIA with valine at position 158 of the α

chain has a higher binding affinity for IgG1 and 3 than
does the polymorphic form with phenylalanine at that po-
sition. This polymorphism translates into a more robust
ADCC response for the val/val haplotype in vitro and has
been positively correlated with the degree of an in vivo re-
sponse to a B cell–depleting, anti-CD20 antibody (46). Four
amino acids are polymorphic for Fcγ RIIIB at positions 18,
47, 64, and 88, which contributes to the neutrophil anti-
gen polymorphisms for this receptor. Several studies have
attempted to link specific FcR polymorphisms to autoim-
mune diseases, specifically to systemic lupus erythemato-
sus (SLE). Recent studies have reported associations in
susceptibility to SLE in both murine and human popula-
tions with levels of RIIB expression or alleles of RIIB (47).
Reduced expression of RIIB on activated B cells, such as

memory cells, has been seen in lupus populations and is as-
sociated with a promoter polymorphism. In mouse strains
that develop a spontaneous, lupus-like disease, restoring
the level of RIIB expression on their B cells to a wild-type
level reverses disease (48). A higher incidence of an al-
lele of RIIB has been reported in several populations with
autoimmune disease. This allele, found in the transmem-
brane domain of the receptor, is suggested to result in a hy-
pomorphic phenotype, similar to the reduced expression
observed.

Species Comparisons

Detailed comparisons between FcRs in mice and humans
have revealed several notable differences in both struc-
ture and expression of these molecules (Figures 22.1 to
22.3). Whereas IgG and IgE FcRs are conserved in these
species, IgA FcRs are not. A murine homolog for the IgA
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FcR has not been identified. In general, murine and hu-
man IgG FcRs display comparable degrees of heterogene-
ity and complexity (39,49). Specific differences, however,
have been noted. For example, Fcγ RI is encoded by a sin-
gle gene in the mouse and three genes in the human (41).
Two genes for activation FcRs, Fcγ RIIA and C, are found
in humans and not rodents, which is notable because of
their unusual single-chain activation structure (50). Both
mice and humans encode a gene referred to as Fcγ RIIIA,
although recent studies have identified a novel mouse
FcR with higher homology to the human Fcγ RIIIA called
Fcγ RIV (31,49,51). As mentioned previously, Fcγ RIIIB is
unique among FcRs in being expressed as a GPI-anchored
protein. Its expression is limited to human neutrophils,
in contrast with Fcγ RIIIA, which is expressed widely on
cells of the myeloid lineage, such as macrophages, NK
cells, mast cells, and dendritic cells. Finally, both mice and
humans have only a single gene encoding the inhibitory
Fcγ RIIB molecule.

The genes for the IgE FcR are conserved in mice and
humans. The difference that is observed relates to the re-
quirement for the β chain to achieve surface expression in
mice, precluding the expression of the αγ2 complex (24).
In humans, this form of the receptor is widely expressed
on monocytes, Langerhans cells, and dendritic cells and is
likely to be found on mast cells and basophils as well. This
difference in FcεRI subunit composition is likely to result
in functional differences as well. Although these specific
interspecies differences are important, the fundamental
organization of the FcR system, with activation and in-
hibitory signaling through a shared ligand specificity cou-
pled to opposing signaling pathways, is well conserved.
Thus, conclusions regarding the function of this system in
immunity by the analysis of murine models are relevant to

an understanding of the role of these receptors to human
immunity as well.

Expression

FcRs are expressed widely on cells of the myeloid lineage,
including monocytes, macrophages, dendritic cells, mast
cells, basophils, neutrophils, eosinophils, and NK cells
(17,33). In addition, B cells and follicular dendritic cells
(FDCs) express the inhibitory FcRIIB receptor, whereas T
cells are generally negative for FcR expression. Of interest,
the majority of FCRL proteins are expressed during vary-
ing stages of B cell development. Despite their homology
to the classic FcRs, however, the FCRL proteins seem not
to bind to immunoglobulins, rendering Fcγ RIIB the only
IgG-binding FcR on B cells. The specific expression pattern
for each Fc-receptor varies; these patterns are summarized
in Figure 22.1. Because FcRs represent a balanced system
of activation and inhibition, the general rule of coexpres-
sion of FcRs of these classes is maintained. B cells use
the B cell antigen receptor as the activation coreceptor for
FcRIIB, whereas NK cells appear to use NK inhibitory re-
ceptors to modulate Fcγ RIIIA activation. The decoy Fcγ R,
Fcγ RIIIB, is expressed exclusively on human neutrophils,
on which it functions to concentrate and focus immune
complexes without directly triggering cell activation, per-
haps also playing a role in neutrophil recruitment (52). The
Fcγ RIIA–Fcγ RIIB pair functions on neutrophils to modu-
late immune complex activation. FcεRI can be modulated
by Fcγ RIIB, as demonstrated both in vitro and in vivo;
mice deficient in Fcγ RIIB display enhanced IgE-triggered
anaphylaxis (53) by virtue of the ability of IgE to bind with
high affinity to FcεRI and with low affinity to Fcγ RIIB.
Other mast cell inhibitory receptors, such as glycoprotein
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49B1, modulate mast cell sensitivity to IgE: Mice deficient
in this molecule display enhanced anaphylactic responses
to IgE stimulation (54). Expression of the common γ chain
is broad: It has been found on all myeloid and lymphoid
cells examined. In contrast, the β chain appears to be quite
restricted in its expression: It has been found only on mast
cells and basophils.

Regulation of FcR expression can occur at several lev-
els. In general, cytokines involved in activation of inflam-
matory responses induce expression of activation Fcγ Rs,
whereas inhibitory cytokines downregulate these acti-
vation receptors. Transcriptional regulation of α chain
levels has been documented for a variety of cytokines,
including interferon-γ , interleukin-4 (IL-4), and trans-
forming growth factor-β (55,56). In addition, complement
component C5a binding to its receptor, C5aR, results in the
induction of expression of activation Fcγ Rs (57). Induc-
tion of Fcγ RI, Fcγ RIIA, and Fcγ RIIIA α and γ chains in
myeloid cells occurs on interferon-γ treatment: IL-4 gen-
erally inhibits expression of these activation receptors but
induces expression of the inhibitory Fcγ RIIB. Administra-
tion of intravenous γ -globulin, a widely used treatment for
inflammatory diseases, has been shown to induce expres-
sion of the inhibitory Fcγ RIIB on effector macrophages
(58–60). This induction is not direct but is likely medi-
ated through another, noncanonical Fc receptor pathway
(60). The situation in B cells is likely to be more complex,
whereby regulation of Fcγ RIIB is critical for the main-
tenance of peripheral tolerance. Germinal center B cells
downregulate Fcγ RIIB, perhaps in response to IL-4 pro-
duction by T cells. Regulation of FcR expression has also
been documented to occur on binding of ligand. IgE reg-

ulates the expression of FcεRI by stabilizing the intracel-
lular pool of receptor on receptor engagement (61). Thus,
high IgE levels result in the induction of surface expression
of FcεRI. However, this same mechanism of regulation is
not seen for Fcγ Rs: Mice deficient in IgG have Fcγ R levels
comparable with those of wild-type animals. Competition
for limiting subunits also contributes to regulation of re-
ceptor expression. In mast cells, it appears that the level of
γ chain is limiting. Competition between α chains for the
limiting concentration of γ chain has been documented in
mouse knockouts, whereby levels of one receptor increase
if the α chain of the other receptor is reduced (62). This
type of reciprocal regulation is likely to be significant in
the cross-regulation of FcRs by different isotypes of im-
munoglobulin.

Three-Dimensional Structure

The crystal structures of Fcγ RIIA, Fcγ RIIB, Fcγ RIIIA,
and FcεRI have been solved, along with the cocrystals of
Fcγ RIIIA–IgG1 Fc and FcεRI–IgE Fc (63) (Figure 22.4).
These studies demonstrate that the receptors have a com-
mon structure in which the two extracellular immunoglob-
ulin domains fold in a strongly bent overall structure
arranged into a heart-shaped domain structure. A 1:1 sto-
ichiometry between the receptor and ligand is observed,
with the receptor inserted into the cleft formed by the two
chains of the Fc fragment (Cγ 2 or Cε3). The binding re-
gion of the FcR to Fc fragments consists mainly of rather
flexible loops that rearrange on complex formation. Only
domain 2 and the linker region connecting domains 1 and
2 interact in the complex with different regions of both

FIGURE 22.4 Ribbon diagram
of crystallizable fragment (Fc)
receptor III–immunoglobulin G1
(IgG1) Fc structure. The carbohy-
drate moiety has been removed
from the IgG1 Fc fragment in
this visualization, although it is
present in the crystal structure.
The extracellular domains of Fc
receptor III are shown, together
with the Fc fragment of IgG1.
Some of the contact residues are
shown for the binding interface.
See text for details. (Adapted from
Sondermann P, Huber R, Oost-
huizen V, et al. The 3.2-A crys-
tal structure of the human IgG1
Fc fragment-Fc gammaRIII com-
plex. Nature. 2000;406(6793):267,
with permission.)
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chains of the Fc. Conserved tryptophans located on the
FcRs interact with proline to form a “proline sandwich.”
A solvent-exposed hydrophobic residue at position 155 is
conserved among all FcRs and represents a binding site for
the important IgG1 residue Leu 235 (not found in IgE).
Specificity is generated among the receptor–ligand pairs
in a variable region connecting the two extracellular do-
mains that is in contact with the lower hinge region of the
Fc fragment (residues 234 to 238), a region not conserved
among the IgGs and IgE. The binding region of FcRs to
their immunoglobulin ligands does not overlap with other
Fc-binding molecules such as protein A, protein G, and
FcRn.

The structure of the FcR bound to their ligand reveal
that the antigen-binding fragment (Fab) arms are quite
sharply bent and may adopt a perpendicular orientation
toward the Fc. This arrangement would give the Fab arms
maximal flexibility to bind antigen when the Fc fragment
is oriented parallel to the membrane of the FcR-expressing
cell. The asymmetric interaction of the two Fc chains with
a single FcR prevents a single antibody molecule from trig-
gering dimerization of receptors and initiating signaling.
Instead, dimerization is initiated by the interaction of anti-
gen with the Fab arms, thus linking adaptive responses to
effector cell triggering.

IN VITRO ACTIVITY

Binding Properties

As outlined in Figures 22.1 and 22.3, immunoglobulin
binding to FcRs falls into either a high- or a low-affinity
binding class. The high-affinity binding class is typified by
FcεRI, with a binding affinity of 1010 M–1 for IgE, which
ensures a monomeric interaction between IgE and its re-
ceptor. Fcγ RI binds with relatively high affinity for IgG1
and IgG3 (human) and IgG2a (mouse), with an affinity con-
stant of 108 M–1. In contrast to these high-affinity FcRs,
the low-affinity receptors, such as the human Fcγ RIIA,
Fcγ RIIB, Fcγ RIIIA, Fcγ RIIIB, and FcαRI and the mouse
Fcγ RIIB, Fcγ RIII, and Fcγ RIV bind with affinities rang-
ing from 5 × 105 M–1 (Fcγ RIII) to 2 × 107 M–1. This
low-affinity binding ensures that these receptors interact
with immune complexes and not monomeric ligands. As
described later, this dependence on high-avidity and low-
affinity interactions ensures that these receptors are acti-
vated only by physiologically relevant immune complexes
and not by circulating monomeric immunoglobulin, thus
avoiding inappropriate activation of effector responses.
In general, low-affinity Fcγ Rs bind IgG1 and IgG3 pref-
erentially; binding to IgG2 and IgG4 is observed at even
lower affinities. As mentioned previously, polymorphisms
in Fcγ RIIA and Fcγ RIIIA affect binding to IgG2 and IgG1,
respectively, which may have significance in vivo in pre-

dicting responses to specific cytotoxic antibodies (Table
22.1). The isolated consideration of the affinity of antibody
isotopes to their activating FcRs is not sufficient, however,
to explain the differences in in vivo activity. More impor-
tant, the ratio of the affinity of an antibody isotype to the
activating FcRs compared to its affinity to the inhibitory
Fcγ RIIB (the A/I ratio) predicts antibody activity more
consistently (20,49). Thus, antibody isotypes with a high
A/I ratio, such as mouse IgG2a and IgG2b, show a greater
activity than counterparts with a lower ratio (Table 22.1).
Binding has been observed between aglycosyl FcRs and
immunoglobulin, with Ka values similar to those observed
for the glycosylated forms. In contrast, the sugar moiety
of the antibody Fc portion is essential for FcR binding,
and the presence or absence of certain sugar residues can
significantly affect antibody–FcR binding (20,64–66). The
absence of fucose, for example, will selectively increase
the affinity of human IgG1 or mouse IgG2b to Fcγ RIIIa
or mouse Fcγ RIV, respectively. In contrast, the presence
of terminal sialic acid on the N-linked Fc glycan reduces
affinities for FcRs by an order of magnitude with a con-
comitant reduction in in vivo activity (66). Subunit inter-
actions have also been reported to influence affinity for
ligand, as demonstrated for the common γ chain associat-
ing with Fcγ RIIIA (67). Its affinity for IgG1 is higher than
the GPI-anchored form of this receptor, Fcγ RIIIB.

The crystal structures of IgG1-Fcγ RIIIA and IgE-FcεRI
reveal similarities in the binding properties of these two
complexes. Of significance is the 1:1 stoichiometry of the
complexes, which ensures that a single receptor binds to a
single immunoglobulin molecule (15,16). This property in
turn ensures that activation occurs on cross-linking of re-
ceptor complexes by multivalent ligands. Two binding sites
on the receptor interact asymmetrically with two sites on
the Fc molecule. The FcR inserts into the cleft formed by
the two chains of the Fc molecule, burying a binding sur-
face of 895 Å for each binding site. Alterations in the Fc
structure that reduce the cleft, such as deglycosylation of
IgG, inhibit FcR binding. Four distinct regions have been
defined in the Fc domains involved in FcR interactions.
For IgE, this includes residues 334 to 336, 362 to 365,
393 to 396, and 424. The homologous regions for IgG are
residues 234 to 239, 265 to 269, 297 to 299, and 327 to 332,
respectively. Interactions of these residues occur with the
carboxy-terminal domain 2 of the respective FcRs. In view
of the similarities of these complexes and the homologies
among the receptors and their ligands, an obvious question
that arises concerns the molecular basis for specificity. At-
tempts to resolve that question have relied on mutagenesis
studies of the ligands and domain exchanges between re-
ceptors. For example, exchange of the FG loop in domain
2 of Fcε to Fcγ receptors confers detectable IgE binding;
similarly, variation in this loop in Fcγ Rs may provide in-
teractions that determine IgG specificity for these recep-
tors. Mutagenesis of IgG1 revealed that a common set of
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residues is involved in binding to all Fcγ Rs, but Fcγ RII
and Fcγ RIII also use distinct residues (68). Several IgG1
residues not found at the IgG–FcR interface by crystallo-
graphic determination had a profound effect on binding,
which indicates the greater complexity of these interac-
tions in solution.

The implications of these structural studies are that the
Fc domain of IgG may be selectively mutated to direct its
binding to specific Fcγ Rs. Fc mutants that selectively en-
gage activation FcRs (IIIA and IIA) while minimally inter-
acting with inhibitory and decoy FcRs (IIB and IIIB) would
confer optimal cytotoxic potential for tumoricidal applica-
tions. Indications that such Fc engineering is possible are
suggested by IgG mutants with selective binding to FcRIII
or FcRII.

Effector Cell Activation

The critical step in triggering effector cell response by
FcRs is mediated by the cross-linking of these receptors
by immunoglobulin. This can occur either by interactions
of low-affinity, high-avidity IgG immune complexes or of
IgG opsonized cells with activation Fcγ Rs or by the cross-
linking of monomeric IgG or IgE bound to Fcγ RI or FcεR,
respectively, by multivalent antigens binding to the Fab
of the antibody. Cross-linking of ITAM-bearing FcRs re-
sults in common cellular responses, determined by the
cell type, rather than the FcR. Thus, for example, FcεRI
or Fcγ RIII cross-linking of mast cells results in degranu-
lation of these cells, whereas cross-linking of macrophage-
expressed FcαRI or Fcγ RIII by opsonized cells triggers
phagocytosis. These functions underlie the functional sim-
ilarity of activation FcRs in which cross-linking mediates
cellular responses by ITAM-mediated tyrosine kinase cas-
cades. In addition to degranulation and phagocytosis, acti-
vation FcR cross-linking has been demonstrated to induce
ADCC, the oxidative burst, and the release of cytokines and
other inflammatory cell mediators. A sustained calcium in-
flux is associated with these functions, as is transcription
of genes associated with the activated state.

Cellular activation initiated by ITAM-bearing activation
FcRs can be enhanced by coengagement with integrin and
complement receptors. Although the ability of these re-
ceptors to mediate phagocytosis, for example, is modest,
synergistic interactions with FcRs result in sustained acti-
vation and enhancement. Synergistic interactions between
activation FcRs and Toll receptors, mannose receptors,
and other pattern-recognition molecules have also been
reported in vitro and suggest that interplay between the
innate and adaptive effector mechanisms of an immune re-
sponse are involved in mediating efficient protection from
microbial pathogens.

In contrast to the activation of effector cell responses
triggered by cross-linking of ITAM-bearing FcRs in vitro,
cross-linking of an ITIM-bearing inhibitory receptor to an

ITAM-bearing receptor results in the arrest of these effec-
tor responses. Homoaggregation of FcRIIB by its cross-
linking on effector cells by immune complexes does not
result in cellular responses; rather, it is the coengagement
of ITAM- and ITIM-bearing receptors that results in the
functional generation of an inhibitory signal. In vitro, it is
possible to ligate any ITAM-bearing receptor to any ITIM-
bearing receptor with a resulting inhibitory response. This
activity is used functionally to define putative ITIMs and
has proved to be a useful device in dissecting the signaling
pathways induced by ITAM–ITIM coligation.

B Lymphocyte Suppression

B cell stimulation through the B cell antigen receptor can
be arrested by the coligation of Fcγ RIIB to the B cell re-
ceptor (BCR). This occurs naturally when immune com-
plexes retained on FDCs in the germinal center interact
with both the BCR and Fcγ RIIB during the affinity mat-
uration of an antibody response. In vitro suppression of
B cell activation has been demonstrated by coligation of
BCR and Fcγ RIIB, resulting in arrest of calcium influx
and proliferative responses triggered by the BCR (25,69),
the result of recruitment of the SH2-containing inositol 5′-
phosphatase (SHIP)–1 (70). Calcium release from the en-
doplasmic reticulum is not affected, and there is thus an
initial rise in intracellular calcium; however, this calcium
flux is not sustained because SHIP recruitment blocks cal-
cium influx by uncoupling of the capacitance channel. Ho-
moaggregation of Fcγ RIIB by immune complexes can trig-
ger apoptosis in B cells, as demonstrated in the DT40 B cell
line and in murine splenocyte preparations (71). This activ-
ity is retained in ITIM mutants and depends on the trans-
membrane sequence of Fcγ RIIB. The in vivo relevance of
this activity remains to be determined.

SIGNALING

Immunoreceptor Tyrosine-Based Activation
Motif Pathways

The general features of signal transduction through ITAM
receptors are conserved among all members of this fam-
ily, including T cell receptors, BCRs, and various FcRs.
The 19–amino acid–conserved ITAM is necessary and suf-
ficient to generate an activation response, as demonstrated
by the analysis of chimeric receptors. With a single ex-
ception, FcRs associate with accessory subunits that con-
tain these signaling motifs. As described previously, the
common γ chain contains an ITAM and is associated with
FcεRI, Fcγ RI, Fcγ RIII, Fcγ RIV, and FcαRI. In addition,
both FcεRI and Fcγ RIII may associate with the β sub-
unit in mast cells. The ITAM found in the β chain does
not function as an autonomous activation cassette, as has
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cells is shown as an example of the activation class of FcRs. Cross-linking by an immune complex
initiates the signaling cascade. The specific Src family kinase varies, depending on the cell type.
B: FcR signaling in macrophages is shown as an example of simultaneous triggering of activation
and inhibitory Fc receptors.

been found for most other ITAMs. Instead, it functions to
amplify the activation response generated by the γ chain
ITAM by increasing the local concentration of Lyn avail-
able for activation on aggregation of the receptor (38).
Fcγ RIIA contains an ITAM in the cytoplasmic domain of
its ligand recognition α subunit and is thus able to activate
in the absence of any associated subunit.

On sustained receptor aggregation, Src-family kinases
that may be associated with the receptor in an inactive
form become activated and rapidly tyrosine-phosphorylate
the ITAM sequences, creating SH2 sites for the docking and
subsequent activation of Syk kinases. Ligands that become
rapidly dissociated from the receptors result in nonproduc-
tive signaling complexes that fail to couple to downstream
events and behave as antagonistic ligands (72). The specific
Src kinase involved for each FcR depends on the receptor
and cell type in which it is studied. Thus, Lyn is associated
with the FcεRI pathway in mast cells, Lck is associated
with Fcγ RIIIA in NK cells, and both of these kinases as
well as Hck are associated with Fcγ RI and Fcγ RIIA in
macrophages. After activation of the Src kinase, tyrosine
phosphorylation of the ITAM motif rapidly ensues, lead-
ing to the recruitment and activation of Syk kinases. This
two-step process is absolutely necessary to transduce the
aggregation signal to a sustainable intracellular response.

Once activated, Syk kinases lead to the phosphorylation
or recruitment of a variety of intracellular substrates, in-
cluding PI3K, Btk and other Tec family kinases, phospho-
lipase C-γ (PLCγ ), and adaptor proteins such as SLP-76
and BLNK. The Ras pathway is also activated through
Sos bound to Grb2 that is recruited on phosphorylation
of Shc. Ras phosphorylates Raf, which in turn leads to
MEK kinase and MAP kinase activation. A summary of
these intracellular pathways is shown in Figure 22.5A. A
crucial step in this sequential activation cascade occurs
with the activation of PI3K by Syk. By generating phos-
phatidylinositol polyphosphates such as PIP3, PI3K leads
to the recruitment of pleckstrin homology (PH) domain–
expressing proteins such as Btk and PLCγ , which in turn
leads to the generation of inositol triphosphate (IP3) and
diacylglycerol (DAG), intermediates crucial to the mobi-
lization of intracellular calcium and activation of protein
kinase C (PKC), respectively.

Immunoreceptor Tyrosine-Based Inhibitory
Motif Pathways

The inhibitory motif, embedded in the cytoplasmic domain
of the single-chain Fcγ RIIB molecule, was defined as a 13–
amino acid sequence AENTITYSLLKHP, shown to be both
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necessary and sufficient to mediate the inhibition of BCR-
generated calcium mobilization and cellular proliferation
(25,26). Of significance, phosphorylation of the tyrosine
of this motif was shown to occur on BCR coligation and
was required for its inhibitory activity. This modification
generated an SH2 recognition domain that is the binding
site for the inhibitory signaling molecule SHIP (70,73). In
addition to its expression on B cells, where it is the only
IgG FcR, Fcγ RIIB is widely expressed on macrophages,
neutrophils, mast cells, dendritic cells, and FDCs, absent
only from T and NK cells. Studies on Fcγ RIIB provided
the impetus to identify similar sequences in other surface
molecules that mediated cellular inhibition and resulted in
the description of the ITIM, a general feature of inhibitory
receptors.

Fcγ RIIB displays multiple inhibitory activities. Coen-
gagement of Fcγ RIIB to an ITAM-containing receptor
leads to tyrosine phosphorylation of the ITIM by the Lyn
kinase, recruitment of SHIP, and the inhibition of ITAM-
triggered calcium mobilization and cellular proliferation
(Figure 22.5B) (70,74,75). These two activities result from
different signaling pathways; calcium inhibition requires
the phosphatase activity of SHIP to hydrolyze PIP3 and
the ensuing dissociation of PH domain–containing pro-
teins such as Btk and PLCγ (76). The net effect is to
block calcium influx and prevent sustained calcium signal-
ing. Calcium-dependent processes such as degranulation,
phagocytosis, ADCC, cytokine release, and proinflamma-
tory activation are all blocked. Arrest of proliferation in
B cells also depends on the ITIM pathway, through the
activation of the adaptor protein Dok and subsequent in-
activation of MAP kinases (77,78). The role of SHIP in
this process has not been fully defined, inasmuch as it
can affect proliferation in several ways. SHIP, through
its catalytic phosphatase domain, can prevent activation
of the PH domain survival factor Akt by hydrolysis of
PIP3 (79,80). SHIP also contains PTB domains that could
act to recruit Dok to the membrane and provide ac-
cess to the Lyn kinase that is involved in its activation.
Dok-deficient B cells are unable to mediate Fcγ RIIB-
triggered arrest of BCR-induced proliferation while retain-
ing their ability to inhibit a calcium influx, which demon-
strates the dissociation of these two ITIM-dependent
pathways.

Another inhibitory activity displayed by Fcγ RIIB is in-
dependent of the ITIM sequence and is displayed on ho-
moaggregation of the receptor. Under these conditions
of Fcγ RIIB clustering, a proapoptotic signal is generated
through the transmembrane sequence. This proapoptotic
signal is blocked by recruitment of SHIP, which occurs
on coligation of Fcγ RIIB to the BCR because of the Btk
requirement for this apoptotic pathway (71). This novel
activity has been reported only in B cells and has been
proposed to act as a means of maintaining peripheral tol-
erance for B cells that have undergone somatic hypermu-

tation. The in vivo relevance of this pathway remains to be
proven.

IN VIVO FUNCTIONS

Fcγ Receptors in the Afferent Response

The ability of IgG immune complexes to influence the af-
ferent response has been known since the 1950s and can
be either enhancing or suppressive, depending on the pre-
cise combination of antibody and antigen and the mode of
administration (81). Investigators have attempted to define
the molecular mechanisms behind these activities with the
availability of defined mouse strains with mutations in ac-
tivation or inhibitory FcRs and through the use of specific
blocking antibodies to individual receptors. Direct effects
on B cells stem from the ability of the inhibitory Fcγ RIIB
molecule to influence the state of B cell activation and sur-
vival Because antigen is retained in the form of immune
complexes on FDCs, it can interact with B cells by coengag-
ing Fcγ RIIB with BCR, modulating the activation state of
the cell. Mice deficient in this inhibitory receptor develop
anti-DNA and anti-chromatin antibodies and die of a fatal,
autoimmune glomerulonephritis at 8 months of age. The
phenotype is strain dependent and is not seen in BALB/c
or 129 strains of mice (82). Combining Fcγ RIIB deficiency
with defects in other inhibitory receptor pathways, such
as PD-1, results in autoantibodies with different speci-
ficities and distinct pathologic presentation. Thus, PD-1–
deficient BALB/c mice develop cardiomyopathy resulting
from anti–cardiac myosin antibodies. PD-1/RIIB double-
deficient BALB/c mice develop antiuroepithelial antibod-
ies and hydronephrosis (83). Fcγ RIIB thus acts as a
modifier of autoimmune disease, a conclusion further sup-
ported by studies that determined the contribution of the
C57B6 background to the spontaneous lupuslike disease
observed in those mice. The B6 background, by virtue of an
incomplete light chain editing pathway, provides a source
of autoreactive B cells in the periphery, which, when com-
bined with defects in the inhibitory RIIB pathway, lead to
the accumulation of autoantibodies, pathogenic immune
complexes, and disease (84). Further support for this con-
clusion is provided by the observations that autoimmune
disease–prone strains of mice, such as New Zealand black
(NZB), BXSB, SB/Le, MRL, and nonobese diabetic (NOD)
strains, have reduced surface expression of Fcγ RIIB on
activated B cells, attributed to DNA polymorphisms in
the promoter region of the gene encoding this receptor
(85,86). This reduced expression of Fcγ RIIB is thus sug-
gested to contribute to the increased susceptibility of these
animals to the development of autoantibodies and autoim-
mune disease. Direct evidence that this is indeed the case
comes from studies in which Fcγ RIIB expression levels
have been restored by retrovirus-mediated gene transfer in
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BXSB, NZM, and Fcγ RIIB knockout animals. These mice
had dramatically reduced levels of autoreactive antibodies
and were protected from the development of fatal autoim-
mune disease (48).

Moreover, if Fcγ RIIB indeed functions in vivo to main-
tain peripheral tolerance, then its loss should allow for
the emergence of autoantibodies when otherwise resis-
tant animals are challenged with potentially cross-reactive
antigens. This hypothesis has been validated in models of
collagen-induced arthritis and Goodpasture’s syndrome.
Fcγ RIIB-deficient mice, with the nonpermissive H-2b hap-
lotype, develop arthritis when immunized with bovine type
II collagen (87). The loss of Fcγ RIIB thus bypasses the re-
quirement for the specific H-2q and H-2r alleles previously
demonstrated to be necessary in this model by allowing
Fcγ RIIB-deficient autoreactive B cell clones to expand and
produce pathogenic autoantibodies. When the permissive
DBA/1 strain (H-2q) is made deficient in Fcγ RIIB, autoan-
tibody development is augmented and disease is greatly en-
hanced. In a similar manner, immunization of H-2b mice
deficient in Fcγ RIIB with bovine type IV collagen results
in cross-reactive autoantibodies to murine type IV colla-
gen, with dramatic pathogenic effects (87,88). These mice
develop hemorrhagic lung disease and glomerulonephritis
with a “ribbon deposition” pattern of immune complexes
in the glomeruli. These characteristics are indicative of
Goodpasture’s syndrome, a human disease not previously
modeled in an animal species.

Expression of the inhibitory Fcγ RIIB on B cells thus
provides a mechanism for the suppressive effects of
immune complexes on antibody production. Although
Fcγ RIIB is expressed throughout peripheral B cell de-
velopment, recent data suggest that it represents a late
checkpoint controlling the expansion of autoreactive IgG-
positive plasma cells. In contrast, deficiency of the in-
hibitory receptor did not affect the generation of autore-
active IgM antibodies (84). Given the considerably higher
pathogenic potential of IgG compared to IgM antibodies,
this late stage of Fcγ RIIB-mediated regulation seems to
be sufficient to prevent severe autoreactive processes.

The enhancing property of immune complexes on the
afferent response is likely to arise from the expression of
FcRs on APCs, such as dendritic cells (89–91). Dendritic
cells express all three classes of IgG FcRs as well as FcεRI.
Although in vitro studies have suggested that triggering of
activation FcRs can induce dendritic cell maturation, the
in vivo significance of this pathway has not been estab-
lished (92). The ability of FcRs, particularly Fcγ RI, to in-
ternalize immune complexes could provide a mechanism
for enhanced presentation and augmented antibody re-
sponses, whereas the presence of the inhibitory Fcγ RIIB
molecule appears to reduce the enhancing effect. Mice de-
ficient in Fcγ RIIB display enhanced antibody responses
to soluble antibody–antigen complexes, in some cases dra-
matically so, which is likely to result from enhanced pre-

sentation (93,94). In addition, in vitro studies suggest that
internalization through specific FcRs on APCs may influ-
ence the epitopes presented and T cell response generated
as a result. A growing body of data suggests that FcRs are
indeed involved in enhancement of the afferent response
by influencing antigen presentation and cognate T cell in-
teractions. Fcγ RIIB-deficient dendritic cells pulsed ex vivo
with antigen in the form of immune complexes (ICs) in-
duce a strong and protective cytotoxic immune response
after transfer into naı̈ve mice (95). In contrast, wild-type
DCs induce a much smaller and nonprotective response,
indicating that the threshold set by co-cross-linking of
the inhibitory and activating Fc receptors prevents com-
plete DC maturation. Moreover, blocking of IC binding to
Fcγ RIIB on human DCs with an Fcγ RIIB-specific anti-
body resulted in spontaneous maturation of the cells by
ICs present in low amounts in human serum (96,97). Taken
together these data indicate that the inhibitory receptor
is an important regulator of DC activation. Because the
DC maturation state will determine whether an activating
or a tolerogenic signal will be delivered to T cells, FcRs
might be important factors for the maintenance of periph-
eral tolerance in the cellular immune system. Transiently
blocking Fcγ RIIB activity with monoclonal antibodies
in vivo might thus be an interesting strategy for optimizing
immunotherapeutic and vaccination approaches. Further
defining the precise role of each FcR expressed on APCs
will require conditional knockouts of these molecules on
specific dendritic cell populations to resolve the contribu-
tion of these systems to the generation of an appropriate
antibody response.

Fcγ Receptors in the Efferent Response

The first FcR knockout to be described was for the com-
mon activation subunit, the γ chain, which resulted in the
loss of surface assembly and signaling of Fcγ RI, Fcγ RIII,
and Fcγ RIV as well as FcεRI (10). Mice deficient in the
common γ chain were systematically studied in diverse
models of inflammation and found to be unable to me-
diate IgG-triggered inflammatory responses for cytotoxic
or immune complex reaction; attributed to low-affinity ac-
tivation receptors, the high-affinity Fcγ RI played a min-
imal role in the in vivo inflammatory response triggered
by IgG (22,98–100). The results were further confirmed
by comparisons of mice deficient or blocked for Fcγ RI,
Fcγ RIII, or Fcγ RIV (19,20,32,101). The loss of FcεRI ab-
lated IgE-mediated anaphylaxis; this was demonstrated in-
dependently by gene disruption in the α subunit of that
receptor (11). Subsequent studies on mice deficient in the
inhibitory Fcγ RIIB molecule established the opposing ac-
tion of this receptor, in which mice deficient in that recep-
tor displayed enhanced B cell responses, autoimmunity,
and augmented IgG-mediated inflammation in a subclass-
and effector cell–dependent manner (18,20,32,100,102).
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The general finding, which is discussed in detail later, il-
lustrates that IgGs initiate their effector responses in vivo
through coengagement of activating and inhibitory FcRs.
The physiologic response is thus the net of the opposing
activation and inhibitory signaling pathways that each re-
ceptor triggers and is determined by the level of expression
of each receptor and the selective avidity of the IgG ligand
(Table 22.1). This also explains the longstanding observa-
tion that different IgG isotypes have a differential activity
in vivo (Figure 22.6A). The absence of a murine homolog
for FcαRI has precluded similar studies for that recep-
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FIGURE 22.6 Antibody activity is determined by activating and
inhibitory FcRs. A: Mice were injected with the same amount of
different 6A6 antibody isotypes, which recognize an integrin on
mouse platelets and lead to FcR-dependent clearance of platelets
from the blood as observed by the drop in platelet count af-
ter antibody injection. B: Wild-type or Fcγ RIIB knockout mice
were injected intravenously with B16 melanoma cells on day 0
and with IgG1 and IgG2a isotype switch variants of the mono-
clonal antibody TA99 on alternate days. Lungs were harvested
on day 14. (Adapted from Nimmerjahn F, Ravetch JV. Divergent
immunoglobulin g subclass activity through selective Fc receptor
binding. Science. 2005;310(5753):1510, with permission.)

tor. Studies on mice bearing a human transgene of FcαRI
suggest that this receptor is involved in IgA nephropathy
(Berger’s disease) (103).

Type I: Immediate Hypersensitivity

Both cutaneous and systemic models of passive anaphy-
laxis induced by IgE were studied in FcRγ chain–deficient
mice and were found to be absent, a finding fully con-
sistent with the observations obtained in FcεRI-deficient
mice and confirming the role of the high-affinity IgE re-
ceptor in mediating IgE-induced anaphylactic responses
(10,11,38,104). Fcγ RIIB-deficient mice challenged in this
model displayed an unexpected enhancement of IgE-
mediated anaphylaxis, which suggests a physiologic inter-
action between this inhibitory receptor and FcεRI (53).
The molecular basis for this modulation of FcεRI signal-
ing by Fcγ RIIB has not been determined, although previ-
ous studies indicated that IgE can bind with low affinity to
Fcγ RII/Fcγ III, which suggests that there exists a mecha-
nism for coengagement of these receptors. Deletion of the
mast cell inhibitory receptor glycoprotein 49B1 also results
in enhanced IgE-induced anaphylaxis (54). In addition to
FcεRI, mast cells also express the IgG FcRIIB and FcRIII
but not Fcγ RIV. Passive systemic anaphylaxis induced by
IgG was attenuated in FcRγ chain–deficient and Fcγ RIII-
deficient mice, which indicates the capacity of IgG and
Fcγ RIII to mediate mast cell activation in vivo. Fcγ RIIB-
deficient mice displayed enhanced IgG-induced anaphy-
laxis. Active anaphylaxis, induced by immunization with
antigen in alum, was enhanced in FcεRI-, Fcγ RIIB-, and
glycoprotein 49B1–deficient mice and attenuated in FcRγ -
and Fcγ RIII-deficient mice. All of these animals displayed
antigen-specific antibodies for IgE and IgGs, which indi-
cates that the active anaphylaxis seen was attributed pri-
marily to IgG antibodies. The reason for the enhancement
of anaphylactic responses in FcεRI-deficient animals re-
sulted from the increased expression of Fcγ RIII on mast
cells in these mice, normally limited by competition of
α chains for the available pool of the common γ chain
(62). In the absence of FcεRI α chain, FcRγ chain is avail-
able to associate with Fcγ RIII α chain and assemble on
the cell surface as a functional signaling receptor. These
studies indicated the importance of the γ chain in regulat-
ing the level of surface expression of FcεRI and Fcγ RIII.
Because γ chain is also associated with other members
of the activation/inhibition paired receptors expressed on
mast cells, such as PIR-A/PIR-B, the intracellular competi-
tion between these diverse α subunits and the common γ

chain determines the level of surface expression of individ-
ual receptors and thus their ability to respond to specific
biological stimuli. The absolute level of surface expression
of FcRs on mast cells is clearly of therapeutic significance
in both IgE- and IgG-mediated inflammatory responses;
modulation of γ chain expression could thus represent a
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new therapeutic avenue for intervention in diseases such
as anaphylaxis and asthma.

Type II Inflammation: Cytotoxic Immunoglobulin G

Cytotoxic IgGs are found in a variety of autoimmune disor-
ders and have been developed for therapeutic indications
in the treatment of infectious and neoplastic diseases. The
mechanisms by which these antibodies trigger cytotoxic-
ity in vivo have been investigated in FcR knockout mice.
Anti-RBC antibodies trigger erythrophagocytosis of IgG-
opsonized RBCs in an FcR-dependent manner; γ chain–
deficient mice were protected from the pathogenic effect of
these antibodies, whereas complement C3–deficient mice
were indistinguishable from wild-type animals in their
ability to clear the targeted RBCs (105,106). Fcγ RIII plays
the exclusive role in this process for the mouse IgG1 iso-
type. Murine IgG2a anti-RBC antibodies use primarily the
Fcγ RIV receptor pathway despite the singular ability of
murine IgG2a antibodies to bind as monomers to Fcγ RI.
These and other studies suggest that the role of the high-
affinity Fcγ RI in IgG-mediated inflammation is likely to
be restricted to augmenting the effector response (deter-
mined by Fcγ RIII and IV) in situations that involve high
concentrations of murine IgG2a antibodies that are found
at localized inflammatory sites where Fcγ RI expression is
induced on recruited macrophages.

Experimental models of immune thrombocytopenic
purpura (ITP) in which murine IgG1 antiplatelet anti-
bodies trigger thrombocytopenia yielded results similar to
those of the anti-RBC studies cited previously. The spe-
cific Fcγ R involved depended on the subclass of antibody
used. IgG1 antibodies mediated their activity exclusively
through Fcγ RIII, whereas IgG2a and 2b were RIV de-
pendent. In contrast, Fcγ RI- or C3-deficient mice were
fully susceptible to antibody-induced thrombocytope-
nia (20,31). Fcγ RIIB-deficient mice showed an isotype-
specific enhancement of antibody-mediated platelet deple-
tion, with the strongest impact on IgG1 and much smaller
increases for IgG2a and IgG2b isotypes. This is consistent
with the affinities of these isotypes for their specific acti-
vating and the inhibitory receptor, which will determine
antibody activity in vivo (Table 22.1). In a passive protec-
tion model of Cryptococcus neoformans–induced disease,
passive immunization with mouse IgG1, IgG2a, and IgG2b
antibodies resulted in protection in wild-type animals but
not in FcRγ chain–deficient animals (107).

IgG antibodies raised to murine glomerular basement
membrane preparations induce acute glomerulonephri-
tis in a model of Goodpasture’s disease in wild-type
but not FcRγ - or Fcγ RIV-deficient animals (59,108,109).
Fcγ RIIB-deficient animals displayed enhanced disease in
this model, which indicates that the effector cells in-
volved were constitutively expressing significant levels of
Fcγ RIIB. Similar results were obtained when DBA/1 ani-
mals were immunized with bovine type II collagen to in-

duce arthritis. Deficiency of FcRγ chain protected these
mice from the pathogenic effects of the anticollagen anti-
bodies that were generated (110). As mentioned previously,
deficiency of Fcγ RIIB in the DBA/1 collagen-induced
arthritis model resulted in enhanced disease through in-
creased autoantibody production and elevated effector re-
sponses.

A dramatic example of the importance of these path-
ways in determining the in vivo activity of cytotoxic
antibodies was obtained in models of antitumor anti-
body response. In a syngenic murine model of metastatic
melanoma, a murine IgG2a antimelanocyte antibody was
able to reduce tumor metastasis in wild-type animals
but was ineffective in FcRγ - or Fcγ RIV-deficient mice
(20,111). In the absence of Fcγ RIIB, the activity of an IgG1
antibody, matched in its antigen-binding domain, was en-
hanced, which indicates that the in vivo cytotoxic activity
of the antibody was the net of activation and inhibitory re-
ceptor engagement (20,102) (Figure 22.6B). These studies,
together with similar studies performed with antiplatelet
antibodies or defucosylated antibodies, demonstrated that
the in vivo activity of a cytotoxic antibody could be pre-
dicted by a simple equilibrium binding model in which
the ratio of the monomeric affinity constants for the
activation and inhibitory Fc receptors (A/I ratio) are the
dominant parameters, as demonstrated for TCR–MHC
interactions (112). Xenograft models of human tumors
transplanted into nude mice demonstrated, for a variety of
tumors and cytotoxic antibodies, the requirement for FcR
effector activity. For example, human breast carcinoma or
lymphoma lines transplanted into nude mice and treated
with either the humanized IgG1 or chimerized IgG1 anti-
bodies trastuzumab (Herceptin) and rituximab (Rituxan),
respectively, revealed that the ability of these antibodies
to modulate tumor growth was abrogated in FcRγ chain–
deficient mice. A point mutation that eliminated FcR bind-
ing of the anti-Her2/neu murine IgG1 antibody 4D5 abol-
ished the in vivo cytotoxic activity of the antibody against
a human xenograft but did not affect the in vitro growth-
inhibitory activity; this again illustrates the difference be-
tween in vivo and in vitro mechanisms. Similar results
were obtained for T cell lymphoma xenograft models and
anti-CD2 antibodies, among others (113,114). The general
conclusions that can be drawn from these studies support a
dominant role for the low-affinity activating Fcγ Rs in me-
diating cytotoxicity by IgG antibodies. Fcγ RIIB restricts
the effector response for those antibodies with low A/I ra-
tios and in situations in which the effector cell expresses
this inhibitory molecule.

The relevance of these murine in vivo studies to the
treatment of human populations with antitumor cytotoxic
antibodies has been demonstrated in two studies that in-
vestigated the differential responses of patients treated
with anti-CD20 (Rituximab) for lymphoma (115,116). Both
studies demonstrated a highly significant correlation be-
tween patient response, as measured by the time to relapse,
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and alleles of Fcγ RIIIA. In patients with an allele of this
low-affinity activation receptor (158V) that confers higher
binding affinity for human IgG1 Fc, improved outcome
was observed as compared to those with a lower-binding
allele of this receptor (158F). In addition, lymphoma pa-
tients with the high-affinity allele showed a significantly
better clinical response after receiving antiidiotype vacci-
nation (117).

Type III Responses: Immune Complex–mediated
Inflammation

The classic example of this reaction, the Arthus reaction,
has been studied in a variety of FcR- and complement-
deficient animals. The initial studies were performed by us-
ing the cutaneous reverse passive Arthus reaction in which
antibody was injected intradermally and antigen was given
intravenously. An inflammatory response, characterized by
edema, hemorrhage, and neutrophil infiltration, developed
within 2 hours. This reaction was elicited in a variety of
complement- and FcR-deficient animals. The results from
several independent studies confirmed the initial obser-
vations: IgG immune complexes triggered cutaneous in-
flammatory reactions even in the absence of complement
but displayed an absolute requirement for Fcγ R activation
(22). Fcγ RIIB modulated the magnitude of the response,
with enhanced Arthus reactions observed in Fcγ RIIB-
deficient strains (18). The effector cell in the cutaneous
reaction was determined to be the mast cell, as demon-
strated by the use of mast cell–deficient strains and by mast
cell reconstitution studies (104). The generality of this re-
sult was demonstrated in similar reactions performed in
the lung, illustrating the FcR dependence and relative com-
plement independence of this response (88). Thus, all stud-
ies have demonstrated an absolute dependence on FcR ex-
pression in the Arthus reaction. One model for immune
complex–induced arthritis, the KRN/NOD model, in which
IgG1 anti-GPI antibodies are responsible for IC deposi-
tion in the synovium (118), has been shown to depend on
both FcRIII and C3 but not on components of the classic
pathway, such as C1q and C4; transfer of serum to ani-
mals deleted for FcRIII or C3 prevented the development
of disease (119,120). Deficiency in the late components of
complement, such as C5a or its receptor, have also been re-
ported to result in a partial reduction in the magnitude of
the response in immune complex–induced lung inflamma-
tion (121) and a result in a complete block in the KRN/NOD
arthritis model. The likely mechanism by which C5a exerts
its effects is through upregulation of activating Fcγ Rs, re-
sulting in an amplification loop (57). C5a is generated in
this system as a result of FcR activation of effector cells
and is independent of the classic, alternative and MBP
pathways. Binding of C5a to the C5aR results in upregula-
tion of activation receptors on these effector macrophages,
thus augmenting the inflammatory response triggered by
FcRs. These studies have led to a revision of the hypothe-

ses about the mechanism of immune complex–mediated
inflammation, typified by the Arthus reaction, in which
there is an absolute requirement for activating Fcγ Rs in
initiating mast cell activation by immune complexes. Fcγ R
activation is, in turn, modulated by the inhibitory recep-
tor Fcγ RIIB. The A/I value of a specific IgG antibody and
the densities of these opposing signaling receptors deter-
mine the concentration threshold for immune complex ac-
tivation and the magnitude of the effector response that
can be obtained. The classic pathway of complement ac-
tivation is not required; however, C5a activation, through
the Fcγ R pathway, may enhance the response under some
circumstances through an amplifying loop. These release
of inflammatory mediators such as vasoactive amines,
chemokines, and cytokines leads to the hallmarks of this
reaction: edema, hemorrhage, and neutrophil infiltration
at the site of immune complex deposition.

The significance of the FcR pathway in initiating im-
mune complex inflammation in autoimmune disease was
further established by investigating a spontaneous murine
model of lupus, the B/W F1 mouse. The Arthus reaction
results predicted the absolute requirement of activation
Fcγ R in initiating inflammation and tissue damage in im-
mune complex diseases such as lupus. The FcRγ chain
deletion was backcrossed onto the NZB and New Zealand
white strains for eight generations, and the intercrossed
progeny were segregated into B/W FcRγ –/– and FcRγ +/–.
Anti-DNA antibodies and circulating immune complexes
developed in all animals; immune complex and comple-
ment C3 deposition was similarly observed in all ani-
mals. However, mice deficient in the common γ chain
showed no evidence of glomerulonephritis and had nor-
mal life expectancy, despite comparable levels of circu-
lating immune complexes and glomerular deposition of
these complexes along with complement C3. Mice het-
erozygous for the γ chain mutation were indistinguish-
able from B/W F1 animals with wild-type γ chains in
developing glomerulonephritis and displaying reduced vi-
ability (99). This spontaneous model supports the conclu-
sions stated previously about the absolute requirement for
FcRIII in the activation of inflammatory disease by im-
mune complexes: In the absence of this receptor, deposited
immune complexes and C3 are not sufficient to trigger ef-
fector cell activation, which indicates that it is possible
to uncouple pathogenic immune complexes from inflam-
matory disease by removing activating FcR engagement.
Similar conclusions were reached in a murine model of
Goodpasture’s disease in which immune complex deposi-
tion, composed of mouse IgG2b antibodies, resulted in a
fulminant glomerulonephritis (59). Blocking the relevant
activation FcR, FcRIV, with a monoclonal antibody pro-
tected the animals from fatal disease. These results further
indicate that intervention in the effector stage of immune
complex diseases, such as lupus and rheumatoid arthritis,
would be accomplished by blocking activation Fcγ Rs to
prevent initiation of effector cell responses.
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Fc Receptor Homologs

The family of FcR-homolog or FcR-like (FCRL) proteins
was initially discovered by database searches based on a
conserved motif in the Fc-binding region of classic FcRs.
In humans the FCRL family consists of eight family mem-
bers, termed FCRL1 to 6 and FCRLA, B (122). All the
FCRL genes are located in close proximity to the classic
FcRs on chromosome 1q21-23 (Figure 22.2B). A similar,
although smaller family of FCRL proteins exists in mice
also closely linked to classic FcRs on chromosomes 1 and
3 (42,123). In addition, the mouse has a unique FcR-like
protein, called FCRLS, with a C-terminal type B scavenger
receptor cysteine-rich domain. The majority of FCRL pro-
teins consist of an extracellular domain of variable size, a
transmembrane domain, and an intracellular portion that
contains ITIM or ITAM motifs. The only exceptions are
FCRLA, B, which lack a transmembrane domain and there-
fore represent intracellular or secreted proteins (122,123).
The FCRL proteins do not depend on the common sig-
naling γ chain, which is the crucial signaling adaptor for
classic FcRs. Moreover, the FCRLs are predominantly ex-
pressed on B cells, with significant variation during B cell
development and activation state. The ITAM-containing re-
ceptor FCRL1, for example, is widely expressed through-
out B cell development starting from the pre-B cell stage
(123,124). On activation, however, it is downregulated, and
expression is restored on differentiation into memory but
not into plasma cells. In contrast, FCRL4, which contains
two ITIM motifs in its cytosolic domain, shows a more
restricted expression pattern on a subpopulation of mem-
ory B cells (125). Co-cross-linking of FCRL4 with the BCR
has been shown to dampen activating signals triggered
by the BCR via recruitment of SHP-1 and SHP-2 (126).
A functional variant of FCRL3 has recently been linked to
rheumatoid arthritis and other autoimmune disorders in
a group of Japanese patients (127). Despite significant se-
quence homology in some of the extracellular domains of
FCRL proteins to classic FcRs, however, attempts to show
binding to antibody Fc-portions have failed. Thus, the li-
gands of this interesting new family of proteins remain to
be identified. More important, this renders the inhibitory
Fcγ RIIB the only bona fide Fc receptor on B cells.

DISEASE ASSOCIATIONS

Autoimmunity and Tolerance

In view of their functional capacity to link autoantibod-
ies to effector cells, FcRs have naturally been considered
to have a pathogenic role in the development of autoim-
mune diseases. Several studies have attempted to correlate
specific polymorphisms in FcRIIA, FcRIIIA, or FcRIIIB
with incidence or severity of lupus or rheumatoid arthritis
(128). In view of the heterogeneity of these diseases, it is

perhaps not surprising that inconsistent results have been
obtained. Alleles that increase the ability of FcRIIA to bind
IgG2 or FcRIIIA to bind IgG1 might be expected to cor-
relate with disease severity in some populations. Indeed,
these types of associations have been reported in some
studies but not in others. These variable results have of-
ten been explained as an indication that other genes may
be in linkage disequilibrium with the FcR alleles under in-
vestigation. This is a plausible explanation when viewed in
light of the autoimmunity susceptibility genes mapping in
or near the region of the FcR genes, chromosome 1q21-24
(129). This region of chromosome 1 has been implicated
in a variety of human and murine linkage studies. For ex-
ample, the Sle1 alleles derived from NZB flank the FcRIIB
gene and form a linkage group with the ability to break
tolerance to nuclear antigens, resulting in production of
antichromatin antibodies. Epistatic interactions between
FcRIIB and lupus susceptibility genes have been demon-
strated in the murine lupus model of B6.RIIB. Crossing the
yaa gene to this strain accelerates the development of dis-
ease; 50% survival is decreased from 8 months to 4 months,
with 100% fatality by 8 months. This increase in severity
correlates with a change in the specificity of the autoanti-
bodies, from diffuse antinuclear antibodies to antibodies
that stain with a punctate, nucleolar pattern on antinuclear
antibody staining. Recently, it has been shown that the yaa
susceptibility locus contains a duplication of the Toll-like
receptor 7 (TLR7) gene in the pseudoautosomal region of
the Y chromosome (130). Moreover, TLR7 and TLR9, with
their ability to recognize potential self antigens such as
RNA or DNA, respectively, were shown to be important
components in the generation of pathogenic autoreactive
antibodies (131,132).

Recent studies have identified two types of polymor-
phisms in the FcRIIB gene that are associated with SLE.
Promoter polymorphisms have been described resulting
in reduced expression of RIIB on activated B cells in both
mouse and human SLE populations (85,133). In addition,
a polymorphism in the transmembrane domain of FcRIIB
has been identified that is associated with susceptibility to
SLE in Japanese populations. This polymorphism results
in an RIIB protein with reduced ability to enter lipid rafts
and thus behaves as a hypomorphic allele for inhibitory
function.

Together, these studies point to FcRIIB as a suscepti-
bility factor in the development of autoimmunity, with the
ability to interact with other susceptibility factors to mod-
ify both the afferent and efferent limbs of the autoimmune
response

Inflammation

Antibody-mediated inflammatory diseases have been
clearly demonstrated to involve the coupling of pathogenic
autoantibodies or immune complexes to cellular FcRs.
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Therapeutics targeted to disrupt these interactions are
in development, beginning with a monoclonal antibody
to human IgE that functions to reduce IgE binding to
its high-affinity receptor and thereby prevent allergic and
anaphylactic reactions (134). Because IgE is required for
the survival of mast cells as well as in the regulation of
FcεRI expression, reduction in IgE has synergistic effects
on the ligand, receptor, and effector cell. The success of
this approach will undoubtedly lead to other approaches
that target the receptor or its signaling pathway. Blocking
Fcγ RIIIA or IIA is expected to mimic the phenotype of
FcRγ -deficient animals in models of IgG-induced disease.
Early attempts to use this approach in ITP were promis-
ing but limited by the cross-reactivity to receptors on neu-
trophils, which led to neutropenia and the development
of immune response to the murine antibody (135). De-
velopment of second-generation anti-FcRIIIA antibodies
with greater specificity and reduced toxicity now appears
to be a viable approach for the treatment of autoimmune
diseases.

An alternative approach to limiting the activation of
FcRs is to use the endogenous inhibitory pathway to ab-
rogate IgE or IgG activation of their cognate receptors
through coligation to Fcγ RIIB. This mechanism has been
proposed to explain the ability to induce desensitization
for the treatment of allergic diseases (33,136). Inducing
production of IgG antibodies to an allergen may facilitate
cross-linking of Fcγ RIIB to FcεRI. The ability to exploit
the inhibitory pathway to reduce the activity of activation
Fcγ Rs has been demonstrated to account for some of the
anti-inflammatory activity associated with high-dose intra-
venous γ -globulin (IVIG), which consists of the pooled IgG
fraction of serum from thousands of donors (58). The use
of IVIG for the treatment of ITP and other autoimmune
diseases is well established, although the mechanism of
action has been elusive. In murine models of ITP, arthritis,
and nephritis, it has been demonstrated that protection
by IVIG depends on the presence of FcRIIB; deletion
of FcRIIB or blocking FcRIIB by a monoclonal anti-
body eliminates the ability of IVIG to protect the animal
against an inflammatory response (58,60,66). IVIG was
demonstrated to lead to the in vivo induction of FcRIIB
on splenic effector macrophages, which would raise the
threshold required for platelet clearance by FcRIII on
these cells (60). Recently it has become clear that the
sialic acid–rich fraction of IgG antibodies in the IVIG
preparation is responsible for the antiinflammatory ac-
tivity and Fcγ RIIB upregulation (66). Together with pre-
vious data on the dependence of FcRIIB upregulation
on effector macrophages on CSF-1–dependent, so-called
sensor macrophages, this suggests a two-cell model for
the mechanism of IVIG activity (Figure 22.7). In this
model, sialic acid–rich IVIG binds to a receptor on sen-
sor macrophages, which in turn induces upregulation
of FcRIIB on effector macrophages, thereby raising the

threshold for activation. In addition, inducing expression
of FcRIIB might be a clinically feasible approach and could
be effective at modulating pathogenic autoantibodies
from activation effector cell responses through activating
FcRs.

Studies on the FcαRI receptor have demonstrated a role
for this molecule in the pathogenesis of IgA nephropa-
thy, in which circulating macromolecular complexes are
deposited in the mesangium, resulting in hematuria and
eventually leading to renal failure. Soluble FcαRI is found
in the circulating IgA complexes, which suggests a role
for the receptor in the formation of these pathogenic
complexes. A transgenic mouse expressing FcαRI spon-
taneously develops IgA nephropathy resulting from the in-
teraction of polymeric mouse IgA and the human FcαRI
receptor to release soluble receptor–IgA complexes, which
leads to deposition in the mesangium and the sequelae of
IgA neuropathy.

SUMMARY AND CONCLUSIONS

Receptors for the Fc of immunoglobulins provide an es-
sential link between the humoral and adaptive response,
translating the specificity of antibody diversity into cel-
lular responses. These receptors mediate their biologi-
cal responses through the coupling of Fc recognition to
ITAM/ITIM-based signaling motifs. A diverse array of bi-
ological responses depends on the FcR system, influenc-
ing both the afferent and efferent limbs of the immune
response. Detailed biochemical, structural, and molecu-
lar biological data have provided a thorough understand-
ing of how these receptors are regulated, are assembled,
bind their ligand, and transduce specific cellular signals.
FcRs play a significant role in vivo in maintaining periph-
eral tolerance by limiting the accumulation of autoreactive
B cells that escape central tolerance checkpoints, such as
light-chain editing, or that potentially arise during somatic
hypermutation in germinal centers, in modulating T-cell
responses by regulating both antigen presentation and
maturation by dendritic cells, and in mediating the cou-
pling of antigen recognition to effector cell activation.
They are the primary pathways by which pathogenic
IgG and IgE antibodies trigger inflammatory responses
in vivo. Allergic reactions, cytotoxic IgG responses, and
immune complex–mediated inflammation are all crit-
ically dependent on FcR cross-linking and have re-
sulted in a fundamental revision of the mechanisms
underlying such classic immunologic responses as the
Arthus reaction. Blocking of these receptors uncouples
the pathogenic potential of autoantibodies and repre-
sents an important new therapeutic target for the de-
velopment of anti-inflammatory therapeutic agents. Cen-
tral to the correct functioning of these responses is
the balance that is maintained through the pairing of
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FIGURE 22.7 Two-cell model for the antiinflam-
matory activity of intravenous γ -globulin (IVIG).
Sialic acid–rich antibodies in the IVIG preparation
bind to an as-yet-unknown cell surface receptor on
CSF-1–dependent sensor macrophages. This leads to
the upregulation of the inhibitory Fcγ RIIB on effec-
tor macrophages, which results in a higher threshold
for cell activation and thus inhibits the release of in-
flammatory mediators and tissue destruction. Falk
Nimmerjahn is supported by grants from the DFG
and Baygene.

activation and inhibitory receptors that coengage the IgG
ligand; perturbations in either component can result in
pathologic responses. The study of FcRs defined the ubiq-
uitous inhibitory motif, the ITIM, and provided a paradigm
for how these pathways modulate ITAM-based activation
responses. Studies in mice deficient in individual FcRs
have provided the necessary insights for defining compara-
ble activities in human autoimmune diseases and suggest
ways in which manipulation of the IgG–FcR interaction
may lead to new classes of therapeutics for the treatment
of these diseases. Modulation of the inhibitory response,
a novel activity associated with IVIG to account for some
of its anti-inflammatory activity in vivo, represents a novel
approach to the regulation of immunoglobulin-mediated
inflammation and suggests that therapeutic agents based
on those pathways are likely to be effective. Conversely, en-
gineering of therapeutic antibodies targeted to eliminate
infectious or neoplastic disease will probably benefit from
optimization of their Fc domains for interaction with spe-
cific FcRs.
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OVERVIEW AND ISSUES OF
NOMENCLATURE

Cytokines are proteins that are secreted by cells and exert
actions on either the cytokine-producing cell (autocrine ac-
tions) or on other target cells (paracrine actions) by bind-
ing to and transducing signals through specific cell surface
receptors. From this operational type of description, it is
clear that the distinction among cytokines, growth factors,
and hormones is imprecise, even though all are secreted
proteins. As a generalizaiton, cytokines and growth factors
are similar, except that the term cytokine typically refers to
a molecule involved in host defense that has actions on
white blood cells (leukocytes), whereas the term growth
factor more often refers to molecules acting on other so-
matic cell types. Cytokines generally act locally. For exam-
ple, in the interaction between a T cell and an antigen-
presenting cell, cytokines are produced and usually exert
potent actions locally, with rather limited biologic half-
lives in the circulation. In contrast, hormones are released
and then disseminated via the bloodstream throughout the
body, with actions on many distal target organs. Neverthe-
less, this distinction between cytokines and hormones is
not absolute, with certain cytokines acting at longer dis-
tances as well.

In the immune system, terms such as monokines and
lymphokines were originally devised to identify the cel-
lular source for cytokines (1). Specifically, monokines in-
cluded molecules such as interleukin-1 (IL-1), which was
first recognized as being produced by monocytes, and lym-
phokines included molecules such as IL-2, which was first
described as a T-cell growth factor produced by T lympho-
cytes. The monokine/lymphokine nomenclature has obvi-
ous limitation when a cytokine is synthesized by more than
one type of cell. This resulted in the adoption of the term
cytokine, as proposed by Stanley Cohen in 1974 (2,3). The
term cytokine refers to a protein made by a cell (“cyto”)
that acts on target cells. Cytokines can have very broad
ranges of actions, including effects on cell growth, cell dif-
ferentiation, cytolytic activity of effector cells, apoptosis,
and chemotaxis.

Many cytokines are referred to as interleukins, a term
that refers to molecules that are produced by one leuko-
cyte and act on another (4). Analogous to the inadequacy
of the terms monokine and lymphokine, however, some in-
terleukins (e.g, IL-1 and IL-6) are additionally produced
by cells other than leukocytes and/or can exert actions
on other cell types extending beyond the immune system.
IL-7 is not ideally named, as it is a cytokine that is pro-
duced by stromal/epithelial cells rather than by typical
leukocytes. Furthermore, nomenclature has also been in-
consistent. For example, IL-7 is highly related to another
cytokine that is denoted as thymic stromal lymphopoietin
(TSLP) rather than as an interleukin (both are discussed
later). Indeed, both are stromal factors that share a recep-
tor component and have overlapping actions on T and B
cells, but their very different types of names obscures these
facts. The more descriptive name TSLP correctly describes
its production by thymic stroma but obcures its production
by skin epithelial cells and that major target cells include
dendritic cells and CD4+ T cells.

Among the many different cytokines, the “type I” cy-
tokines share a similar four–α-helical–bundle structure,
as detailed later, and correspondingly, their receptors also
share characteristic features that have led to their descrip-
tion as the cytokine receptor superfamily, or type I cytokine
receptors (5,6,7,8). Although many interleukins are type I
cytokines, this is not true for all. For example, two of the
major “proinflammatory cytokines,” IL-1 and IL-6, are in-
terleukins, but IL-6 is a type I cytokine whereas IL-1 is not
(IL-1 is discussed in Chapter 24). TUF (see Chapter 25)
is yet another very different type of proinflammatory cy-
tokine. One interleukin, IL-8, is a CXC-family chemokine
(see Chapter 26), an entirely different type of molecule in-
volved in chemotaxis. Moreover, as discussed later, IL-10,
IL-19, IL-20, IL-22, IL-24, IL-26, IL-28, and IL-29 are more
similar to interferons and are denoted as type II cytokines.

In summary, the term interleukin indicates a relation-
ship to leukocytes, whereas the identification of a cytokine
as a type I or type II cytokine indicates general proper-
ties of the three-dimensional structure of the cytokine.
Knowing that a molecule is a type I cytokine is instructive,
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as it indicates a likely general structure for the cytokine
receptor as well as the mechanism of signal transduction.
In contrast, the identification of a molecule as an inter-
leukin provides little information other than that it typ-
ically, but not always, is a type I or type II cytokine of
immunologic interest.

In addition to molecules that are primarily of immuno-
logic interest, other extremely important proteins, such as
growth hormone, prolactin, erythropoietin (Epo), throm-
bopoietin (Tpo), and leptin, are also type I cytokines and
their receptors are type I cytokine receptors. Despite hav-
ing major actions outside the immune system, these cy-
tokines nevertheless share important signal transduction
pathways with type I cytokines whose actions are primarily
of immunologic interest. By focusing on type I cytokines
and their receptors, this chapter necessarily focuses on cy-
tokines that are evolutionarily related and that share com-
mon signaling pathways, instead of focusing on common
functions per se. For example, although IL-6 has overlap-
ping actions with IL-1 and TNF-α, these latter proinflam-
matory cytokines are discussed elsewhere because they are
not type I cytokines, and the signaling pathways they use
are distinct from those used by IL-6. This illustrates the
important concept that similar end functions can be me-
diated via more than one type of signaling pathway. This is
not to minimize the observation that many type I cytokines
in fact do have similar/overlapping functions, as detailed
later, in the section on cytokine redundancy.

The field of interferon (IFN) research is older than the
cytokine field, but both fields more recently have developed
in parallel. In fact, one should perhaps simply consider the
IFNs to be the first cytokines that were identified. IFN was
originally discovered as an antiviral activity in 1957. This
turned out to be type I IFN (IFN-α/β). Type II IFN (IFN-γ )
was discovered in 1965. Over time, it was recognized that
type I cytokines and IFNs/type II cytokines share a num-
ber of common features. It is noteworthy that a number
of years ago, the International Interferon Society changed
its name to the International Society of Interferon and Cy-
tokine Research and that the International Cytokine Soci-
ety focuses on the IFNs as well as cytokines, underscoring
the common features, both in basic science and clinically,
of IFNs and cytokines.

TYPE I CYTOKINES AND THEIR RECEPTORS

Type I Cytokines—Structural
Considerations

Type I cytokines typically share only limited amino acid
sequence identity, but strikingly, all type I cytokines whose
structures have been solved by nuclear magnetic reso-
nance (NMR) and/or x-ray crystallographic methods are
known to achieve similar three-dimensional structures

FIGURE 23.1 Schematic of four–α-helical–bundle cytokines.
Schematic drawing showing typical short-chain and long-chain
four-helical-bundle cytokines. Although these both exhibit an
“up-up-down-down” topology to their four α helices, note that
in the short-chain cytokines, the AB loop is behind the CD loop,
whereas in the long-chain cytokines the situation is reversed. See
text. The figure was provided by Dr. Alex Wlodawer, National
Cancer Institute.

(5,6,7,8). Moreover, type I cytokines whose structures have
not yet been solved also appear, based on modeling and
comparison to the solved structures, to achieve similar
three-dimensional structures (5,6,7,8). Type I cytokines
contain four α helices and thus are designated as four–α-
helical–bundle cytokines (Figure 23.1). Within their struc-
tures, the first two and last two α helices are each con-
nected by long-overhand loops. This results in these cy-
tokines achieving an “up-up-down-down” topologic struc-
ture, as the first two helices (A and B) can be oriented in an
“up” orientation and the last two helices (C and D) can be
oriented in a “down” orientation, as viewed from the NH2-
to COOH-terminal direction. As shown in Figure 23.1, the
N and C termini of the cytokines are positioned on the
same part of the molecule.

Type I cytokines fall into two groups, known as “short-
chain” and “long-chain” four–α-helical–bundle cytokines,
based on the lengths of the α helices (8). Some of the
short-chain cytokines include IL-2, IL-3, IL-4, IL-5, GM-
CSF, IL-7, IL-9, IL-13, IL-15, IL-21, M-CSF, SCF, and
TSLP, whereas long-chain cytokines include growth hor-
mone, prolactin, erythropoietin, thrombopoietin, leptin,
IL-6, IL-11, leukemia-inhibitory factor (LIF), oncostatin M
(OSM), ciliary neurotrophic factor (CNTF), cardiotrophin-
1 (CT-1), novel neurotrophin-1/B cell-stimulating factor-3/
cardiotrophinlike factor (NNT-1/BSF-3/CLC), and G-CSF
(Table 23.1) (8,9). The α helices are approximately 15
amino acids long in short-chain helical cytokines and 25
amino acids long in long-chain cytokines. Aditional differ-
ences include differences in the angles between the pairs of
helices, and the AB loop is “under” the CD loop in the short
cytokines, but “over” the CD loop in the long cytokines
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◗ TABLE 23.1 Four-Helical-Bundle Cytokines

Short-Chain Cytokines Long-Chain Cytokines

IL-2 IL-6
IL-4 IL-11
IL-7 Oncostatin M
IL-9 Leukemia-inhibitory factor
IL-13 CNTF
IL-15 Cardiotropin-1
IL-21 NNT-1/BSF-3
TSLP
IL-3 Growth hormone
IL-5a Prolactin
GM-CSF Erythropoietin

Thrombopoietin
M-CSFa,b Leptin
SCFb G-CSF

aDimers.
bDifferent from the other four-helical-bundle cytokines in that the M-CSF

and SCF receptors (CSF-1R and c-kit, respectively) have intrinsic tyrosine
kinase activity and are not type I cytokine receptors.

(Figure 23.1) (7,8,10). Moreover, short-chain cytokines
have β structures in the AB and CD loops, whereas long-
chain cytokines do not.

The division of type I cytokines into short-chain and
long-chain cytokines has evolutionary considerations and
also correlates with grouping of receptor chains for these
two subfamilies of type I cytokines. An analysis of short-
chain cytokines has revealed that 61 residues comprise the
family framework, including most of the 31 residues that
contribute to the buried inner core. The similarities and
differences in the structures of IL-2, IL-4, and GM-CSF
have been carefully analyzed (5). Among these cytokines,
there is considerable variation in the intrachain disulfide
bonds that stabilize the structures. For example, IL-4 has
three intrachain disulfide bonds, GM-CSF has two, and
IL-2 has only one. In IL-4, the first disulfide bond (between
Cys 24 and Cys 65) connects loop AB to BC, the second
disulfide bond (between Cys 46 and Cys 99) connects helix
B and loop CD, and the third disulfide bond (between Cys
3 and Cys 127) connects the residue preceding helix B with
helix D. In GM-CSF, the N terminus of helix B and the N
terminus of β-strand CD are connected by one disulfide
bond, whereas the other disulfide bond connects the C ter-
minus of helix C and a strand following helix D. In IL-2,
a single essential disulfide bond between Cys 58 and Cys
105 connects helix B to strand CD. Thus, each cytokine has
evolved distinctive disulfide bonds to stabilize its structure,
although it is typical that helix B is connected to the loop
between helices C and D. The structures formed by helices
A and D are more rigorously conserved than those formed
by helices B and C, primarily because of the interhelical
angles; helix D and the connecting region are the most
highly conserved elements among the three cytokines (5).

This is of particular interest because the regions of type
I cytokines that are most important for cytokine receptor
interactions (based on analogy to the growth-hormone re-
ceptor structure, see later), include helices A and D and
residues in the AB and CD loops, whereas helices B and C
do not form direct contacts (5).

Certain variations on these typical four–α-helical–
bundle structures can occur. For example, IL-5 is unusual
in that it is a dimer positioned in a fashion so that the ends
containing the N and C termini are juxtaposed (11). He-
lix D is “exchanged” between the two covalently attached
monomers so that helix D of each molecule actually forms
part of the four-helix bundle of the other (11). M-CSF is
also a dimer, but no exchange of helix D occurs (10).

The interferons form related albeit distinctive struc-
tures from type I cytokines and are designated as type II
cytokines (8). IFN-β has an extra helix that is positioned
in place of the CD strand (12). IFN-γ is a dimer, each
of which consists of six α helices (13), as can be seen in
Figure 23.2. Two of these helices are interchanged, includ-
ing one from each four–α-helical bundle (10,13). IL-10,
which is closely related to IFN-γ , has a similar structure
(14), and it can be predicted that more recently identified
IL-10–like molecules, including IL-19, IL-20, IL-22, IL-24,
IL-26, IL-28, and IL-29, have similar structures. Interest-
ingly, although not universally the case, the majority of
four α-helical cytokines have four exons, with helix A in
exon 1, helices B and C in exon 3, and helix D in exon 4
(7). A related organization is found for IFN-γ , as well as
for the long-chain helical cytokines, growth hormone and
G-CSF. However, there are exceptions; for example, IL-15
is divided into nine exons, whereas the IFN-α and IFN-β
are encoded by single exons.

FIGURE 23.2 Structure of the IFN-γ receptor. Shown are rib-
bon diagrams of the structures of the IFN-γ /IFN-γ receptor com-
plex as an example of a type II cytokine/cytokine receptor. In the
IFN-γ receptor, only IFNGR-1 complexed to the IFN-γ dimer is
shown, as the full structure with IFNGR-2 is not available. See
text for discussion of the structure. The IFN-γ -IFNGR-1 struc-
ture is from (287). The figure was provided by Dr. Alex Wlodawer,
National Cancer Institute.
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Receptors for Type I Cytokines

The first report suggesting that type I cytokines interacted
with receptors with similar features identified similarities
in the sequences of the erythropoietin receptor and the
IL-2 receptor β chain (15), and subsequent analysis of
a large number of type I cytokine receptors much more
clearly established the existence of these receptors as a
superfamily (16). Type I cytokine receptors are generally
type I membrane-spanning glycoproteins (N terminus ex-
tracellular, C terminus intracellular). The only exceptions
are proteins such as the CNTF receptor α chain (see later),
which lacks a cytoplasmic domain and instead has a GPI
anchor; however, the orientation of this protein is other-
wise similar to that of a type I membrane protein. In their
extracellular domains, a number of conserved features
have been noted (Table 23.2). These include four conserved
cysteine residues that are involved in intrachain disulfide
bonding, and a tryptophan residue, located two amino
acids C-terminal to the second conserved cysteine. In ad-
dition, a membrane-proximal region WSXWS (Trp-Ser-
X-Trp-Ser) motif is generally conserved, although again
exceptions exist: for example, in the growth hormone re-
ceptor, the motif is a substantially different YGEFS (Tyr-
Gly-Glu-Phe-Ser) sequence, and in the IL-23R, it is a more
similar WQPWS (Trp-Gln-Pro-Trp-Ser) motif. In some
cases, such as the common cytokine receptor β chain, βc,
shared by the IL-3, IL-5, and GM-CSF receptors (see later),
the extracellular domain is extended, with a duplication
of the domains containing the four conserved cysteines
and the WSXWS motif. Another shared feature of type I
cytokine receptors is the presence of fibronectin type III
domains.

The two pairs of conserved cysteine residues are typi-
cally encoded in two adjacent exons, and the exon contain-
ing the WSXWS motif is typically just 5′ to the exon en-
coding the transmembrane domain. Although serines can
be encoded by six different codons (i.e, sixfold degeneracy
in codon usage), only two of these (AGC and AGT) domi-
nate as the codons used for the serines in WSXWS. All of
these features indicate a common ancestral type I cytokine
receptor.

◗ TABLE 23.2 Features Common to Type I
Cytokine Receptors

Extracellular domain

1. Four conserved cysteine residues, involved in intrachain disulfide
bonds

2. WSXWS motif
3. Fibronectin type III modules

Cytoplasmic Domain

1. Box 1/Box 2 regions—The Box 1 region is a proline-rich region that
is involved in the interaction of Janus family tyrosine kinases.

Overall, analogous to limited sequence identity between
type I cytokines, there is only limited sequence identity
among type I receptor molecules. Nevertheless, they ap-
pear to form similar structures, based on the known struc-
tures for the receptors for growth hormone, prolactin,
erythropoietin, IL-4, and IL-2 (17,18–20,21), and the mod-
eling of other cytokine receptor molecules based on the
known structures. The cytokines and their receptors have
presumably coevolved, with the differences in amino acid
sequences between different cytokines allowing for their
distinctive interactions with their cognate receptor chains.
Despite amino acid differences, there are several sets of
cytokines that coevolved to interact with shared receptor
chains, thus forming type I cytokine and cytokine receptor
subfamilies (8).

In addition to the above-noted similarities in the ex-
tracellular domains, there are sequence similarities that
are conserved in the cytoplasmic domain of cytokine re-
ceptors. In particular, membrane-proximal “Box 1/Box 2”
regions are conserved (Table 23.2), with the proline-rich
Box 1 region being the most conserved (22). This will be
discussed in greater detail later, related to its role in the
binding of Jak kinases.

Type I Cytokine Receptors Are
Homodimers, Heterodimers, or
Higher-order Receptor Oligomers

The first cytokine receptor structure solved was that for
growth hormone (Figure 23.3) (17). Prior to the x-ray crys-
tallographic analysis, it was believed that growth hormone
bound to its receptor with a stoichiometry of 1:1. Remark-
ably, however, the x-ray crystal solution structure revealed
that a single growth hormone molecule interacted with a

FIGURE 23.3 Structure of the growth hormone receptor.
Shown are ribbon diagrams of the structure of the growth hor-
mone receptor as an example of a type I cytokine receptor. For
growth hormone, both growth hormone receptor monomers are
shown. See text for discussion of the structures. The growth hor-
mone/growth hormone receptor structure is from (17). The figure
was provided by Dr. Alex Wlodawer, National Cancer Institute.
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dimer of the growth hormone receptor, in which each re-
ceptor monomer contributes a total of seven β strands.
Perhaps the most striking finding was that totally differ-
ent parts of the growth hormone molecule interacted with
the same general region of each receptor monomer. The
three-dimensional x-ray crystal structure for the growth
hormone/growth hormone receptor complex is shown in
Figure 23.3. Solving the structure also clarified the basis
for the assembly of the growth hormone receptor complex
(17). Growth hormone appears first to interact with one
receptor monomer via a relatively large and high-affinity
interaction surface (site I), spanning approximately 1,230
Å2. A second receptor monomer then interacts with the
growth hormone/growth hormone receptor complex via
two contact points—one on growth hormone (spanning
approximately 900 Å2) (site II), and the other on the first
receptor monomer (spanning approximately 500 Å2) (site
III), located much more proximal to the cell membrane.
Thus, a total of three extracellular interactions are respon-
sible for the formation and stabilization of the growth
hormone/growth hormone receptor complex. Mutations
in critical residues in site I should prevent growth hor-
mone binding to its receptor, whereas inactivating muta-
tions in site II can be predicted to prevent dimerization
and signal transduction. These considerations indicate a
basis by which different classes of antagonists might be
identified.

The growth hormone/growth hormone receptor struc-
ture revealed that the growth hormone receptor extracel-
lular domain is composed of two fibronectin type III mod-
ules, each of which is approximately 100 amino acids long
and contains seven β strands, resulting in the formation of
an immunoglobulinlike structure. The contact surface be-
tween ligand and receptor occurs in the hinge region that
separates these two fibronectin type III modules. Analysis
of a growth hormone/prolactin receptor complex revealed
the anticipated similar structure for the prolactin receptor
(18).

The growth hormone/growth hormone receptor struc-
ture was not only of great importance for the growth hor-
mone field, it also served as a paradigm for the structures of
other type I cytokine receptors. As a receptor homodimer,
it immediately served as a model for other homodimers,
such as the erythropoietin receptor, whose structure was
solved (19) using a small protein mimetic (20-amino acid–
long peptide) of erythropoietin (23). The erythropoietin re-
ceptor structure is similar to that of the growth hormone
receptor, although the “site III” stem region interaction sur-
face in the erythropoietin receptor is much smaller than
that in the growth hormone receptor, comprising only 75
Å2 (19).

In addition to the structural similarities for the growth
hormone and erythropoietin receptors and perhaps other
homodimeric type I cytokine receptors, a similar struc-
ture was achieved by the heterodimeric growth hormone/

growth hormone receptor/prolactin receptor structure
(18), in which one of the growth hormone receptor
monomers is replaced by a prolactin receptor molecule.
Thus, the growth hormone/growth hormone receptor sys-
tem is one in which two surfaces of growth hormone in-
teract either with two identical monomers of growth hor-
mone or with two nonidentical monomers in the case of the
growth hormone receptor/prolactin receptor heterodimer.

It can be hypothesized that cytokine receptor systems
with a homodimeric receptor are evolutionarily older than
those with heterodimeric receptors, and that the coordina-
tion of two different receptor chains in heterodimeric re-
ceptors would have evolved in order to allow higher levels
of specialization. In this regard, it is interesting that growth
hormone and erythropoietin, whose actions are vital for
growth and erythropoiesis, bind to receptors that are both
homodimers, whereas the heterodimeric structures that
typify the immune system are perhaps more “specialized”
functions that arose later in evolution.

Interestingly, all type I cytokines known to interact
with homodimers (growth hormone, prolactin, erythro-
poietin, and G-CSF) are long-chain helical cytokines, al-
though other long-chain helical cytokines (e.g, the cy-
tokines whose receptors contain gp130; see later) interact
with heteromeric receptors. The short-chain cytokines that
signal through homodimers are stem cell factor (SCF) and
M-CSF, but in these cases the receptors (c-kit and CSF-1R,
respectively) are different from type I cytokine receptors in
that they contain intrinsic tyrosine kinase domains. Thus,
SCF and M-CSF are not typical type I cytokines, and all
other short-chain cytokines signal through heterodimers
or more complex receptor structures (e.g, IL-2 and IL-15
receptors have three components).

Heterodimeric receptors are involved when site II on a
cytokine has evolved to a point at which it interacts with a
different receptor molecule than site I. This latter situation
is the case for many cytokines, including all short-chain
type I cytokines except for SCF and M-CSF. Overall, several
sets of type I cytokines fall into distinct groups, wherein
each group shares at least one common receptor com-
ponent. This phenomenon is observed for certain sets of
both short-chain and long-chain four–α-helical–bundle cy-
tokines, and depending on the set of cytokines, the shared
chain interacts either with site I or with site II.

The structures of the low- and high-affinity forms of
the IL-2 receptor have now been solved (21,24). These
are valuable structures in that they include the first com-
plete structure for a short-chain cytokine/receptor com-
plex (25). Moreover, they are of added interest in that
the low-affinity receptor involves the interaction of IL-2
with IL-2Rα, which is not a type I cytokine receptor pro-
tein but instead is a distinctive sushi domain–containing
protein, whereas the high-affinity receptor includes not
only IL-2Rα but also IL-2Rβ and γ c, which are both type
I cytokine receptor proteins that are shared either with
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FIGURE 23.4 Structure of the
high-affinity IL-2 receptor. This
is the first structure for a short-
chain type I cytokine complexed
to its complete receptor. It is par-
ticularly interesting in that it in-
cludes the sushi domain contain-
ing the IL-2Rα chain as well.
Reprinted from (21) with permis-
sion of Dr. Garcia and Science
magazine.

IL-15 (IL-2Rβ) or with IL-4, IL-7, IL-9, IL-15, and IL-21(γ c)
(26), as discussed later. In the structure of IL-2 bound to
its high-affinity receptor (Figure 23.4), there is a long pep-
tide connecting the IL-2Rα globular head and transmem-
brane segment, allowing the binding site on this protein
to extend relatively far from the cell surface in order to
bind the dorsal surface of IL-2. Both the IL-2/IL-2Rα and
IL-2/IL-2Rβ contacts are independent, and IL-2Rα does
not appear to contact either IL-2Rβ or γ c; however,
IL-2 and IL-2Rβ together form a composite surface with
γ c, somewhat analogous to the composite surface formed
by growth hormone and one growth hormone receptor
monomer for binding to a second monomer. As antic-
ipated, the surface interaction between IL-2 and γ c is
smaller than that between IL-2 and either of the other
chains.

TYPE I CYTOKINE RECEPTOR FAMILIES
AND THEIR RELATIONS

Cytokines That Share the Common
Cytokine Receptor γ Chain (IL-2, IL-4, IL-7,
IL-9, IL-15, and IL-21)

The receptors for six different immunologically important
cytokines, IL-2, IL-4, IL-7, IL-9, IL-15, and IL-21, share the
common cytokine receptor γ chain, γ c (CD132) (27–29,
30,31,32,33,34,35; reviewed in 26,36). These cytokines are
all short-chain four–α-helical–bundle cytokines; basic fea-
tures of these cytokines are summarized in Table 23.3. In
the following, the properties of these cytokines and their
unique receptor chains are summarized, followed by a dis-
cussion of the discovery that they share a common receptor
component and the implications thereof.

Mature IL-2 is a 133-amino acid–long peptide that is
produced by activated CD4+ T lymphocytes and is the ma-
jor T-cell growth factor, in keeping with its original discov-
ery as a T-cell growth factor (TCGF) (37). IL-2 has other

important actions as well (Table 23.3) (25). For example, it
can increase immunoglobulin synthesis and J-chain tran-
scription in B cells (38–40), potently augment the cytolytic
activity of natural killer (NK) cells (41,42,43) and induce
the cytolytic activity of lymphokine-activated killer (LAK)
cells, promote the elimination of auto-reactive cells in a
process known as antigen-induced (or activation-induced)
cell death (AICD; see Chapter 27) (25,40,44), promote the
differentiation of regulatory T cells (Treg cells) (45) (see
Chapter 30), cells that suppress inappropriate responses
and are important for immunologic tolerance (see Chapter
29), and it is important for proper T-helper cell differentia-
tion. Interestingly, IL-2 can also prime CD8+ T cells during
a primary response to undergo enhanced proliferation in
vivo during a secondary response (46,47).

IL-2 is particularly important historically, as it is the first
type I cytokine that was cloned (48), the first type I cytokine
for which a receptor component was cloned (49,50), and
was the first short-chain type I cytokine whose receptor
structure was solved (21). Many general principles have
been derived from studies of this cytokine, including its
being the first cytokine demonstrated to act in a growth
factor–like fashion through specific high-affinity receptors,
analogous to the growth factors being studied by endocri-
nologists and biochemists (40,51).

Although IL-2 is not produced by resting T cells, its
production is rapidly and potently induced following anti-
gen encounter with resting T cells. As a result, transcrip-
tion and synthesis of IL-2 are often used as indicators of
successful T-cell receptor–mediated cellular activation. Al-
though the antigen determines the specificity of the T-cell
immune response, the interaction of IL-2 with high-affinity
IL-2 receptors regulates the magnitude and duration of
the subsequent response, based on the amount of IL-2
produced, the levels of high-affinity receptors expressed,
and the duration of IL-2 production and receptor expres-
sion. IL-2 can act in either an autocrine or paracrine fash-
ion, depending on whether the producing cell is also the
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◗ TABLE 23.3 Features of Cytokines Whose Receptors Share γc

Chromo.
Cytokine Major Source Sizea Actions Location (h/m) Genomic Org

IL-2 Activated T cells (Th1 cells) h153 aa/20aa T-cell growth factor 4q26-27/3 4 exons
m169aa/20aa B-cell growth, Ig production, J-chain

expression
15.5 kDa Induce LAK activity

Induce tumor-infiltrating lymphocyte
activity

Augment NK activity
Critical role in antigen-induced cell death

(AICD)
Stimulate macrophage/monocyte

antitumor effects

IL-4 Activated T cells (Th2 cells) h153/24 aa B-cell proliferation 5q31.1/11 4 exons
m140 aa/20 aa Ig class switch—IgG1, IgE production
18 kDa Augment MHC II, Fcε receptors

CD4+NK1.1+ natural T cells IL-4Rα and IL-2Rβ expression
Th2 cell differentiation
Antitumor effects

IL-7 Stromal cells h177 aa/25aa Thymocyte growth 8q12-13/3 6 exons
m154aa/25aa T-cell growth
17–25 kDa Pre-B cell growth in mice but not humans

Survival and growth of peripheral T cells
IL-9 Activated helper T cells h144aa/18aa Th-helper clones 5q31-35/13 5 exons

m144aa/18aa Erythroid progenitors
14 kDa B cells

Mast cells
Fetal thymocytes

IL-15 Monocytes and many cells
outside the immune
systemb

h162aa/48aa Mast-cell growth 4q31/8 9 exons
m162aa/48aa NK-cell development and activity
14–15 kDa T-cell proliferation

IL-21 Activated CD4+ T cells h162aa/31 aa Comitogen for T-cell proliferation 4q67-27
TFH cells m146aa/24 aa Inhibits B-cell proliferation to

anti-IgM + IL-4
NKT cells Augments B-cell proliferation to

anti-CD40
Th17 cells Conflicting reports related to NK cells

Cooperates with IL-7 and IL-15 to expand
CD8 cells

Antitumor effects
Drives terminal B-cell differentiation to

plasma cells
Proapoptotic for B and NK cells

ah and m refer to human and murine, respectively. The number of amino acids refers to the length of the open reading
frame/length of signal peptide. The number of amino acids in the mature protein is therefore the difference between
these numbers. Note that for IL-15, residues 1–29 have been identified as a signal peptide and residues 30–48 as a
propeptide.

bMore IL-15 mRNA is produced in skeletal muscle, kidney, placenta, and lung than in thymus or spleen. It is important to
note, however, that IL-15 mRNA is widely expressed without concomitant production of IL-15 protein, so the source of
biologically meaningful IL15 may be more limited.

responding cell or whether the responding cell is a non-
producing cell. The gene encoding IL-2 is located on chro-
mosome 4 (52), and, like many other helical cytokines, its
gene consists of four exons (7).

IL-2 binds to three different classes of receptors. These
are formed by different combinations of three different

chains, IL-2Rα (49,50,53), IL-2Rβ (54,55,56,57), and a pro-
tein initially called IL-2Rγ (27) but now known as the com-
mon cytokine receptor γ chain, γ c (26,28). The different
classes of IL-2 receptors are discussed in the following.

Like IL-2, IL-4 is produced primarily by activated
CD4+ T cells (58). IL-4 is also produced by CD4+NK1.1+
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“natural” T cells, denoted as NKT cells (59), and by mast
cells and basophils (58). IL-4 is the major B-cell growth
factor, and it promotes immunoglobulin class switch, en-
hancing the production and secretion of mouse IgG1 (hu-
man IgG4) and being essential for the production of IgE
(58). IL-4 is involved in the physiologic response to para-
sites, including helminths, and for allergen sensitization.
IL-4 induces expression of class II major histocompatibil-
ity complex (MHC) molecules and increases cell surface
expression of the CD23 (the low-affinity IgE receptor) on
B cells. In addition to its actions on B cells, IL-4 can also act
as a T-cell growth factor, inducing proliferation in both hu-
man and murine T cells, and is critical for normal differen-
tiation of Th2 cells (discussed later). When combined with
PMA, IL-4 is also a potent comitogen for thymocytes. Im-
portantly, IL-4 can inhibit certain responses of cells to IL-2
(60). Moreover, IL-4 can exert actions on macrophages,
hematopoietic precursor cells, stromal cells, and fibrob-
lasts (61). The gene encoding IL-4 is located on human
chromosome 5 (5q23.3-31.2) and mouse chromosome 11
(61,62), in the same region as IL-3, IL-5, IL-13, and GM-
CSF. The type I IL-4 receptor expressed on T cells and other
hematopoietic cells consists of the 140-kDa IL-4Rα protein
(58,63–65) and γ c (29,30). Expression of IL-4Rα tends to
be quite low, and cells that respond potently to IL-4 often
express only a few hundred receptors per cell. In addition
to the type I IL-4 receptor, an alternate form of the receptor,
containing IL-4Rα and IL-13Rα (now denoted IL-13Rα1),
although it is not expressed on mature T cells, is expressed
on many other cell types and can transduce IL-4 signals
into these cells. For example, IL-13Rα1 is expressed on
neonatal Th1 cells, and the type II IL-4R has been impli-
cated as mediating apoptosis of these cells (66).

IL-7 is not a lymphokine (i.e, it is not produced by lym-
phocytes) but instead is a 152-amino acid–long cytokine
that is produced by stromal cells (67,68). Its major role
is to enhance thymocyte survival, growth, and differentia-
tion (69,70,71–73), as well as low-affinity peptide-induced
proliferation, and thus it promotes homeostatic prolifer-
ation of naı̈ve and memory CD8+ T cells (73,74,75). Ad-
ditionally, IL-7 can regulate homeostasis of CD4+ mem-
ory T cells (76,77) and also can stimulate the growth of
mature T cells (26,73,78,79). It is vital for the growth of
murine pre-B cells (65,67,71,72,79), and transient IL-7 sig-
naling can inhibit immunoglobulin heavy-chain gene re-
arrangements (80). In contrast to the mouse situation as
underscored by the normal B-cell development in patients
with defective IL-7 signaling (patients with X-linked severe
combined immunodeficiency [SCID], Jak3-deficient SCID,
and IL-7Rα-deficient SCID, see later), human B cells can
develop normally in the absence of IL-7 responsiveness,
demonstrating that in humans, IL-7 is not vital for the
growth of human pre-B cells (26,81), and it remains un-
known whether IL-7 plays any important role for B-cell
biology in humans. The gene encoding IL-7 is located on
human chromosome 8q12-13 (82) and mouse chromo-

some 3. The functional IL-7 receptor contains the 75-kDa
IL-7Rα (83) and γ c (28,31). Based on chemical cross-
linking experiments and Scatchard analyses, there is a
suggestion, however, that the receptor may contain a still-
unidentified third component as well (28).

IL-9 was originally described as a murine T-cell growth
factor (84) that is produced by activated T cells and can
support the growth of T-helper clones but not of cytolytic
clones (85). In contrast to IL-2, its production is delayed,
suggesting its involvement in later, perhaps secondary sig-
nals. In the mouse, IL-9 can exert proliferative effects on
erythroid progenitors, B cells, B1 cells, mast cells, and
fetal thymocytes. IL-9 is identical to mast cell growth-
enhancing activity (MEA), a factor present in condi-
tioned medium from splenocytes (86), and synergizes with
IL-3 for maximal mast cell proliferation. The action of
IL-9 on thymocytes in vitro is interesting in view of the
development of thymomas in IL-9 transgenic mice cou-
pled to the observation that IL-9 is a major antiapop-
totic factor for thymic lymphomas (87). Nevertheless, IL-9
knockout mice do not have a defect in T-cell development
(88). Instead, they exhibit a defect in pulmonary goblet
cell hyperplasia and mastocytosis following challenge with
Schistoma manoni eggs, a synchronous pulmonary gran-
uloma formation model; however, there was no defect in
eosinophilia or granuloma formation (88). Mice in which
an IL-9 transgene is expressed in the lung exhibit airway
inflammation and bronchial hyperresponsiveness; never-
theless, IL-9−/− mice exhibit normal eosinophilia and air-
way hyperreactivity in an ovalbumin-induced inflamma-
tory model (89,90,91). Thus, although IL-9 can contribute
to allergic/pulmonary responses, there are compensatory
cytokines that substitute for IL-9 in at least certain settings.
Although murine IL-9 is active on human cells, human
IL-9 is not biologically active on murine cells (the oppo-
site situation from that for IL-2). Human IL-9 is located
on chromosome 5 in the 5q31-35 region (92), which is
also the location of the genes encoding IL-3, IL-4, IL-5, IL-
13, and GM-CSF. In contrast, mouse IL-9 is “isolated” on
chromosome 13, while IL-3, IL-4, IL-5, IL-13, and GM-CSF
are clustered on chromosome 11. IL-9 binds to the 64-kDa
IL-9Rα–binding protein, which is similar in size to γ c (93),
and the functional IL-9 receptor consists of IL-9Rα plus γ c

(26,32,33).
IL-15 was identified as a novel T-cell growth factor that

also unexpectedly was expressed in the supernatants of
an HTLV-I–transformed T-cell line (94,95). Although IL-
15 mRNA is produced by a range of nonlymphocytic cell
types, it is difficult to detect physiologic levels of IL-15 pro-
tein (96). Its main site of synthesis appears to be dendritic
cells and monocytes, and unlike IL-2, it is not produced
by activated T cells (97). IL-15 receptors are widely ex-
pressed, but IL-15 is most important for the development
of NK cells (98,99,100) and CD8+ memory T cells (99,100).
Interestingly, it also regulates the T-cell receptor reper-
toire of γ δ intraepithelial lymphocytes (101) and cross-talk
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between different types of dendritic cells (102). The recep-
tor for IL-15 on T cells contains IL-2Rβ (34,96,103), γ c

(34) and one unique protein, IL-15Rα. IL-15Rα shares a
number of structural similarities with IL-2Rα, including
that it is a sushi domain–containing protein (IL-2Rα has
two sushi domains, whereas IL-15Rα has one) (104), and
the IL2RA and IL15RA genes are closely positioned on hu-
man chromosome 10p14 (105). What is distinctive about
IL-15 signaling is that it signals substantially by a process
called trans presentation, wherein IL-15Rα on the surface
of dendritic cells or monocytes will trans-present IL-15 to
responding cells such as CD8+ T cells or NK cells that ex-
press IL-2Rβ + γ c (97,106). The very high affinity of IL-
15Rα for IL-15 is explained by a large number of ionic in-
teractions mediated by the sushi domain (107). Note that
these responding cells can also express IL-15Rα. In con-
trast to IL-2, which is a growth factor as well as a media-
tor of AICD and promoter of Treg differentiation, the role
of IL-15 appears to be more focused on growth of CD8+

T cells (108), maintaining long-lasting, high-avidity T-cell
responses to foreign pathogens (i.e, CD8+ T-cell memory)
(97,109). This ability has suggested that it could have po-
tential as a vaccine adjuvant (110).

IL-21 is the most recently identified member of the
IL-2 family of cytokines (reviewed in 110a). IL-21 can bind
to specific receptors and exert actions on T, B, asnd NK
cells. It augments T-cell proliferation as a comitogen (111),
can cooperate with IL-7 or IL-15 to drive the expansion of
freshly isolated murine CD8+ T cells, and can augment
the antitumor activity of CD8+ T cells (112). Its actions on
B cells are particularly complex. It augments B-cell pro-
liferation when combined with anti-CD40 or lipopolysac-
charide (LPS) but inhibits proliferation in response to
anti-IgM + IL-4 (111), but this inhibition is reversed if
anti-CD40 is additionally provided. It induces apoptosis
of incompletely activated B cells but drives terminal dif-
ferentiation to plasma cells of more fully activated cells.
Strikingly, IL-21 can drive plasma cell differentiation of
both peripheral memory B cells and cord-blood B cells,
at least in part explained by its ability to induce expres-
sion of Blimp1 (113,114). In IL-21R knockout mice, fol-
lowing immunization, IgG1 is diminished related to a role
for IL-21 in class switching to IgG1 and IgG3, whereas
IgE is elevated, related to the ability of IL-21 to inhibit
Cε transcription (115). IL-21R/IL-4 double-knockout mice
have revealed that IL-21 cooperates with IL-4 to globally
regulate immunoglobulin production in that it causes a
pan-hypogammaglobulinemia, mimicking the T-cell phe-
notype in humans with XSCID (116). IL-21 can also coop-
erate with IL-15 and Flt-3 ligand to increase development
of NK cells (111), and augment antitumor activity (117),
but yet it was also reported to oppose the actions of IL-15
(118) and it can also direct NK cell apoptosis. Interestingly,
elevated IL-21 levels have been reported in the BXSB-Yaa
mouse model of systemic lupus erythematosus (SLE) (113)
and, moreover, elevated IL-21 levels have been found in a

subset of humans with SLE (P. Lipsky, personal commu-
nication). Moreover, elevated IL-21 has also been associ-
ated with other autoimmune processes, including in the
NOD mouse (reviewed in 115). More recently, IL-21 has
been shown to be vital for the differentiation of Th17 cells
(115a, 115b, 115c) and to be able to prime cells in vitro
for antitumor effects in vivo following adoptive transfer
in a melanoma tumor model (115d). The receptor for IL-
21 consists of IL-21R plus γ c (35; reviewed in 26). IL-21R
is most related to IL-2Rβ, and like IL-2Rβ, its expression
is induced following cellular stimulation with anti-CD3 or
phytohemagglutinin, and in addition, its expression is aug-
mented in T cells following transformation with HTLV-I
(119). Both human and murine IL-21 can act on cells of
the other species. IL-21 is on human chromosome 4q26-27,
while its receptor is on chromosome 16p11, immediately
downstream of the IL4R gene.

Thus, IL-2, IL-4, IL-7, IL-9, IL-15, and IL-21 collectively
exhibit partially overlapping roles related to T cells, NK
cells, B cells, and mast cells, and together would be ex-
pected to play vital roles for normal development and/or
function of these cellular lineages. The fact that these six
cytokines share γ c is of particular interest given that the
gene encoding this protein is mutated in the most common
form of severe combined immunodeficiency in humans.

X-Linked Severe Combined Immunodeficiency
Disease (XSCID) Results from Mutations in γc

The γ chain was originally identified as a third compo-
nent of the IL-2 receptor (27), after it became clear that
IL-2 receptor α and β chains alone were not sufficient
to transduce an IL-2 signal. The hypothesis that the γ

chain was a shared component of receptors in addition
to the IL-2 receptor was motivated from a comparison of
the clinical phenotypes in humans that result from de-
fective expression of IL-2 versus the γ chain. In 1993,
it was reported that the γ chain was defective in pa-
tients with X-linked severe combined immunodeficiency
(XSCID; the disease is formally designated as SCIDX1)
(26,120) (see also Chapter 46). XSCID is characterized
by profoundly diminished numbers of T cells and NK
cells (26,36,120,121,122,123,124), (Table 23.4). Although

◗ TABLE 23.4 Features of XSCID

1. Absent or profoundly diminished numbers of T cells and mitogen
responses.

2. Absence of NK cells
3. Normal numbers of B cells, but defective B-cell responses.
4. IgM can be normal, but greatly diminished immunoglobulins of

other classes.
5. XSCID carrier females exhibit nonrandom X-inactivation patterns in

their T cells and NK cells; the X-inactivation pattern is random in
surface IgM-positive B cells but nonrandom in more terminally
differentiated B cells
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the B cells are normal in number, they are nonfunctional,
apparently because of a lack of T-cell help as well as an
intrinsic B-cell defect (36,123,125). In contrast to the pro-
foundly decreased number of T cells in patients with XS-
CID, IL-2–deficient patients (126,127) and mice (128) have
normal numbers of T cells (the phenotypes of mice defi-
cient in type I and type II cytokines and their receptor, Jak
kinases, and STAT proteins are summarized later, in Ta-
ble 23.15). This observation minimized the possibility that
a component of the IL-2 receptor was defective in XSCID,
making the finding that the γ chain was mutated in XSCID
all the more unexpected. Thus, the conundrum was why a
defect in a component of a receptor would be more severe
than a defect in the corresponding cytokine. This led to the
hypothesis that the γ chain was part of other immunolog-
ically important cytokine receptors as well (120). In this
model, defective IL-2 signaling either did not contribute
to the defects in XSCID or these defects were explained by
the simultaneous inactivation of multiple signaling path-
ways, rather than from a selective IL-2 signaling defect
(36,120). Initially, it was shown that the γ chain was also
an essential functional component of both the IL-4 and
IL-7 receptors on T cells (28,29,30,31), leading to it be-
ing renamed as the common cytokine receptor γ chain,
γ c (28,29). IL-9, IL-15, and IL-21 were subsequently also
shown to share γ c (26) (Figure 23.5).

The sharing of γ c by six different cytokine receptors
revealed XSCID to be a disease of defective cytokine sig-
naling. The major deficiencies in XSCID can be attributed

FIGURE 23.5 Schematic of the receptors for IL-2, IL-4, IL-7,
IL-9, IL-15, and IL-21, showing interactions with Jak1 and Jak3.
The cartoon shows that IL-2, IL-4, IL-7, IL-9, IL-15, and IL-21
all share γ c. IL-2Rα and IL-15Rα are not shown. Whereas the
distinctive chains associate with Jak1, γ c associates with Jak3.
Mutations in γ c cause XSCID or more moderate forms of X-
linked immunodeficiency (XCID). Mutations in Jak3 cause an
autosomal recessive form of SCID (see text).

to defects related to different cytokines. Based on the dra-
matically diminished T-cell development not only in IL-7–
deficient (72) or IL-7Rα–deficient mice (71), but also in
IL7R-deficient humans with T−B+NK+ SCID (129,130),
yet normal T-cell development in mice deficient in either
IL-2 (128), IL-4 (131,132), both IL-2 and IL-4 (133), IL-9
(88), IL-15 (100), IL-15Rα (99), and IL-21R (116,118), most
if not all of the defect in T-cell development in patients with
XSCID can be attributed to defective IL-7 signaling (26). In
addition to profoundly diminished numbers of T cells, hu-
mans with XSCID lack NK cells. As discussed previously,
NK-cell development is defective in IL-15– and IL-15Rα–
deficient mice, indicating that it is defective IL-15 signaling
that is responsible for the defective NK-cell development
in XSCID (26).

In contrast to the greatly diminished number of T cells
and absent NK cells in XSCID patients, B-cell numbers
are normal. This is in marked contrast to the greatly dimin-
ished numbers of B cells in γ c-deficient mice (134,135) and
mice deficient in either IL-7 or IL-7Rα, indicating that IL-7
is not required for pre–B-cell development in humans and
underscoring a major difference for IL-7 in human versus
mouse biology. Indeed, IL7R-deficient SCID patients have
a T−B+NK+ form of SCID (129,130). Although B cells de-
velop in XSCID patients, they are nonfunctional. This is
due in part to a lack of T-cell help (given the near absence
of T cells in XSCID), but a variety of data have suggested
an intrinsic B-cell defect as well (26). As discussed earlier,
analysis of IL-4/IL-21R double-knockout mice indicated
that defective signaling by IL-4 and IL-21 appear to ex-
plain the intrinsic B-cell defect in XSCID.

Rationale for the Sharing of γc

Why should there have been evolutionary pressure to
maintain the sharing of γ c, given the obvious increased
risk associated with sharing a receptor component when it
is mutated? There are at least two different types of models
(36,136). First, given that IL-2, IL-4, IL-7, IL-9, IL-15, and
IL-21 can each act as T-cell growth factors, at least in vitro,
it is possible that γ c might couple to signal-transducing
molecule(s) that promote T-cell growth. The second type
of model is diametrically different, and suggests that the
sharing of γ c is a means by which one cytokine using
γ c can modulate the signals of the others. To understand
this model, it is important to emphasize that, in contrast
to antigen receptor complexes, cytokine receptor compo-
nents are targeted individually to the cell surface, and the
formation/stability of receptor complexes is dependent on
ligand binding. This was suggested earlier in the discussion
of the growth hormone receptor, wherein the second recep-
tor monomer recognizes the combined surface of growth
hormone and the first growth hormone receptor monomer
(17) or for the IL-2 receptor where γ c “sees” a combined
IL-2/IL-2Rβ surface (21), consistent with γ c originally hav-
ing been identified in coprecipitates with IL-2Rβ in the
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presence but not in the absence of IL-2 (137), and dimer-
ization of IL-2Rβ and γ c is known to be required for
efficient signaling (138,139). Thus, receptor heterodimer-
ization at a minimum is stabilized by the cytokine and
physiologically may be absolutely dependent on the pres-
ence of the cytokine. In the absence of stable preformed
cytokine receptor complexes between γ c and the other
receptor chains, one can envision that γ c might be dif-
ferentially recruited to different receptors based on the
relative amount of a cytokine or its binding efficiency.
In a situation where γ c is limiting, a cytokine might
then not only induce its own action but could also si-
multaneously inhibit the action of another cytokine that
was less efficient at recruiting γ c to its cognate receptor
complex.

An analysis of mice deficient in IL-2 (128), IL-2Rα (140),
IL-2Rβ (141), and γ c (134, 135) provides the interesting
observation that although the mice lacking γ c have de-
fective signaling in six different cytokine pathways, mice
deficient in IL-2, IL-2Rα, and IL-2Rβ appear to be less
healthy than the γ c knockout mice with activated T cells
and autoimmunity that is not evident in γ c-deficient mice.
This perhaps is explained by the fact that IL-2–deficient
mice lack regulatory T cells and thus develop autoimmune
disease, whereas γ c-deficient mice lack T cells as a result
of defective IL-7 signaling and thus lack effector T cells.
These and other data indicate that γ c plays a major role
in regulating lymphoid homeostasis as originally indicated
(142).

Cytokines Whose Receptors Share the
Common β Chain, βc (IL-3, IL-5, and
GM-CSF)

The hematopoietic cytokines, IL-3, IL-5, and GM-CSF
(Table 23.5) are all synthesized by T cells and exert effects
on cells of hematopoietic lineage (143,144,145). These cy-
tokines are vital for proliferation as well as differentia-
tion of myeloid precursor cells. Of these three cytokines,
IL-3 is the most pluripotent (144) and historically was also
called multi-CSF, reflecting the large number of lineages
on which it can act. It can act to promote proliferation,

survival, and development of multipotent hematopoietic
progenitor cells and of cells that have become dedicated
to a range of different lineages, including granulocyte,
macrophage, eosinophil, mast cell, basophil, megakary-
ocyte, and erythroid lineages. IL-3 also can exert end-
function effects, such as enhancing phagocytosis and cy-
totoxicity. GM-CSF is mainly restricted to the granulocyte
and monocyte/macrophage lineages, but its actions are
nevertheless still quite broad (143). It is both a growth
and a survival factor. In addition, it can expand the num-
ber of antigen-presenting cells, such as dendritic cells, and
thereby may greatly expand the ability of the host to re-
spond to antigen. Whereas IL-3 and GM-CSF can act on
eosinophils, they act at much earlier stages than IL-5, pre-
sumably expanding the number of eosinophil-committed
precursors cells. IL-5 stimulates the eosinophilic lineage
and eosinophil release from the bone marrow and is es-
sential for expanding eosinophils after helminth infections
(146,147), and it can mediate the killing of Schistosoma
mansoni. IL-5 can also induce immunoglobulin produc-
tion in B cells activated by contact with activated Th cells
in murine systems, and IL-5 and IL-5Rα knockout mice
have diminished CD5+ B1 cells and decreased thymocytes
until approximately 6 weeks of age (146,147).

On cells that express receptors for more than one of
these cytokines, such as eosinophilic progenitors that ex-
press receptors for IL-3, IL-5, and GM-CSF, or on murine
pre-B cells, which express receptors for IL-3 and IL-5,
the signals induced are indistinguishable (144,145). Thus,
the different lineage specificities of these cytokines are
determined by the cellular distribution of their recep-
tors rather than by fundamental differences in the sig-
nals that are induced by each cytokine. These observa-
tions are explained by studies demonstrating that each of
these three cytokines has its own unique 60- to 80-kDa
α chain (i.e, IL-3Rα, IL-5Rα, and GM-CSFRα) (148,149–
154), but that they share a common 120- to 130-kDa β

chain, βc (145,155,156,157). The α chains are the princi-
pal binding proteins for the cytokines, whereas the shared
βc subunit augments binding affinity but does not exhibit
binding activity in the absence of the proper α chain.
The α chains have relatively short cytoplasmic domains

◗ TABLE 23.5 Features of Cytokines Whose Receptors Share βc

Cytokine Major Source Size Cellular Targets Chr. Loc. (h/m) Exons

IL-3 T cells h152/19aa Multiple lineages 5q31.1/11 5
m166/26 aa
22–34 kDa

IL-5 T cells h139/22aa Eosinophils 5 q31.1/11 4
m133/21 B cells (?)
45-kDa dimer

GM-CSF T cells h144/17aa Granulocytes 5q31.1/11 4
m141/17aa Macrophages
23 kDa
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(approximately 55 amino acids long for IL-3Rα, IL-5Rα,
and GM-CSFRα) and are not believed to play major roles
in signaling function, whereas βc, with its cytoplasmic do-
main of 432 amino acids, is the primary determinant of the
signal. As a result, there is a relative compartmentalization
of binding and signaling function for these cytokines, al-
though the cytoplasmic domains of the GM-CSFRα and IL-
5Rα chains (and, by analogy, perhaps the IL-3Rα chain),
as well as βc, appear to be capable of at least modulat-
ing the growth signals in transfected cells (145,158–160).
In any case, the sharing of βc helps to explain why the
signals induced by IL-3, IL-5, and GM-CSF are similar on
cells that can respond to more than one of these cytokines.
The situation for the βc family of cytokines is therefore
quite different from the receptors for γ c family cytokines,
wherein the chains with the largest cytoplasmic domains
(IL-2Rβ, IL-4Rα, IL-7Rα, IL-9Rα, and IL-21R) not only
contribute most to signaling specificity, but also are the
proteins principally involved in ligand binding (note that
in the case of IL-2 and IL-15, IL-2Rα and IL-15Rα serve
important roles as well). The shared chain, γ c, serves a vi-
tal accessory function (hence the development of XSCID
when the IL2RG gene is mutated), but it contributes less
to cytokine binding and does not provide an obvious basis
for signaling specificity (see following).

An interesting feature of the βc family of hematopoietic
cytokines is that there appears to be considerable redun-
dancy of function, so that knockout mice that lack the abil-
ity to respond to all three cytokines (GM-CSF, IL-3, and

IL-5) as a result of deletion of βc as well as the murine
IL-3–specific βc-like protein (discussed in the follow-
ing) nevertheless exhibit relatively normal hematopoiesis.
These observations do not minimize the potency of these
particular cytokines, but instead underscore a substantial
redundancy for a particularly important set of functions
(144,145,161). It is also noteworthy that βc-deficient mice
exhibit defective host responses to infectious challenge,
suggesting that these hematopoietic cytokines play a vital
role in promoting immune function.

Cytokines Receptors That Share gp130
(IL-6, IL-11, Oncostatin M [OSM], Ciliary
Neurotropic Factor [CNTF],
Leukemia-Inhibitory Factor [LIF],
Cardiotrophin-1 [CT-1], NNT/BSF-3/CLC,
and IL-27)

There are now eight cytokines that are known to utilize
gp130 as a signal-transducing molecule (162,163–
171,172,173). Some of the properties of these cytokines
are summarized in Table 23.6. This family is often
referred to as the IL-6 family of cytokines and includes
IL-6, IL-11, oncostatin M (OSM), leukemia-inhibitory
factor (LIF), ciliary neurotrophic factor (CNTF),
cardiotrophin-1 (CT-1), NNT/BSF-3/CLC, and IL-27.
This group of cytokines comprises molecules with a
diverse range of actions, ranging beyond the hematopoi-
etic and immune systems to the central nervous and

◗ TABLE 23.6 Cytokines Whose Receptors Share gp130a

Cytokine Chr. Loc. (h/m)

IL-6 7p21/5
IL-11 19q13.3-13.4/7
LIF 22q12.1-12.2/11
OSM 22q12.1-12.2/11
CNTF 11q12.2/19
CT-1 16p11.1-11.2/7
NNT-1/BSF-3/CLC 11q13/
IL-27

Overlapping actions of several gp130 cytokines

IL-6 IL-11 LIF OSM CNTF CT-1

Growth of myeloma cells + − + + + ?
Maintenance of ES-cell pluripotency − − + + + +
Induction of hepatic acute-phase proteins + + + + + +
Induction of cardiac hypertrophy − + + + +/− +
Induction of osteoclast formation − + + + ? ?
Enhanced neuronal survival/differentiaion + + + + + +
Inhibit adipogenesis ? + + ? ? ?

aMost of the data in this table are derived from (166).
Note that NNT-1 can support survival of chicken embryonic and sympathetic neurons, can induce amyloid A and
analogous to IL-6 can induce B-cell hyperplasia.
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cardiovascular systems, making them even more “mul-
tifunctional” than the γ c and βc families of cytokines,
which appear to exert actions largely restricted to the
lymphoid and hematopoietic systems.

IL-6 was originally identified and then cloned as a B-
cell differentiation factor that stimulated terminal differ-
entiation/maturation of B cells into antibody-producing
plasma cells (174,175). However, IL-6 also can exert ef-
fects for T-cell growth and differentiation (and thus is a
thymocyte “comitogen”), induce myeloid differentiation
into macrophages, induce acute-phase protein synthesis of
hepatocytes, and exert actions on keratinocytes, mesangial
cells, hematopoietic stem cells, the development of osteo-
clasts, and neural differentiation of PC12 cells (168). IL-6
is also a mediator of amplified lymphocyte trafficking dur-
ing febrile inflammatory responses, which is dependent on
IL-6–mediated activation of L-selectin (176). IL-6 binds to
an 80-kDa IL-6–binding protein, denoted IL-6Rα, which
has a comparatively short 82-amino acid–long cytoplasmic
domain (175,177) This IL-6-IL-6Rα complex then interacts
with and recruits the 130-kDa signal transducing molecule,
gp130, which together with IL-6Rα can form a functional
IL-6 receptor (168). From a structural perspective, gp130
contains a total of six fibronectin type III modules, with
the four conserved cysteine residues and the WSXWS mo-
tif being located in the second and third of these modules,
starting from the N terminus. As such, these regions are
topologically positioned a greater distance external to the
cell membrane than is the case for the other type I cytokine
receptors discussed previously.

The IL-6 system illustrates a novel twist related to the
properties of their principal binding proteins: the cytoplas-
mic domain of IL-6Rα is superfluous for signaling; a sol-
uble form of the IL-6Rα extracellular domain is in fact
sufficient for ligand binding and coordination with gp130,
a process termed IL-6 trans signaling (178). Thus, in the
presence of soluble IL-6Rα and IL-6, many cell types that
express gp130 but not IL-6Rα are capable of signaling in re-
sponse to IL-6. It was observed that IL-6 signaling requires
the dimerization of gp130 and that the overall complex
contains two molecules each of IL-6, IL-6Rα, and gp130 (a
dimer of a trimer or a hexamer) (179–181,183), providing
a possible paradigm for the stoichiometry of subunits for
other members of the IL-6 family of cytokines.

IL-11 was identified as a factor produced by a stromal
cell line in response to stimulation with IL-1 (184,185). It
was noted to exert a number of effects on hematopoiesis,
particularly in combination with IL-3 and stem cell fac-
tor. Because IL-11 exhibited “IL-6–like activities,” a cDNA
was isolated based on the presence of IL-6–like activity
in the presence of antibodies to IL-6 (186). Other actions
of IL-11 include the ability to stimulate the proliferation
of lymphoid and hematopoietic progenitor cells, stimu-
late megakaryocytic progenitors and megakaryocyte mat-
uration, and stimulate erythroid progenitors (an action

not shared by IL-6) (184,185). Like IL-6, IL-11 can in-
duce acute-phase proteins and augment antigen-specific
B-cell responses, but it does not stimulate human myeloma
cells (184–187). Subsequently, adipogenesis-inhibitory fac-
tor was cloned and found to be identical to IL-11 (188),
revealing another action of IL-11. IL-11 is also produced
in the lung eosinophils and various structural cells in the
lung, and is expressed in patients with modest to severe
asthma (189). IL-11 signals via a receptor complex con-
taining both IL-11Rα (190) and gp130 (162). Interestingly,
IL-11Rα mRNA can be alternatively spliced to yield a form
lacking the cytoplasmic domain, and, like IL-6Rα, a solu-
ble form of IL-11Rα can coordinate with IL-11 to trans-
signal in cells expressing gp130 (191). Studies on the sto-
ichiometry of the IL-11 receptor complex failed to reveal
dimerization of gp130 to itself or LIFRβ. Thus, assuming
that it forms a hexameric receptor complex, only five mem-
bers are known—two molecules of IL-11 and IL-11Rα, and
one of gp130—suggesting that another component may
still be found (192).

Leukemia-inhibitory factor (LIF) is another multifunc-
tional cytokine originally cloned based on the activity as-
sociated with its name (193). LIF can suppress the dif-
ferentiation of pluripotent embryonic stem cells, inhibit
adipogenesis (like IL-11), and induce monocyte differenti-
ation of the M1 murine leukemia cell line, thus mimicking
a number of the actions of IL-6 (194). In addition, it ex-
erts a number of actions in the central nervous system,
and LIF was shown to be identical to cholinergic neural
differentiation factor (CDF) (195). CDF can induce acetyl-
choline synthesis while simultaneously suppressing cate-
cholamine production, thereby inducing cholinergic func-
tion while suppressing noradrenergic function (195). LIF
has been shown to be essential for embryo implantations
(196). LIF binds to a receptor (LIFRβ) that is structurally
related to gp130 (197), but the functional LIF receptor re-
quires the heterodimerization of LIFRβ and gp130 as well
(164).

Ciliary neurotrophic factor was discovered based on its
ability to promote neuronal survival (198,199). CNTF sig-
nals through a receptor comprising LIFRβ and gp130, but
additionally requires a specific binding protein (200,201),
now denoted CNTFRα. Interestingly, CNTFRα lacks
transmembrane and cytoplasmic domains and instead
is a glycosyl-phosphatidylinositol (GPI)–linked receptor
molecule. CNTFRα appears to provide a receptor–cytokine
surface with which gp130 and LIFRβ can interact. Thus,
CNTF is like IL-6 in that each requires initial binding to a
receptor component (CNTFRα or IL-6Rα) that does not re-
quire its own cytoplasmic domain for signaling. Whereas
IL-6 signaling involves homodimerization of gp130, CNTF
signaling involves the heterodimerization of LIFRβ and
gp130. In fact, the functional CNTF receptor appears to
be a hexameric structure containing two molecules of
CNTF, two of CNTFRα, and one each of gp130 and LIFRβ
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(202). The receptor is expressed largely within the nervous
system and in skeletal muscle, accounting for largely re-
stricted actions of CNTF (200).

Oncostatin M (OSM) is a growth regulator that was orig-
inally identified based on its ability to inhibit the growth
of A375 human melanoma cells (203,204). OSM is a po-
tent growth factor for Kaposi sarcoma in patients with
acquired immunodeficiency syndrome (AIDS) (205,206).
OSM can bind directly to gp130 and signals through a re-
ceptor combination of gp130 and LIFRβ (164), but it also
has an alternative receptor comprising a specific OSM re-
ceptor subunit (OSMRβ) and gp130 (207). These are now
known as the type I and type II OSM receptors, respec-
tively. OSM is now known to enhance the development of
both endothelial cells and hematopoietic cells, possibly by
increasing hamangioblasts, a common precursor for en-
dothelial and hematopoietic cells (169).

Cardiotrophin-1 (CT-1) was initially isolated based on
its actions on cardiac muscle cells (208). However, it is now
clear that it is a multifunctional cytokine with hematopoi-
etic, neuronal, and developmental effects, in additional
to its effects on cardiac development and hypertrophy
(209,210). Like OSM and LIF, CT-1 can also signal through
a heterodimer of LIFRβ and gp130 (167). Interestingly, the
CT-1 receptor on motor neurons may involve a third recep-
tor component, possibly GPI-linked (211,212).

Novel neurotrophin-1/B-cell stimulatory factor-3 (NNT-
1/BSF-3), like CNTF, can also support the survival of
chicken embryonic sympathetic and motor neurons (171).
Interestingly, in mice, NNT-1/BSF-3 can augment the ef-
fects of IL-1 and IL-6 and is a B-cell–stimulating fac-
tor (hence the term BSF-3). The NNT-1 receptor con-
tains LIFRβ and gp130 (171). NNT-1 is also known as
cardiotrophinlike cytokine (CLC), and this forms a com-
plex with a soluble receptor protein known as cytokinelike
factor-1 (CLF-1). Together this complex is a second ligand
for CNTFR (213). It appears that CLC can also interact
directly with soluble CNTFR to form a related cytokine
(172).

IL-27 is an IL-6–related cytokine (214) that represents
a dimer of the p28 protein and EB13 (Epstein–Barr virus-
induced gene 3), which can induce proliferation of naı̈ve
CD4+ T cells. p28 was also denoted as IL-30 but by itself
has no known biologic action. Together with IL-12, IL-23,
CLC/CLF-1, and CLC/soluble CNTFR, this is one of five cy-
tokines that represent dimers comprising a type I cytokine
and a soluble receptorlike protein. IL-27 signals via the
WSX-1/TCCR receptor (214); discussed later in the section
on diseases of cytokine receptors and related molecules)
and gp130. IL-27 has pro- and anti-inflammatory effects.
Although it was suggested to promote Th1 responses, it is
clear that it can also antagonize such responses, and IL-27
can promote effector responses of both CD4+ and CD8+

T cells, of NK cells, and it additionally stimulates mast
cells. The anti-inflammatory effects of IL-27 are indicated

◗ TABLE 23.7 Composition of Receptors for the IL-6
Family of Cytokines

Cytokines whose receptors do not contain LIFR β

IL-6 IL-6Rα + gp130
IL-11 IL-11Rα + gp130
OSM OSMRβ + gp130

Cytokines whose receptors contain LIFR β

LIF LIFRβ + gp130
OSM LIFRβ + gp130
CNTF CNTFRα + LIFRβ + gp130
CT-1 LIFRβ + gp130 + ?CT1Rα

NNT-1/BSF-3/CLC + CLF-1 CNTFRα + LIFRβ + gp130
CLC + soluble CNTFRα LIFRβ + gp130

Cytokines whose receptors contain OSMR β

OSM OSMRβ + gp130
IL-31 IL-31R + OSMRβ

Note that the sharing of CNTFRα by CNTF and the dimeric
NNT-1/BSF-3/CLC–CLF-1 ligand helps to explain why the phenotype in
CNTF−/− mice is less severe than that found in CNTFRα−/− mice.

by the phenotype observed in the absence of WSX-1, which
includes in increased mast cell and macrophage responses
(215,216).

Thus, eight cytokines (IL-6, IL-11, LIF, CNTF, OSM,
CT-1, NNT-1/BSF-3, and IL-27) all have receptors that are
dependent on gp130 (reviewed in 217). These can be di-
vided into two sets of cytokines: those known to not require
LIFRβ, namely, IL-6, IL-11, and IL-27; and those that use
both gp130 and LIFRβ (LIF, CT-1, OSM, CNTF, and NNT-
1/BSF-3) (see Table 23.7), with OSM having two forms of
receptors, each of which contains gp130 but only one of
which contains LIFRβ. When cytokines share essentially
the same receptor, one can hypothesize that two cytokines
might exert identical actions on cells that can respond to
both cytokines. It is clear that the presence of IL-6Rα, IL-
11Rα, and CNTFRα (either on the cell surface or as a solu-
ble receptor form, discussed in the following) determines
whether a cell can respond to IL-6, IL-11, and CNTF. This
raises the interesting question of whether functional ho-
mologs of these proteins also exist for LIF, OSM, CT-1,
NNT-1/BSF-3, and IL-27. As noted previously, a third, pos-
sibly GPI-linked component of the CT-1 receptor indeed
may exist.

Significance of the Sharing
of Receptor Chains

Interestingly, γ c, βc, and gp130 all contribute to signaling,
but none of these shared cytokine receptor proteins has
primary binding activity for any known cytokine. Instead,
they each increase binding affinity in the context of the pri-
mary binding protein for each cytokine. Consequently, the
capacity of a cell to respond to a given cytokine is deter-
mined by the unique binding chain, but signaling pathways
can be shared.
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Other Receptors with Similarities to gp130
(G-CSFR, OB-R, IL-12Rβ1, IL-12Rβ2, and
IL-31R)

As noted earlier, LIFRβ and OSMRβ bear some similarities
to gp130 (207). In addition, the G-CSFR, the leptin recep-
tor (also denoted OBR, for obesity receptor), IL-12/IL-23
receptor components, and IL-31R all resemble gp130. The
amino acid identity among these different receptors, com-
pared pairwise, ranges from 18% to 32%, with LIFRβ and
OSMRβ being the most similar.

Leptin

Leptin is the product of the obesity (ob) gene, an adi-
pose tissue–derived cytokine that plays a role in body-
weight homeostasis (218,219,220). Additionally, leptin af-
fects thymic homeostasisis, increasing thymocyte number
and having antiapoptotic effects in the thymus and pe-
riphery. It is proinflammatory, promoting Th1 differenti-
ation, and augmenting the production of TNF-α, IL-1, and
IL-6 by monocytes/macrophages (220). The leptin receptor,
OB-R, was cloned and found to be most closely related to
the gp130 signal transducer, G-CSFR, and LIFRβ (221). In-
terestingly, this receptor is encoded by the “diabetes gene,”
which is mutated in db/db mice (222).

IL-12 and IL-23

IL-12 is primarily produced by phagocytic cells in response
to bacterial and intracellular parasites, such as Toxoplasma
gondii, but it is also produced by other antigen-presenting
cells, such as B cells (223). IL-12 potently induces the pro-
duction of IFN-γ by NK cells and T cells and is also a
growth factor for preactivated but not resting NK and T
cells. IL-12 was originally discovered as natural killer cell-
stimulatory factor (NKSF) (224). IL-12 also is a unique in-
ducer of Th1 cell differentiation (see below). IL-12 can also
induce the production of IL-2, IL-3, GM-CSF, IL-9, TNF-α,
and M-CSF, although inducing IFN-γ is its most important
known action (223,225). As is discussed later, in the sec-
tion on immunodeficiency diseases, IL-12 is essential for
the proper clearing of mycobacterial infections.

IL-12 can be thought of as having vital roles in both
innate immunity and acquired immune responses. It is
rapidly produced by NK cells and then T cells in response
to antigens or foreign pathogens. This rapid response facil-
itates the activation of first-line defense against infections.
In addition, however, IL-12 is also required for the sub-
sequent differentiation of specialized T-cell populations,
including the priming of Th1 cells for optimal produc-
tion of IFN-γ and IL-2. IL-12 can act synergistically with
hematopoietic growth factors, such as IL-3 and stem cell
factor, to support the proliferation and survival of hemat-
poietic stem cells (223). Structurally, IL-12 is a covalently

linked dimer of 35- and 40-kDa peptides (223); thus suc-
cessful production of IL-12 requires that a cell transcribe
both the p35 and p40 genes (226). Interestingly, whereas
p35 bears sequence similarity to IL-6 and G-CSF, p40
is homologous to the extracellular domains of IL-6Rα,
CNTFRα, and G-CSFR and bears some of the features typ-
ical of type I receptors, including four conserved cysteines,
a conserved tryptophan, and a WSEWAS motif, which has
similarity to the typical WSXWS motif (223). Moreover, as
both IL-12 receptor (IL-12Rβ1 and IL-12Rβ2) chains bear
some similarity to gp130 (224,226,227), one can think of
p40 as a functional homolog of the soluble p80 IL-6Rα

chain. Thus, for this cytokine, part of the “receptor” has
become part of the cytokine. Interestingly, all cells that
produce IL-12 synthesize much more p40 than p35, sug-
gesting that the careful control of signaling is at the level
of the “primordial” p35 cytokine part of IL-12. p40 is on
human chromosome 5q31-33, whereas p35 is on 3p12-13.2
(223).

IL-23 is similar to IL-12 in that it also contains p40
(228). However, rather than also containing p35, IL-23 is
a dimer of a p40 and p19. IL-23 signals via a receptor that
contains IL-12Rβ1 but not IL-12Rβ2 (229). Instead, an-
other receptor chain, denoted IL-23R, is the second com-
ponent of the IL-23 receptor (230); both IL-12Rβ2 and IL-
23R are located on chromosome 1 within 150 kilobases
(kb) of each other (230). Both IL-12 and IL-23 activate Jak2
and Tyk2. IL-12 and IL-23 can activate Stat1, Stat3, Stat4,
and Stat5. Stat4 is the dominant STAT protein activated
by IL-12 (230). Interestingly, as compared to human IL-
23R, murine IL-23R contains a 20-amino acid–duplicated
region that spans the WQPWS motif. IL-23 appears to play
a vital role in the maintenance, rather than in the initial
differentiation, of Th17 cells (IL-17–producing cells), and
IL-23 is essential for resistance to certain diseases, such as
experimental autoimmune encephalomyelitis (EAE), that
were originally believed to be Th1-mediated diseases. In
the CD40-mediated model of inflammatory bowel disease,
IL-12 p35 secretion controlled wasting disease and serum
cytokine production but did not affect mucosal pathology,
which instead was associated with IL-23/p19 (231). IL-27
is a related cytokine (discussed earlier), but it can act as
an inhibitor of Th1 responses associated with intracellular
infections such as Toxoplasma gondii. Whereas host de-
fense to T. gondii is dependent on IL-12 and IFN-γ , IL-27–
deficient mice control the parasite replication but develop
a lethal inflammatory disease that is dependent on CD4+

T cells. Additionally, IL-27 can inhibit Th2 actions (216).

IL-31

IL-31 is a four–α-helical–bundle cytokine that fits into the
greater IL-6 extended family in that its receptor consists
of IL-31RA and the OSMRβ (232). IL-31R is a gp130-like
type 1 receptor, with four splice variants. IL-31 is produced
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primarily by activated T cells, and when overexpressed re-
sults in pruritis, alopecia, and skin lesions, indicating a
potential role in dermatitis.

Other Examples of Shared
Receptor Molecules

IL-7 and Thymic Stromal Lymphopoietin (TSLP)
Share IL-7Rα

In addition to IL-7, a second stromal factor, TSLP (orig-
inally called thymic stromal–derived lymphopoietin and
now thymic stromal lymphopoietin) has been identified
that shares at least some actions with IL-7 (233,234), and
whose receptor is a heterodimer of TSLPR and IL-7Rα

(235,236). Interestingly, TSLPR is a remarkable 24% iden-
tical to γ c, making it the cytokine receptor most like γ c

(235). Human and murine TSLP share only 43% amino
acid identity, and human and murine TSLPR share only
39% identity (237). This is extremely low for human and
murine orthologous cytokine receptors; for example, hu-
man and murine γ c are 70% identical (238). In addition to
their wide sequence divergence, murine and human TSLP
were originally suggested to differ substantially in their
actions. The major actions of murine TSLP were first re-
ported to be as a B-cell differentiation factor that is impor-
tant for the development of IgM+-immature B cells from
pre-B cells and as a weak thymic comitogen. In contrast,
human TSLP appeared not to exert effects on these lin-
eages but was found to be an epithelial-derived cytokine
that potently activated dendritic cells related to Th2 aller-
gic responses, an action not known to be shared by murine
TSLP (239,240,241). However, the differences are in fact
not so dramatic, as it is now clear that mouse TSLP can
also activate dendritic cells, it plays a critical role in both
atopic disease and asthma in mouse models, and these
murine effects of TSLP are mediated via actions on both
dendritic cells and CD4+ T cells (242–245). Interestingly,
human TSLP is expressed by Hassall corpuscles (246), and
it appears to promote selection of Treg cells in human thy-
mus, thus contributing to central tolerance (247). It is in-
teresting, however, that mice that lack TSLPR have normal
numbers of Treg cells, indicating that TSLP is not abso-
lutely essential for this function and that other molecules
can at least substitute for TSLP.

Two Types of IL-4 Receptors, One of Which Also
Responds to IL-13

As detailed previously, on T cells, IL-4 acts through a re-
ceptor comprising IL-4Rα and γ c (the type I IL-4 receptor)
(29,30). However, IL-4 can also signal through type II IL-4
receptors that do not express γ c (248). IL-13 is another
cytokine that shares some actions with IL-4 and was
originally described as a T-cell–derived cytokine capable

of inhibiting inflammation (249), although it is now clear
that other cells such as NK cells and mast cells can also
produce IL-13. IL-13 can induce identical signals to IL-4
on non-T cells that respond to IL-4, but lacks effects on
mature T cells, as these cells do not bind IL-13 (250,251).
The shared actions of IL-4 and IL-13 include the ability
to (a) decrease expression of inflammatory cytokines, (b)
induce MHC class II expression, (c) induce CD23 expres-
sion and IgE production by B cells in humans, (d) inhibit
IL-2–induced proliferation of chronic lymphocytic
leukemia cells of B-cell origin, and (e) costimulate with
anti-CD40 antibodies. This is explained by the observation
that the type II IL-4 receptor consists of IL-4Rα plus
IL-13Rα1 (252,253), with both IL-4 and IL-13 inducing
indistinguishable signals on cells expressing this receptor.
Interestingly, IL-4 binds primarily to IL-4Rα and IL-13
binds primarily to IL-13Rα1. This situation may be
analogous to the situation for LIF, CT-1, and OSM, which
can all act through receptors containing LIFRβ and gp130
but differ in their abilities to interact directly with each of
these receptor proteins. An additional IL-13–binding pro-
tein, IL-13Rα2, has much higher binding affinity for IL-13
than does IL-13Rα1 (254). IL-13Rα2 is nonfunctional in
terms of signaling and instead acts as a “decoy” receptor.

Although IL-13 was originally believed to be redundant
with IL-4, it clearly has important distinctive actions as
well. IL-13 may be vital in asthma, as blocking IL-13 can in-
hibit pathophysiologic changes of asthma (255,256). It also
is clear that IL-13 regulates eosinophilic infiltration, air-
way hyperresponsiveness, and mucus secretion, and that
it is a potent mediator of fibrosis (249). The phenotype
of IL-13 knockout mice suggested a role for IL-13 in the
ability to expel helminths (257) and it is clear that IL-13
can specifically modulate resistance to intracellular organ-
isms, including Leishmania major and Listeria monocyto-
genes (249). IL-13 has also been identified as a factor that
is secreted by and can stimulate the growth of Hodgkin
and Reed–Sternberg cells (258).

An Example of Multiple Affinities of Binding
for a Single Cytokine: Three Classes of IL-2
Receptors

Although cytokines typically signal via a single class of
high-affinity cell surface receptor, more complex situations
exist. The IL-2 system provides the very interesting illustra-
tion of a system with three classes of affinities of receptors
(Table 23.8). In addition to the high-affinity receptor (IL-
2Rα + IL-2Rβ + γ c, Kd ≈ 10−11 M), there are both low-
affinity (IL-2Rα alone, Kd ≈ 10−8 M) and intermediate-
affinity (IL-2Rβ + γ c, Kd ≈ 10−9 M) receptors (reviewed in
(25,40). Low- and high-affinity receptors are expressed on
activated lymphocytes, whereas intermediate-affinity re-
ceptors are found on resting lymphocytes, particularly on
natural killer cells. Both intermediate- and high-affinity
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◗ TABLE 23.8 Classes of IL-2 Receptors

Affinity Kd Where Expressed Composition Functional

Low 10−8 M Activated cells IL-2Rα No
Intermediate 10−9 M Resting cells IL-2Rβ andγ c Yes
High 10−11 M Activated cells IL-2Rα, IL-2Rβ , and γ c Yes

receptors can signal, thus suggesting that IL-2Rβ and γ c

are necessary and sufficient for signaling, in keeping with
the theme of dimerization indicated earlier. Given that the
intermediate-affinity form is functional, what, then, is the
rationale for having a high-affinity IL-2 receptor that also
contains IL-2Rα? This is a particularly relevant question
in view of the fact that IL-2Rα has an extremely short cyto-
plasmic domain that does not appear to play a role in sig-
naling. The importance of IL-2Rα is clearly demonstrated
by the severely abnormal phenotype of IL-2Rα–deficient
mice, which exhibit autoimmunity, inflammatory bowel
disease, and premature death (140), and by the recogni-
tion that IL-2Rα mutations can cause an autoimmune syn-
drome in humans as well (259). A clue to the importance
of IL-2Rα comes from the kinetics of association of IL-2
with each chain. Although the IL-2Rα appears to lack a
direct signaling function, it has a very fast “on” rate for IL-
2 binding (260). Thus, the combination of this rapid “on”
rate with the slow “off” rate from IL-2Rβ/γ c dimers re-
sults in high-affinity binding that is vital for responding to
the very low concentrations of IL-2 that are physiologically
present in vivo. Moreover, as activated T cells express ap-
proximately 10 times as many low-affinity as high-affinity
receptors, IL-2Rα may serve as an efficient means of re-
cruitment and concentration of IL-2 on the cell surface,
allowing more efficient formation of IL-2/IL-2Rβ/γ c sig-
naling complexes.

As mentioned earlier, IL-2Rα is not a type I cytokine
receptor. In the mid-1980s, it was noted to have homol-
ogy to the recognition domain of complement factor B
(261). Subsequently, however, the IL-15 receptor α chain
was shown to also have a similar structure (104), with both
IL-2Rα and IL-15Rα having what are called “sushi” do-
mains, which contribute to ligand binding. The fact that
IL-2 and IL-15 both have related α chains is consistent
with the close relationship between IL-2 and IL-15 and the
fact that the receptors for both IL-2 and IL-15 contain both
IL-2Rβ and γ c.

As IL-2Rα cannot transduce a signal by itself, the de-
tection of IL-2Rα on the cell surface does not necessarily
reflect IL-2 responsiveness. Because IL-2Rα was discov-
ered before IL-2Rβ and γ c, many early papers in the liter-
ature evaluated IL-2 receptor expression based on IL-2Rα

expression alone, and, for example, the presence of this
protein on a subpopulation of double-negative thymocytes
is a useful phenotypic marker corresponding to a stage of
development, but it does not by itself reflect IL-2 respon-

siveness. Each of the components of the IL-2 receptor is
located on a different chromosome: Human IL-2Rα is lo-
cated on chromosome 10p14-15 (262); IL-2Rβ is at 22q
(263,264), and γ c is at Xq13.1 (120), while the murine ho-
mologs are located at chromosomes 2, 15, and X.

Erythropoietin, Thrombopoietin,
and Stem Cell Factor

Erythropoietin is vital for erythropoiesis and thrombopoi-
etin for thrombopoiesis. These cytokines each bind to re-
ceptors that are homodimers (19,265). Interestingly, eryth-
ropoietin signaling may depend in part on the functional
cooperation of the erythropoietin receptor and c-kit, the
receptor for stem cell factor (266). This latter receptor has
intrinsic tyrosine kinase activity and is not a type I cytokine
receptor.

CYTOKINE AND CYTOKINE RECEPTOR
PLEIOTROPY AND REDUNDANCY

It is well recognized that many cytokines exhibit the phe-
nomena of cytokine “pleiotropy” and “redundancy” (217).
Cytokine pleiotropy refers to the ability of a cytokine to
exert many different types of responses, often on different
cell types, whereas cytokine redundancy refers to the fact
that many different cytokines can induce similar actions.
One set of cytokines that exhibits cytokine pleiotropy is
the γ c family of cytokines. For example, IL-2 can induce T-
cell growth, augment B-cell immunoglobulin synthesis, in-
crease the cytolytic activity of lymphokine-activated killer
and natural killer cells, and play an essential role in medi-
ating activation-induced cell death; IL-4 can induce B-cell
growth and immunoglobulin class switch; and IL-7 plays
a major role in thymocyte development, but also can stim-
ulate mature T cells, and at least in the mouse, can act
as a pre–B-cell growth factor. The gp130 family cytokines
also exhibit broad actions. For example, IL-6 exerts effects
ranging from that of a comitogen for thymocyte activa-
tion to that of a mediator of the acute-phase response in
liver. Regarding cytokine redundancy, it has already been
highlighted that IL-2, IL-4, IL-7, IL-15, and IL-21 whose
receptors contain γ c, can act as T-cell growth factors, and
that IL-3 has actions that overlap with IL-5 and GM-CSF.

The recognition that cytokines not only have overlap-
ping actions but also share receptor components led to



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-23 Paul-3627G GRBT293-Paul-v1.cls April 12, 2008 17:54

724 Chapter 23

the concepts of “cytokine receptor pleiotropy” and “cy-
tokine receptor redundancy” (reviewed in 217). The first
of these terms can be defined by the ability of a single
cytokine receptor subunit to function in more than one
receptor. Thus, examples include the sharing of γ c, βc,
gp130, IL-4Rα, LIFRβ, and OSMRβ, as summarized ear-
lier, as well as the sharing of IL-2Rβ by IL-2 and IL-
15 receptors, the sharing of IL4Rα and IL-13Rα in type
II IL-4 receptors and IL-13 receptors, and the sharing
of IL-7Rα by the IL-7 and TSLP receptors. Another way
of viewing receptor pleiotropy is that certain receptor
chains are useful “modules” that function in more than one
context.

The final term, cytokine receptor subunit redundancy,
is the one with fewest examples. There is one well-
documented example in mice, but not humans. IL-3 signals
through IL-3Rα plus either βc or an alternative unique IL-
3Rβ that shares 91% amino acid identity with βc and ap-
pears to be a completely functionally redundant protein for
IL-3 signaling, but IL-3Rβ cannot substitute for βc in the
context of IL-5 or GM-CSF signaling (157). Other poten-
tial examples exist. For example, in type I and type II IL-4
receptors, IL-4Rα coordinates with either γ c or IL-13Rα,
respectively, and there are two types of OSM receptors,
both of which contain gp130, but one of which contains a
specific OSMR while the other contains LIFRβ. What re-
mains unknown, however, is whether the signals mediated
by these different types of receptors are truly identical so
that there is redundancy, or whether there are distinctive
features to the signals that IL-4 and OSM induce via the
different receptors.

In addition to the preceding examples related to type I
cytokines, the IL-10 subfamily of type II cytokines is in-
teresting in that IL-10Rβ, IL-20Rα, IL-20Rβ, and IL-22Rα

are each shared components, collectively affecting signal-
ing in response to IL-10, IL-19, IL-20, IL-22, and IL-24
(reviewed in 217 and references below related to the IL-10
family of cytokines). Specifically, IL-10 signals via a recep-
tor containing IL-10Rα and IL-10Rβ, IL-19 signals via a
receptor containing IL-20Rα and IL-20Rβ, IL-20 signals
via receptors containing IL-20Rβ and either IL-20Rα or
IL-22Rα, IL-22 signals via receptors containing IL-10Rβ

and IL-22Rα, and IL-24 signals through receptors contain-
ing IL-20Rβ plus either IL-20Rα or IL-22Rα. Two other
IL-10 family members, IL-28 and IL-29, both signal via
IL-28R + IL-10Rβ (267).

SOLUBLE RECEPTORS

Soluble forms of many cytokine receptors have been iden-
tified, including those for IL-1, IL-2, IL-4, IL-5, IL-6, IL-7,
IL-13Rα2, GM-CSF, type I and type II IFNs, IL-22, and
TNF (268–270). As is clear from this list of cytokines, solu-
ble receptors are not restricted to receptors that are type I

◗ TABLE 23.9 Soluble Cytokine Receptors

Generated by Generated by Proteolytic
Alternative Splicing Cleavage of Mature Receptor

sIL-4Rα sIL-2Rα

sIL-5Rα sTNFR
sIL-6Rα

sIL-7Rα

sGM-CSFRα

sIFNAR-2

cytokine receptors, and in the case of IL-2, the principal
soluble receptor protein is IL-2Rα, which is not a type I
cytokine receptor. Soluble receptors can be created by al-
ternative splicing that truncates the protein N-terminal to
the transmembrane domain, resulting in a secreted protein
rather than a membrane-anchored membrane in the case
of IL-4Rα, IL-5Rα, IL-6Rα, IL-7Rα, IFNAR-2, and GM-
CSFRα. Alternatively, they can be created by proteolytic
cleavage of the membrane receptor, as is found for the re-
ceptors for IL-2Rα and TNFRI and TNFRII (reviewed in
269) (Table 23.9). Although it is theoretically possible that
a distinct gene might encode the soluble forms of a recep-
tor, no such examples have been reported. In the cases in
which proteolytic cleavage occurs, the identity of the pro-
teases has not been identified. The major questions related
to these soluble receptors are these: (a) Do they have phys-
iologic or pathophysiologic functions? (b) How do their
affinities compare to those of the corresponding cell sur-
face receptor? (c) Do they have diagnostic, prognostic, and
therapeutic applications?

Unfortunately, there is little information available on
the in vivo role of soluble receptors. In general, in in vitro
studies, soluble receptors can compete with their corre-
sponding cell surface receptors, thereby serving negative
regulatory roles. For example, this appears to be the case
for the IL-22–soluble receptor. However, soluble IL-6Rα

exerts an agonistic role because, as summarized earlier,
IL-6 signaling occurs equally well via gp130 when the sol-
uble rather than the transmembrane form of IL-6Rα in-
teracts with IL-6. Nevertheless, a mutated form of IL-6Rα

that cannot interact with gp130 but still binds IL-6 can ef-
fectively inhibit the actions of IL-6 (271). In the case of
IL-2Rα, there is no reported physiologic function for sol-
uble IL-2Rα, as the affinity of the released receptor is, as
expected, similar to that of the low-affinity receptor (Kd ≈
10−8 M), making it unlikely to effectively compete with
the high-affinity cell surface receptor (Kd ≈ 10−11 M).
However, this and other soluble receptors could serve as
cytokine carrier proteins and potentially could increase
stability of a cytokine by protecting it from proteolysis
(269). Moreover, there are potential diagnostic and prog-
nostic uses for measuring the level of shed receptors (Table
23.10).
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◗ TABLE 23.10 Soluble IL-2 Receptors
in Human Disease

Malignancies

Hematologic
Adult T-cell leukemia (ATL)
Hairy-cell leukemia
Acute lymphocytic leukemia
Chronic lymphocytic leukemia (B-cell) (CLL)
Acute myelogenous leukemia (AML)
Chronic myelogenous leukemia (CML), especially in blast crisis
Malignant lymphomas

Hodgkin’s disease
Non-Hodgkin’s lymphomas

Nonhematologic
Adenocarcinoma of lung, breast, pancreas
Small-cell bronchogenic carcinoma
Ovarian, cervical, and endometrial cancers
Nasopharyngeal carcinoma
Melanoma

Infections

HIV
Tuberculosis
Rubeola
Infectious mononucleosis

Other Diseases

End-stage renal disease
Rheumatoid arthritis
Systemic lupus erythematosis
Scleroderma
Sarcoidosis

After transplantation
After IL-2 administration

In adults, the mean sIL-2Rα levels are 280 ± 161 U/mL (levels tend to be
higher in pediatric populations). The situations where the levels exceed
5,000 U/mL are ATL, hairy-cell leukemia, CML, and after IL-2
administration. The situations where levels are between 1,000 and 5,000
units/ml include AML, CLL, non-Hodgkin’s lymphomas, AIDS associated
with Kaposi sarcoma, tuberculosis, rubeola, and end-stage renal disease.
Data are from (268,269).

INTERFERONS (TYPE II CYTOKINES) AND
THEIR RECEPTORS

Interferons (IFNs) represent an evolutionarily conserved
family (Table 23.11) of cytokines that are related to the IL-
10 family of type II cytokines. IFNs were discovered in 1957
on the basis of their antiviral activity and were the first
cytokines that were discovered (272). IFNs are known as
either type I or type II IFNs (273–277,278–282), where type
I interferons include IFN-α (originally known as leukocyte
IFN) and IFN-β (originally known as fibroblast IFN), and
IFN-ε, IFN-κ , IFN-ω, IFN-δ, and IFN-τ . IFN-δ and IFN-τ
are absent in humans. IFN-ω is closely related to the IFN-α
and was formerly designated as an IFN-α. There are mul-
tiple (at least 12) IFN-α in mice and humans. In contrast,
the other type I IFNs, IFN-β and IFN-ω, are each encoded
by single human and murine genes near the IFN-α clus-

◗ TABLE 23.11 Type II Cytokines

Chromosomal
Location (h/m)

Type I interferons

IFNα Many genes 9p22/4
IFNβ Single gene 9p21/4
IFNω Single gene 9p21/4
IFNτ Many genes

Type II interferon

IFNγ Single gene 12q14/10

IL-10 family cytokines

IL-10 Single gene 1q31-32/1
IL-19 Single gene 1q32/1
IL-20 Single gene 1q32/1
IL-22 Single gene 12q14-15/10
IL-24 Single gene 1q32/1
IL-26 Single gene 12q14-15/
IL-28 Single gene 19q13/7
IL-29 Single gene 19q13

ter, and in addition there are multiple pseudogenes most
closely related to IFN-α and IFN-ω. The type I IFNs are
clustered on human chromosome 9 and murine chromo-
some 4. Type II interferon is IFN-γ , which is encoded by a
single gene on human chromosome 12 and murine chro-
mosome 10. IFN-α/β is produced after viral infection in
many cell types, although plasmacytoid dendritic cells ap-
pear to be the largest producers of IFN-α/β. These type I
IFNs inhibit viral replication and induce the apoptosis of
virally infected cells. In addition, IFN-α/β mediate the acti-
vation of macrophages and NK cells, and they additionally
affect the proliferation and survival of CD8+ T cells.

The grouping of the IFN-α and IFN-β together as type
I IFNs is logical not only because of the similar amino
acid sequences and structures of these IFNs, but also based
on the fact that they share the same receptor and induce
essentially the same signals (283,284); although DNA ar-
ray analysis does show some differences in the genes in-
duced by IFN-α and IFN-β, the basis for these differences
is unclear (285). These signals include antiproliferative
and antiviral activities, but also the ability to stimulate
cytolytic activity in lymphoyctes, natural killer cells, and
macrophages. In contrast, IFN-γ has a distinct receptor.
Type I and type II IFN receptors share a sufficient degree
of similarity to each other so as to form a family (286). The
structure of the IFN-γ receptor (287) is shown in Figure
23.2. IFN receptors are referred to as type II cytokine re-
ceptors to reflect the substantial differences between these
receptors and the type I cytokine receptors (8). Because
both type I and type II IFNs bind to type II cytokine recep-
tors, IFNs are occasionally referred to as type II cytokines,
but more generally are referred to as IFNs. Based on the
similarity of the IL-10 receptor to the IFN-γ receptors (8),
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IL-10 was designated as a type II cytokine, and indeed,
when its x-ray crystal was determined, IL-10 was found
to be topologically related to IFN-γ (14). As noted earlier,
more recently a series of IL-10–related cytokines has been
identified, including IL-19, IL-20, IL-22, IL-24, IL-26, IL-
28, and IL-29, and these are also designated as type II cy-
tokines. Among type II cytokines, IFN-γ has helices similar
to those of the type I short-chain helical cytokines, but its
short helices that occupy the AB and CD loops positions
exhibit the long-chain cytokinelike AB-over-CD topology.
IL-10 and IFN-α/β have long-chain structures (8). Thus,
the theme of short-chain and long-chain type I cytokines
also extends to the interferons and the IL-10 family of type
II cytokines.

Type I IFNs signal through a receptor known as the
type I IFN receptor (274,278,280,282,283), The receptor
consists of at least two chains (288–291). In contrast to
the α- and β-chain nomenclature typical for type I cy-
tokine receptors, IFN receptor chains are officially de-
noted as IFNAR-1 (previously also denoted IFN-αR1, IF-
NAR1, and IFN-Rα) and IFNAR-2 (previously also known
as IFN-α/β receptor [IFN-α/βR], IFN-αR2, IFNAR2, and
IFN-Rβ) (292). IFNAR-2 has both short and long forms as
well as a soluble form (293). The long form has a much
larger cytoplasmic domain and serves a more important
role in signal transduction. Whereas IFNAR-1 cannot bind
IFN-α, IFNAR-2 binds with low affinity, and the combina-
tion of both chains results in high-affinity binding (293)
and function. As detailed later, IFNAR-1 binds the Janus
family tyrosine kinase Tyk2, whereas IFNAR-2 binds Jak1.
In addition to these cellular receptors, it is interesting that
vaccinia virus and other orthopoxviruses encode a soluble
form of type I IFN receptor that is related to the IL-1 re-
ceptors and that is capable of binding IFN-α, IFN-β, and
IFN-ω (294,295). This form of IFN receptor is therefore not
a member of the type II cytokine family but instead is an
immunoglobulin superfamily protein. The IFN-α are typ-
ically species-specific, although IFN-α8 is a human type I
IFN that can bind to the mouse receptor. IFNAR-1 confers
species specificity of binding.

IFN-γ was first recognized more than 40 years ago,
in 1965, as immune IFN, named as IFN-γ in 1980,
cloned in 1982, and then confirmed to be the same as
primary macrophage-activating factor (MAF) (274,283,
296,297,298). Although IFN-γ clearly possesses antiviral
activity, it also has a range of actions on proinflamma-
tory and anti-inflammatory host responses (279) For ex-
ample, IFN-γ can prime macrophages to manifest antimi-
crobial and antitumor effects. Moreover, following IL-12–
mediated differentiation of Th1 cells, IFN-γ is a major
secreted product. This production is critical for host re-
sponse to a range of infectious pathogens, including, for
example, Toxoplasma gondii. IFN-γ inhibits the generation
of Th2 cells as well as Th17 cells. IFN-γ is produced by
a range of cells, including Treg cells, and in this context

appears to result in apoptosis of naı̈ve cells and Th2 ef-
fector T cells. It is produced by NK cells and can mediate
NK-dependent lysis of tumor cells, augment IgG2a isotype
switching of B cells, and activate dendritic cells. Moreover,
IFN-γ can either contribute to disease protection or can be
protective, depending on the context (298). Finally, IFN-γ –
or anti-IFN-γ – based therapies are being tried for a range
of conditions.

IFN-γ is encoded by four exons on chromosome 12.
IFN-γ forms a functional homodimer with an appar-
ent molecular weight of 34 kDa, whereas little of the
monomeric form can be detected and it is not biologi-
cally active. Each IFN-γ monomer has six α helices, four
of which resemble the short-chain helical cytokines, and
there is no β-sheet structure. The subunits interact in an
antiparallel fashion. In contrast to the ability of many dif-
ferent cells to produce IFN-α, IFN-γ is more restricted,
with it being produced primarily by NK cells, CD8+ T
cells, and the Th1 subclass of CD4+ T cells (reviewed in
274). Many signals, including antigen stimulation, IL-12,
and IL-18, can induce the production of IFN-γ . IFN-γ
exerts its effects through specific receptors that are ex-
pressed on all types of cells except erythrocytes. Inter-
estingly, even platelets express IFN-γ receptors, raising
the possibility that they can serve a function in trans-
porting IFN-γ in the circulation (274). The functional hu-
man receptor consists of two chains (299): IFNGR-1, for-
merly also denoted IFNγ R1 or IFNγ Rα (292,300), a 90-
kDa protein whose gene is located on human chromosome
6q16-22 and murine chromosome 10 (297); and IFNGR-
2, also denoted as IFNγ Rβ (301,302), located on human
chromosome 21q22.1 and murine chromosome 16 (297).
IFNGR-1 is required for ligand binding, whereas IFNGR-2
plays a role in signaling. Jak1 associates with the Leu–
Pro–Lys–Ser sequence in the membrane-proximal region
of the cytoplasmic domain of IFNGR-1 (303), whereas Jak2
binds to IFNGR-2 (304). The fact that IFN-γ is a homod-
imer explains how its binding induces the homodimeriza-
tion of IFNGR-1, which then allows the recruitment of
IFNGR-2. Thus, the functional IFN-γ receptor is believed
to contain two molecules each of IFNGR-1 and IFNGR-
2. Normal IFN-γ production is dependent on IL-12, and
defective IFN-γ signaling is associated with failure to ap-
propriately clear mycobacterial and other infections (dis-
cussed later).

Interleukin-10, a Type II Cytokine, and the
Related Cytokines IL-19, IL-20, IL-22, IL-24,
IL-26, IL-28, and IL-29

IL-10 is a type II cytokine that is produced by activated
T cells, B cells, monocytes, NK cells, keratinocytes, and
dendritic cells (305). The IL-10 gene contains five exons
and is located on chromosome 1 in both mice and humans
(305). IL-10 has an open reading frame of 178 amino acids,
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including the signal peptide, and the mature protein is 18
kDa. Human IL-10 receptor maps to 11q23.3. IL-10 can
inhibit the production of a number of cytokines, includ-
ing IL-2, IL-3, IFN-γ , GM-CSF, and TNF-α, and falls in the
category of a Th2 cytokine (305) (see later). IL-10 origi-
nally was identified as cytokine synthesis-inhibitory fac-
tor (CSIF) (267,306), produced by Th2 cells. However, it
is also clear that B cells and dendritic cells also produce
IL-10. IL-10 inhibits monocyte/macrophage/dendritic cell-
dependent T-cell proliferation, in part by markedly de-
creasing synthesis of a variety of cytokines, expression of
costimulatory molecules, and chemokines, to name just
some of its inhibitory effects (267). Nevertheless, in addi-
tion to these indirect effects on T cells, IL-10 appears to
exert direct stimulatory effects on thymocytes and T cells
in vitro and to promote the development of B1 cells and
activity of NK cells. IL-10–deficient mice develop a form
of inflammatory bowel disease that is similar to Crohn’s
disease (305,307). Interestingly, the BCRF1 protein that is
encoded by Epstein–Barr virus is very similar to IL-10 and
shares many of its biologic properties as a macrophage
“deactivating” factor, and as a costimulator of prolifera-
tion of B cells (308). The EBV IL-10 homolog is a selec-
tive agonist, although its binding to the IL-10 receptor is
somewhat impaired (308). IL-10 is a major inhibitor of
Th1 functions (305). Although it was suggested that IL-10
might also favor Th2 development, IL-4 is established as
the major mediator of Th2 cell development. IL-10 instead
plays a major role in limiting and terminating inflamma-
tory responses (305).

The IL-10 receptor is most closely related to IFN recep-
tors, making it a type II cytokine receptor (309,310), thus
corresponding to the close structural relationship of IL-10
to IFN-γ . The receptor for IL-10 consists of an IL-10Rα

chain and IL-10Rβ (305); this latter protein is the same as
CRF2-4, which was first identified as an “orphan” IFN re-
ceptor family member that is located on chromosome 21
within 35 kb of IFNGR-2 (311,312).

A series of IL-10-related cytokines has been been iden-
tified, including IL-19, IL-20, IL-22, IL-24, IL-26, IL-28,
and IL-29 (313,314–317). Data on biologic roles of some
of these proteins is still limited. IL-19 was discovered as a
gene that was induced in LPS-stimulated monocytes. Anal-
ogous to IL-20, IL-19 has been suggested to potentially
be involved in the pathogenesis of chronic inflammatory
diseases, such as psoriasis. IL-20 was found in epidermal
cells, with overexpression resulting in aberrant epidermal
differentiation; it was suggested to have a role in psoria-
sis. IL-22 was found as an IL-9–induced cytokine that can
in turn induce acute-phase reactant production by hep-
atocytes and accordingly that it might be involved in in-
flammatory responses. It is produced mainly by activated
Th1 cells, but its target cells are primarily in the digestive
and respiratory systems, as well as keratinocytes, and it
appears to promote innate immunity (318). IL-22 is also

produced by Th17 cells (318a). IL-24 was originally dis-
covered as melanoma differentiation-associated antigen 7
(Mda-7). IL-24 is induced in peripheral blood mononuclear
cells (PBMC) with mitogens. Overexpression of IL-24 can
induce apoptosis in a wide range of tumor cells, including,
for example, melanoma and malignant gliomas, and infec-
tion with adenoviral-driven Mda7 can sensitize tumors to
ionizing radiation (267). IL-26 was originally discovered as
AK155. Very little is known regarding the function of IL-
26. IL-28 (which exists in two isoforms, IL-28A and IL-28B,
originally also called IFN-λ1 and IFN-λ2) and IL-29 (origi-
nally also called IFN-λ3) are induced in plasmacytoid den-
dritic cells by viral infection and exhibit antiviral activity,
analogous to type I IFNs; nevertheless, they bind to a recep-
tor consisting of IL-10Rβ and IL-28Rα (319). Interestingly,
the genes encoding IL-10, IL-19, IL-20, and IL-24 collocal-
ize at human chromosome 1q32, whereas those encoding
IL-22 and IL-26 are at 12q14-15 near the IFNG gene, and
IL-28 and IL-29 are at 19q13 (267,320). Thus, these type
II cytokines can be subdivided into three different groups
based at least in part on chromosome localization.

SPECIES SPECIFICITY OF CYTOKINES

There are no general rules for the species specificity of hu-
man and murine cytokines and how the cytokines and their
receptor chains have coevolved. To provide illustrative ex-
amples of each situation, human IL-2 can stimulate both
human and murine cells, whereas murine IL-2 exhibits lit-
tle action on human cells (39). Conversely, human IL-12
does not work on murine cells, whereas murine IL-12 is
biologically active on both murine and human cells (223).
This selective property of IL-12 is dependent on the species
origin of p35. Finally, IL-4 exhibits rather strict specificity,
so that human and murine IL-4 only induce responses on
human and murine cells, respectively (61,62). As noted
previously, the IFN-α are generally specifies-specific, al-
though IFN-α8 is not. In addition to these examples, vary-
ing degrees of relative species specificity have been demon-
strated, depending on the cytokine; in other words, at times
a cytokine from one species will work on another species,
but with attenuated potency. Thus, virtually any combina-
tion of species specificities has been observed.

SIGNALING THROUGH INTERFERON AND
CYTOKINE RECEPTORS

Our understanding of signaling through interferon and cy-
tokine receptors has increased tremendously in the past
few years. Multiple signaling pathways/molecules have
been observed for various cytokines. Collectively, these in-
clude the Jak-STAT pathway, IRF family proteins, Ras-MAP
kinase pathway, Src and Zap70 and related proteins, phos-
phatidyl inositol 3-kinase (PI 3-kinase), IRS-1 and IRS-2,
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and phosphatases. Each of these pathways will be dis-
cussed in turn. The Jak-STAT pathways are very important
for both type I and IFNs/type II cytokines, whereas the IRF
proteins play central functions, more so for the IFNs than
type I cytokines.

OVERVIEW OF JAKS AND STATS

The Jak-STAT pathway (26,283,321,322,323,324), serves as
a rapid mechanism by which signals can be transduced
from the membrane to the nucleus. Jak kinases are known
as Janus family tyrosine kinases, and the acronym STAT
denotes “signal transducer and activator of transcription.”
STAT proteins are substrates for Jak kinases. A tremen-
dous amount of information is now available on Jaks and
STATs that demonstrates their importance related to de-
velopment, differentiation, proliferation, cellular transfor-
mation, and tumorigenesis.

Jaks

The Jak kinases are 116 to 140 kDa and comprise approx-
imately 1 150 amino acids (283,322). The seven regions
of conserved sequences in Jak kinases, denoted JH1 to
JH7, are depicted in Figure 23.6. One of the hallmark fea-
tures of these kinases is that, in addition to the presence
of a catalytic tyrosine kinase domain (JH1), there is also
a pseudokinase region (JH2). The name Janus kinase re-
flects the two faces of the mythological Roman god, with
one face representing the true kinase and the other the
pseudokinase. Although the JH nomenclature was used
historically, it has obvious limitations in that, except for
the JH1 catalytic domain and JH2 pseudokinase domain, it
remains unclear whether the other JH regions correspond
to discrete domains. Modeling has indicated five important
regions, including an N-terminal domain, a FERM (4.1,

◗ TABLE 23.12 Features of Janus Family Kinases

Inducible vs. Chromo.
Kinase Constitutive Size Loc. (h/m)

Jak1 Constitutive 135 kDa 1p31.3/4
Jak2 Constitutive 130 kDa 9p23-24/19
Jak3 Inducible 116 kDa 19p13/8
Tyk2 Constitutive 140 kDa 19p13.2/9

ezrin, radixin, moesin) domain, SH2, kinaselike (which
spans two of the JH domains), and kinase domains (325).

There are four mammalian Jak kinases, Jak1 (326), Jak2
(327), Jak3 (328,329), and Tyk2 (330), each of which was
identified as part of a study intended to identify new ki-
nases (322). At least one Jak kinase is activated by every
IFN and cytokine, and some cytokines activate two or three
Jak kinases (283,321,322,323). Table 23.12 lists a number
of features of each Jak kinase, whereas Table 23.13 sum-
marizes the Jak kinases that are activated by a variety of
cytokines.

Because Jak1, Jak2, and Tyk2 are expressed ubiqui-
tously, each cell type expresses either three or in some cases
all four Jak kinases (e.g, lymphoid cells that also express
Jak3). The Jak kinases that are activated by a specific cy-
tokine are those that can bind to its receptor’s cytoplas-
mic domain. Jak kinases physically bind to the membrane
proximal Box 1/Box 2 region of the cytoplasmic domains
(329–332,333,334) and the N-terminal region of the Jaks
is required for this function (335,336,337). In cytokine re-
ceptors, the Box 1 region is proline-rich (22), suggesting
that Jak kinases may have SH3-like domains in their N-
terminal regions to mediate these interactions. As each
cytokine or IFN receptor is a homodimer, heterodimer,
or higher-order oligomer, it is reasonable to assume that
at least two Jak molecules (either two molecules of one
Jak or one molecule each of two different Jaks) typically
will be activated, as one Jak will be associated with each

FIGURE 23.6 Schematic of Jak kinases. Shown are the locations of the seven JH domains. JH1
is the catalytic domain. JH2 is the pseudokinase domain, the presence of which prompted the
naming of this family as Janus family tyrosine kinases. As noted in the text, the JH nomenclature
has limitations and in fact masks the presence of an SH2 domain that spans parts of the JH4 and
JH3 domains. Also shown is the conserved tyrosine (Y1007 in Jak2), whose phosphorylation is
required for maximal catalytic activity.
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◗ TABLE 23.13 Cytokines and the Jaks
They Activate

Cytokine Jak Kinase(s) Activated

IFNα/β Jak1, Tyk2
IFNγ Jak1, Jak2
Growth hormone Jak2
Prolactin Jak2
Erythopoietin Jak2
Thrombopoietin Jak2
IL-10 Jak1, Tyk2
IL-12, IL-23 Jak2, Tyk2
G-CSF Jak1, Jak2
γ c family
IL-2, IL-4∗, IL-7, IL-9,

IL-15, IL-21
Jak1, Jak3

βc family
IL-3, IL-5, GM-CSF Jak2, ?Jak1
gp130 family
IL-6, IL-11, CNTF, LIF,

OSM, CT-1
Jak1, Jak2, Tyk2

TSLP Instead of Jaks, TSLP was suggested
to activate a Tec family kinase (575)

Note that IL-4 activates Jak1 and Jak3 when it acts through the type I IL-4
receptor (IL-4Rα + γ c, found for example on T cells). However, Jak3 is
not activated when IL-4 signals through the type II IL-4 receptors (IL-4Rα
+ IL13Rα1, a form of receptor that is expressed on a number of non-T
cells, including fibroblasts).

receptor chain. In accord with their ubiquitous expres-
sion, Jak1, Jak2, and Tyk2 are activated by a variety of
different sets of cytokines (Tables 23.12 and 23.13). For
example, Jak1 is activated not only by type I and type II
IFNs, but also by the γ c family of cytokines (e.g, IL-2,
IL-4, IL-7, IL-9, IL-15, and IL-21), whereas Jak2 is acti-
vated not only by IFN-γ but also by growth hormone, ery-
thropoietin, prolactin, and the hematopoietic cytokines,
IL-3, IL-5, and GM-CSF (321,322). Tyk2 is somewhat more
restricted in that it is activated by IFN-α/β and IL-12/
IL-23; the significance of its activation by gp130 family
cytokines is less clear. Interestingly, Jak1, Jak2, and Tyk2
are recruited by each of the cytokine receptors that share
gp130 as a signal-transducing molecule, raising the ques-
tion of whether these cytokines require all three Jak ki-
nases for optimal function or whether any one or two
is/are sufficient. At least for IL-6, Jak1 is absolutely vital
(338,339), whereas the importance of Jak2 and Tyk2 is less
clear.

Jak3 is different from the other Jak kinases in that it
is much more inducible. Moreover, Jak3 is activated only
by the cytokines whose receptors contain γ c (26,36). It
is interesting that each cytokine whose receptor contains
γ c activates not only Jak3 but also Jak1. The basis for
the activation of both Jak1 and Jak3 by IL-2, IL-4, IL-7,
IL-9, IL-15, and IL-21 is that Jak1 associates with each
of the unique signaling chains (IL-2Rβ, IL-4Rα, IL-7Rα,

IL-9Rα, and IL-21R), whereas Jak3 associates with γ c

(26,36). Although this could be a coincidental result of
coevolution of these cytokine systems, these observations
raise the possibility that Jak1 is the Jak kinase that can
most efficiently functionally cooperate with Jak3.

Given the wide range of cytokines that activate any
particular Jak kinase and that in some cases multiple cy-
tokines can activate the same set of Jaks, it is clear that
the Jak kinases by themselves do not determine signal-
ing specificity. For example, IL-2, IL-4, IL-7, IL-9, IL-15,
and IL-21 all activate Jak1 and Jak3, but induce a range of
actions. Moreover, Jak2 is the only Jak kinase that is ac-
tivated by growth hormone and erythropoietin, cytokines
with different target cells and biologic functions. Interest-
ingly, Jak2 is the Jak that interacts with all cytokine re-
ceptors that form homodimers. Given that homodimeric
receptors are most likely the oldest cytokine receptors in
evolution, this suggests that Jak2 might be the “primordial”
Jak kinase from which others evolved.

Importance of Jak Kinases in Signaling

In addition to the activation of Jak kinases by multiples
cytokines and interferons, a variety of other data indi-
cate their importance for signaling. One of the vital se-
ries of experiments that led to the establishment of the
critical role of Jak kinases in IFN signaling involved a
group of mutant cell lines that were defective for inter-
feron signaling, but wherein signaling could be rescued
by genetic complementation (reviewed in 283). Defective
signaling in response to IFN-α and IFN-β was found in
a mutant fibroblast cell line (U1 cells) lacking Tyk2; de-
fective signaling in response to IFN-α, IFN-β, and IFN-γ
was found in a mutant cell line lacking Jak1 (U4 cells),
and defective IFN-γ signaling was found in cells lacking
Jak2 (283). A variety of other data have indicated the im-
portance of Jak kinases for other cytokine pathways. First,
dominant negative Jak2 inhibits signaling by erythropoi-
etin and growth hormone (340,341), whereas a dominant
negative Jak3 inhibits signaling in response to IL-2 (342),
and, as noted earlier, Jak1 is vital for IL-6 signaling. Sec-
ond, humans (343,344) and mice (345,346,347) that are
deficient in Jak3 exhibit developmental and signaling de-
fects consistent with defective signaling. Third, humans
with an activating mutation in Jak2 develop polycythemia
vera (348), and a Jak2 inhibitor inhibited the growth of
acute lymphoblastic leukemia cells in vitro (349). Fourth,
a patient with mutation in Tyk2 developed a form of im-
munodeficiency (350). Fifth, in Drosophila, the hopscotch
gene encodes a Jak kinase wherein loss-of-function alle-
les result in lethality and decreased proliferation, whereas
a gain-of-function allele, hopscotchTumorous-lethal results in
melanotic tumors and hypertrophy of the hematopoietic
organs (351,352). Sixth, in zebrafish, Jak1 is vital for
normal cell migration and anterior specification (353).
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Seventh, as discussed later, Jak kinases are constitutively
activated in many cell lines infected with a number of
viruses, including HTLV-I, v-Abl, spleen focus forming
virus, and with v-src (354,356,357). These data together
underscore the vital roles of Jaks in cytokine signaling.
Depending on the function of the particular cytokine (e.g,
development, differentiation, or proliferation), the partic-
ular Jak kinases potentially may be involved in a variety of
processes, and when dysregulated, in at least certain set-
tings, they appear to contribute to cellular transformation.

Jak3 Mutations Result in an Autosomal
Recessive Form of Severe Combined
Immunodeficiency (SCID) That is
Indistinguishable from XSCID

A very large number of different mutations in γ c have been
observed in XSCID. As might be expected, in cases in which
it has been examined, amino acid substitutions in the ex-
tracellular domain result in defective cytokine binding. In
contrast, mutations or truncations in the γ c cytoplasmic
domain result in defective signaling. Analysis of a family
in which a number of males exhibit a moderate form of X-
linked combined immunodeficiency (XCID) revealed that
this disease also resulted from a mutation in γ c (32), (Leu
271 → Gln), that resulted in a decrease, but not total loss,
of Jak3 association, in contrast to the loss of Jak3 inter-
action seen with mutations in the γ c cytoplasmic domain
that cause XSCID. Thus, the severity of the immunode-
ficiency correlated inversely with the degree of Jak3 ac-
tivation (26,36). Moreover, it was predicted that Jak3 was
required for T-cell and NK-cell development and that muta-
tions in Jak3 might result in a clinical phenotype indistin-
guishable from that in XSCID (32). Indeed, this is the case
in humans (343,344). As one would hypothesize, many mu-
tations in Jak3 have been identified (322). Presumably, any
mutation that interferes with its ability to interact with γ c,
with its catalytic activity, or with recruitment of substrates
could result in clinical disease, ranging from moderate to
severe immunodeficiency.

Analogous to the similarity of XSCID and Jak3-deficient
SCID, mice deficient in either γ c or Jak3 also have indis-
tinguishable phenotypes (134,135,345,346,347). These in
vivo data underscore the vital role of Jak3 in mediating
γ c-dependent functions and suggested that Jak3 is essen-
tial for most if not all γ c functions. Some in vitro data
indicate that γ c may do more than recruit Jak3 (342,358),
and interestingly γ c can interact with calpain (359), but
the recruitment of Jak3 is clearly essential and the defects
in T-cell and NK-cell development associated with γ c or
Jak3 deficiency are indistinguishable. Because Jak3 defi-
ciency is not clincially or phenotypically more severe than
γ c deficiency in humans and mice, it seems likely that γ c is
the major, if not only, protein with which Jak3 associates.
Although Jak3 was suggested to associate with CD40 (360),

a functional role for Jak3 in CD40 signaling has been ques-
tioned (361). The phenotypes of mice lacking each of the
four Jak kinases are summarized in Table 23.14.

Jak2 Mutations and Translocations

The Jak2V617F mutations has now been identified in
the vast majority of patients with polycythemia vera
(348,362), some of whom had homozygous and some
had heterozygous mutations. The homozygous patients
had duplications of the mutated allele. This mutation
results in a constitutively activated kinase and presum-
ably confers factor-independent growth, something that
has been demonstrated in transfected cell lines. Moreover,
polycythemia patients exhibit erythropoietin-independent
BFU-E. Furthermore, the JAK2 locus is involved in a chro-
somal translocation to create the TEL-JAK2 protein that
is causally related to a human leukemia (363), further
underscoring the relationship of Jak2 to the growth of
hematopoietic cells.

Tyk2 Mutations and Human
Immunodeficiency

A mutation in Tyk2 has now been identified in a patient
with primary immunodeficiency (350). The patient had
clinical defects more severe than anticipated from Tyk-
deficient mice, with increased susceptibility to viral infec-
tions and atypical mycobacterial infections and defective
signaling in response to IL-23, IL-6, and IL-10. Addition-
ally, the patient had hyper IgE production, which perhaps
corresponds to enhanced Th2 cell-mediated allergic in-
flammation in Tyk2−/− mice (364). Because this was a sin-
gle patient, it remains to be determined if other individu-
als with Tyk2 deficiency will have this full range of clinical
problems.

ACTIVATION OF JAKS AND THE
JAK-STAT PARADIGM

The paradigm of Jak-STAT activation is shown in Figure
23.7, which also shows activation of other pathways, such
as the Ras-MAP kinase and PI 3-kinase/Akt/p70 S6 kinase
pathways. Following interferon or cytokine engagement,
dimerization or higher-order oligomerization of receptor
complexes is induced. This in turn allows the juxtaposi-
tioning of Jak kinases, facilitating transphosphorylation
and activation. In receptors with only two chains, the di-
rect transphosphorylation of one Jak by the other seems
likely to occur. In more complex receptors, such as the
IFN-γ system, because the receptor is a heterotetramer
with two IFNGR-1 chains that each bind Jak1 and two
IFNGR-2 chains that each bind Jak2, it is not clear if
Jak1 and Jak2 transactivate each other or if one of the
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◗ TABLE 23.14 Phenotypes of Mice Deficient in Type I and Type II Cytokines, Their
Receptors, STATs, and Jaks

Type I cytokines and their receptors

γc Family

IL-2 (128,576,577) Normal thymic and peripheral T-cell development. Decreased polyclonal T-cell responses in vitro, but more normal in vivo
responses to pathogenic challenges. Autoimmunity with marked changes in levels of serum immunoglobulin isotypes.
Ulcerative colitis–like inflammatory bowel disease.

IL-4 (131,132) Defective Th2 cytokine responses and class switch; defective IgG1 and IgE production.
IL-2/IL-4 (133) Some features of both IL-2 and IL-4 knockout mice. No gross abnormalities of T-cell development.
IL-7 (72) Greatly diminished thymic and peripheral T-cell development and B lymphopoiesis, resulting in profound lymphopenia.
IL-9 (88,90) No T-cell defect. Defect in pulmonary goblet cell hyperplasia and mastocytosis following challenge with Schistoma mansoni

eggs. No defect in eosinophilia or granuloma formation.
IL-15 (100) Defective NK-cell development. Defect in CD8 memory T-cell homeostasis.
IL-2Rα (140) Normal initial lymphoid development, but massive enlargement of peripheral lymphoid organs, polyclonal T- and B-cell

expansions, and activated T cells, with impaired activation-induced cell death. Autoimmunity with increasing age, including
hemolytic anemia and inflammatory bowel disease.

IL-2Rβ (141) Severe autoimmunity including autoimmune hemolytic anemia. Die within approximately 3 mo. Deregulated T-cell activation.
Dysregulated B-cell differentiation and altered immunoglobulin profile.

γ c (134,135) Greatly diminished thymic development but double negatives, double positives, and single positives all represented.
Age-dependent accumulation of peripheral CD4+ T cells with an activated memory phenotype. Greatly diminished numbers of
conventional B cells, although B1 cells are present. No NK cells or γ δ cells. Absent gut-associated lymphoid tissue, including
Peyer patches.

IL-4Rα (578) Like IL-4−/− mice, they have defective Th2 cytokine responses and class switch; defective IgG1 and IgE production. In addition,
they cannot expel Nippostrongylus brasiliensis, presumably because of defective IL-13 signaling.

IL-7Rα (71) Greatly diminished thymic and peripheral T-cell development and B lymphopoiesis, resulting in profound lymphopenia.
IL-15Rα (99) Defective NK-cell development. Defect in CD8 memory T cell homeostasis.
IL-21 (115a) Normal development, defective Th17 development.
IL-21R (116,118,115c) Normal development, diminished IgGI and elevated IgE, particularly after immunization. Defective Th17 development.
IL-4Rα/IL-21R (116) Panhypogammaglobulinemia, with absent IgE production. Defective germinal center development with diminished or absent

tingible body macrophages.
IL-13 (257) Defective Th2-cell development and the ability to expel helminths.

βc Family

IL-5 (146) Decreased basal level of eosinophils and defective induction of eosinophils following infectious challenge. Developmental defect
in CD5+ B1 cells. Normal antibody and cytotoxic T-cell responses.

GM-CSF (579,580) Normal basal hematopoiesis. Unexpected abnormalities of the lung; abnormal pulmonary homeostasis.
IL-3Rβ (581) No defects (due to redundant function of βc).
βc (161,581) Defective responses to IL-5 and GM-CSF, but normal responses to IL-3 (because of redundant function of IL-3Rβ). Diminished

eosinophils—both basal levels and in responses to infectious challenge. Unexpected abnormalities of the lung characterized
by pulmonary proteinosis and reduced phagocytosis by alveolar macrophages. In other words, the defects are a combination of
those found in the IL-5– and GM-CSF–deficient mice.

IL-3Rβ + βc double
knockout (581)

Same phenotype as βc-deficient mice, except that they cannot respond to IL-3.

gp130 Family

IL-6 (582) Impaired acute-phase responses following infection or tissue damage. Decreased numbers of hematopoietic progenitor cells.
gp130 (583,584) Embryonic lethal. Extreme hypoplastic development of the myocardium; although the ventricular wall was very thin, traveculation

within the ventricle chamber was normal. Hematologic abnormalities characterized by greatly reduced CFU-S and somewhat
reduced CFU-Gm and BFU-E. Markedly diminished size of thymus and numbers of thymocytes. Reduced primordial germ cells in
embryonic gonads. Diminished size of placenta.

LIF (585–587) Decreased hematopoietic progenitor cells. Normal sympathetic neurons but deficient neurotransmitter switch in vitro. Defective
blastocyst implantation.

LIFRβ(588,589) Postnatal lethality. Normal hematopoietic and germ-cell compartments, but multiple neurologic, skeletal, placental, and
metabolic defects. The greater severity than found in LIF-deficient mice reflects that LIFRβ is shared by several cytokines,
including CNTF, LIF, OSM, and CT1.

CNTF (590) Progressive atrophy and loss of motor neurons.
CNTFRα (591) Severe motor neuron–deficient, resulting in perinatal mortality. The more severe phenotype than in CNTF-deficient mice was

unexpected and suggests that another cytokine may utilize CNTFRα.
IL-11Rα (592) Blastocysts can implant but decidulaization cannot occur, associated with failure of pregnancy. Fetal lethal phenotype.
IL-12 p40 (593) Impaired but not completely lacking in ability to produce IFNγ and to mount a Th1 response in vivo. Elevated secretion of IL-4,

normal production of IL-2 and IL-10. Substantially decreased CTL responses. Resistant to infection with intracellular pathogens.
IL-12Rβ 1 (594) Defective IL-12 signaling. IL-2 but not IL-12 could augment NK activity. Defective IFNγ production in response to ConA or

anti-CD3. Severe defect in Th1 differentiation.
(continued )
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◗ TABLE 23.14 Phenotypes of Mice Deficient in Type I and Type II Cytokines, Their
Receptors, STATs, and Jaks (Continued)

IL-12 p35 (553,595) Selective loss of IL-12 function without loss of IL-23. Less resistant to infection than p40 and IL-12Rβ 1 knockouts.
IL-12Rβ2 (596) Selective loss of IL-12 function without loss of IL-23. Less resistant to infection than p40 and IL-12Rβ 1 knockouts.
IL-23 p19 (553,597) Complete resistance to EAE, defective DTH response.

Epo, Tpo, G-CSF, and

M-CSF

Epo (598) Embryonic lethal. Complete block of fetal liver erythropoiesis, resulting in severe anemia, yet normal development of BFI-E and
CFU-E progenitor cells.

EpoR (599) Same as Epo-deficient mice.
TpoR (600) Decreased megakaryocytes and platelets, but other hematopoietic cells are present in normal numbers.
G-CSF (601) Neutropenia and impaired neutrophil mobility. Diminished granulocytes, and macrophage precursors.
M-CSF (602,603) Osteopetrosis, absence of teeth. Females are infertile, suggesting an unexpected role for M-CSF.
M-CSF+GM-CSF (603) A combination of defects of both M-CSF and GM-CSF, with osteopetrosis and alveolar proteinosis. Die early of pneumonia.

Type II cytokines and their receptors

IFNAR-1 (604–606) Normal development. Defective immune defense against most viral infections tested, including lymphocytic choriomeningitis
virus, Semliki Forest virus, Theiler virus, vesicular stomatitis virus. Normal resistance to Listeria monocytogenes, Lesihmania
major, Mycobacterium bovis and avium.

IFNγ (607–609) Normal lymphoid development. Impaired resistance to Listeria monocytogenes, Lesihmania major, Mycobacterium bovis and
avium. Can mount curative responses to a number of viruses. CD4+ effector cells default to the Th2 pathway after infection
with Leishmania. Succumb to infection with Toxoplasmosis gondii.

IFNGR-1 (605,606,610) Normal lymphoid development. Impaired resistance to Listeria monocytogenes, Lesihmania major, Mycobacterium bovis and
avium. Can mount curative responses to a number of viruses.

IL-10 (305,307) Normal lymphocyte development and antibody responses. Chronic entercolitis, anemia, and growth retardation. Augmented
inflammatory responses.

STATs and Jaks

Stat1 (426,427) Defective responses to both type I and type II IFNs.
Defective response to certain viruses and bacterial antigens.

Stat2 (428) Defective signaling in response to type I IFNs; interestingly, the defect is not as severe in Stat2-deficient macrophages as it is
in Stat2-deficient fibroblasts.

Stat3 (429–433) Embryonic lethal. Embryos implant but cannot grow. The fact that this phenotype is even more severe than that seen with
gp130 suggests a role for Stat3 via a gp130-independent cytokine. By Cre-lox methodology, Stat3 was also selectively
targeted in T cells, which exhibit defective IL-2–induced proliferation that correlates with a defect in IL-2–induced IL-2Rα

expression; as expected, T cells also exhibit defective signaling in response to IL-6. Stat3-deficient neutrophils and
macrophages show defective IL-10 signaling. Stat3 is also essential for normal involution of the mammary epithelium, for
wound healing, and for normal hair-cycle processes. Stat3-deficient DC exhibit defective Flt3L-dependent expansion of DC.

Stat4 (435,436) Defective Th1 development. Essentially the same phenotype as in IL-12–deficient mice, including defective IL-12–mediated
boosting of NK-cell cytolytic activity.

Stat5a (385,440) Defective lobuloalveolar development in the mammary gland, a syndrome resulting from defective prolactin signaling.
Defective IL-2–induced IL-2Rα expression and associated defects in IL-2–induced T-cell proliferation. Defective
superantigen-induced expansion of Vβ 8 T cells. Defective antigen-induced recruitment of eosinophils into the lung as well
as antigen-induced IgG1 production.

Stat5b (386,441) Defective growth analogous to Laron dwarfism, a disease of defective growth-hormone signaling. Defective IL-2–induced
IL-2Rα expression. More severe defects in IL-2–induced T-cell proliferation and NK-cell proliferation. Defective
antigen-induced recruitment of eosinophils into the lung as well as antigen-induced IgG1 production. Defective NK cytolytic
activity.

Partial Stat5a/Stat5b
(387,388)

Defective signaling in response to prolactin and growth hormone. Absent NK-cell development. Major defect in T-cell
proliferation and TCR signaling. Anemia.

Complete Stat5a/Stat5b
(442)

Fetal lethality, absent T-cell development.

Stat6 (437,438,439) Defective Th2 development, essentially the same phenotype as IL-4–deficient mice. Defective B-cell proliferation.
Jak1 (338) Perinatal lethality, with defective signaling by gp130-dependent cytokines (IL-6, IL-11, CNTF, OSM LIF CT-1, and NNT-1/BSF-3).

Defective signaling by γ c-dependent cytokines (IL-2, IL-4, IL-7, IL-9, IL-15, IL-21; of these, IL-2 and IL-7 were formally
evaluated).

Jak2 (611,612) Fetal lethality with profound anemia due to defective signaling in response to erythropoietin.
Jak3 (345,346,347) Very similar and possibly identical to γ c-deficient mice. Defective signaling in response to γ c-dependent cytokines (IL-2, IL-4,

IL-7, IL-9, IL-15, IL-21). Greatly diminished T cells in thymus and spleen, but then age-dependent peripheral expansion of
CD4+ T cells. Unlike humans with JAK3 mutations, Jak3-deficient mice have greatly diminished B-cell numbers as well.

Tyk2 (613,614,615) Mice lacking Tyk2 exhibit diminished signaling in response to IFNα/β and IL-12, but it is not abrogated. Primarily, Stat3
activation is diminished, even though Stat1/Stat2 and Stat4, respectively, are the STAT proteins that are primarily activated
by IFNα/β and IL-12. Additionally, there are diminished responses to IFNγ and IL-18.
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FIGURE 23.7 Schematic of cytokine signaling showing multiple signaling pathways activated by
IL-2. Shown is the association of Jak1 and Jak3 with different chains of the receptor. Activation
of Jak kinases results in tyrosine phosphorylation of IL-2Rβ. This allows the docking of Stat5
proteins via their SH2 domain. The STATs themselves are tyrosine-phosphorylated, dimerize, and
translocate to the nucleus, where they modulate expression of target genes. The schematic also
indicates that another phosphotyrosine mediates recruitment of Shc, which then can couple to
the Ras/Raf/MEK/MAP kinase pathway. Also shown is the important PI 3-kinase pathway. These
and other pathways are activated by many type I cytokines.

Jak kinases plays a dominant role. Indeed, one study sug-
gests that Jak2 may phosphorylate both itself and Jak1,
thereby increasing the catalytic activities of both kinases
(365). Jak1 in turn then phosphorylates IFNGR-1, allowing
the recruitment of Stat1. In this model, it is additionally
suggested that Jak2 phosphorylates Stat1 (365). Interest-
ingly, a kinase-dead mutant of Jak1 was able to mediate
the induction of certain IFN-γ –induced genes, indicating
a potential “structural” role for Jak1, but catalytically ac-
tive Jak1 was essential for the establishment of the antivi-
ral state (365), emphasizing the essential role of both Jak1
and Jak2 for normal IFN-γ function.

The preceding discussion assumes that transphospho-
rylation of Jak kinases is a mechanism for the amplifica-
tion of catalytic activity. Unless other kinases are involved,
however, implicit to this idea is that the Jak kinases them-
selves must exhibit some basal activity that is amplified to a

higher level by auto- or transphosphorylation. It is reason-
able to speculate that both models may be operative, de-
pending on the system. Consistent with Jak kinases being
activated by phosphorylation, mutagenesis of a critical ty-
rosine in Tyk2 (366) or Jak2 (367) (e.g, tyrosine 1007 in the
case of Jak2) in the activation loop of the kinase domain
inhibits activity. It is also conceivable that phosphoryla-
tion of other tyrosines on the Jaks may create appropriate
motifs for the recruitment of additional signaling mole-
cules.

The function of the pseudokinase domain remains un-
clear. No other metazoan protein tyrosine kinases contain
such a domain. The JH2 lacks the third glycine in the criti-
cal Gly–X–Gly–X–X–Gly motif, is missing an aspartic acid
that serves as the proton acceptor that is typically con-
served in the catalytic loop of both tyrosine and serine
kinases, and is missing the conserved phenylalanine in
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the Asp–Phe–Glu motif that binds ATP (reviewed in 322).
The absence of the critical amino acids summarized above
presumably explains the lack of catalytic function of the
JH2 domain (327). Despite the lack of catalytic activity
of the JH2 domain, there are increasing data in support
of vital functions for this region. Although the kinase do-
main alone can act as an active kinase, it is interesting
that a mutation in the Jak kinase JH2 domain can hy-
peractivate the Drosophila (hopTum-l/D-stat) Jak-STAT path-
way and that the corresponding Glu 695-to-Lys mutation
in murine Jak2 also resulted in increased autophosphory-
lation of Jak2 and phosphorylation of Stat5 in transfected
cells (368). Moreover, the JH2 domain may play an impor-
tant role in mediating the interaction of Jaks with STAT
proteins (369).

Given that Jak kinases are associated with a wide range
of IFN and cytokine receptors, it was to be predicted that
Jaks would mediate signals involved in multiple processes.
Indeed, these include important roles in development (as
demonstrated by the lack of T-cell and NK-cell develop-
ment associated with Jak3 deficiency, a defect at least par-
tially due to defective signaling in response to IL-7 and
IL-15), signaling in response to cytokines that are mito-
genic growth factors (IL-2, IL-3, etc.), and in the antiviral
response (IFNs). The analysis of the role of Jak1 in ze-
brafish not only revealed a role for Jak1 in early vertebrate
development, it also demonstrated that during early de-
velopment Jak1 kinase was exclusively of maternal origin
(353). These developmental roles for Jak1 in zebrafish are
consistent with the importance of a Jak kinase in early
Drosophila development as well (370).

STAT PROTEINS ARE SUBSTRATES FOR
JAKS THAT AT LEAST IN PART HELP
DETERMINE SPECIFICITY

Given that there are only four Jak kinases and scores of cy-
tokines, it is clear that Jaks by themselves cannot fully de-
termine specificity. Indeed, different cytokines with differ-
ent actions activate the same Jaks. One level of specificity
comes from the same Jaks having different substrates, de-
pending on the receptor. The best-characterized substrates
for Jaks are the signal transducer and activator of tran-
scription (STAT) proteins (321,322,323), and these appear
to provide some but not all of the specificity, particularly
given that there are only seven STAT proteins. Among the
mutant cell lines with defects in IFN signaling, in addition
to the ones with defects in Jaks that were noted previously,
others were defective in STAT proteins, providing perhaps
the earliest data proving a vital role for STAT proteins in
signaling in response to IFNs.

STAT proteins are classically considered to be latent
transcription factors that initially exist in the cytosol but

◗ TABLE 23.15 Cytokines and the STATs
They Activate

Cytokine STATs Activated

IFN-α/β Stat1, Stat2. Stat4
IFN-γ Stat1
Growth hormone Stat5a, Stat5b
Prolactin Stat5a, Stat5b
Erythopoietin Stat5a, Stat5b
Thrombopoietin Stat5a, Stat5b
IL-10 Stat3
IL-12 Stat4, Stat3
G-CSF Stat3

γc Family

IL-2, IL-7, IL-9, IL-15, IL-21 Stat5a, Stat5b, Stat3, Stat1
IL-4 Stat6
IL-13 Stat6
TSLP Stat5a, Stat5b

βc Family

IL-3, IL-5, GM-CSF Stat5a, Stat5b

gp130 Family

IL-6, IL-11, CNTF, LIF, OSM, CT-1 Stat3
Leptin Stat3

Note that for IL-2, IL-7, IL-9, and IL-15, Stat5a and Stat5b appear to be the
major STATs that are activated, although Stat3 in particular and Stat1 to a
lesser degree can also be activated. For IL-21, Stat3 is the dominant STAT
protein activated, followed by Stat1 and Stat5a/Stat5b (35,454).

then must be activated by phosphorylation, with subse-
quent translocation to the nucleus. STATs were first discov-
ered as factors that bound to the promoters of interferon-
inducible genes. The seven mammalian STAT proteins are
Stat1 (371), Stat2 (372), Stat3 (373,374), Stat4 (375,376),
Stat5a (377,378,379–381), Stat5b (379–382), and Stat6
(383). Table 23.15 summarizes the cytokines that activate
each of the STATs. Additionally, some STATs (e.g, Stat3)
are known to have more than one isoform with distinct
functions (384). Although the STATs conserve a reason-
able level of homology, Stat5a and Stat5b are unusually
closely related, being 91% identical at the amino acid level
(379–382). It is interesting that murine and human Stat5a
are more related than Stat5a and Stat5b within a single
species. The same is true for murine and human Stat5b,
suggesting that there has been evolutionary pressure to
maintain the difference between Stat5a and Stat5b and
that these two proteins might have certain distinctive func-
tions. In this regard, Stat5a and Stat5b knockout mice
exhibit both similarities as well as some differences in
their phenotypes (385,386,387,388); however, given differ-
ent levels of each Stat5 protein in certain tissues, it re-
mains to be determined if the different phenotypes result
from different intrinsic actions of Stat5a and Stat5b versus
differences in the total level of Stat5.

Because active STAT proteins exist as dimers, the abil-
ity of at least some STATs to form heterodimers (e.g, Stat1
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FIGURE 23.8 Architecture of a typical STAT protein. Shown are the locations of the following
important regions: (a) the N-terminal region is shown to mediate the interaction of STAT dimers
bound to adjacent GAS sites (known to be important for Stat1, but presumably true for all STATs);
(b) the DNA-binding domain; (c) the SH2 domain that mediates STAT docking on receptors and
STAT homodimerization/heterodimerization following tyrosine phosphorylation; and (d) the loca-
tion of the conserved tyrosine whose phosphorylation allows the SH2-mediated dimerization. At
least in Stat1 and Stat3, Serine 727, which is C-terminal to the conserved tyrosine, is an important
site for phosphorylation. In the case of Stat1, p48 interacts downstream of the STAT dimerization
domain. CBP/p300 interacts with two sites—at both the N terminus and the C terminus. Although
it has been suggested that the region between the DNA-binding domains and the SH2 domain is
an SH3 domain, this remains unproven and no interactions with proline-rich regions have been
reported; as a result, I have omitted the labeling of this region as an SH3 domain. Note that
this structure is typical of that for Stat1, Stat3, Stat4, Stat5a, and Stat5b. The main features are
conserved in Stat2 and Stat6, but these are approximately 50 to 100 amino acids longer.

with Stat2 or Stat3 [reviewed in 323]) increases the num-
ber of different complexes that can form. In addition,
further complexity can be generated by the ability of at
least some of the STATs to exist in alternatively spliced
forms (382,389). Some of these forms are inactive, and
if alternative splicing of certain forms were regulated, it
would allow for negative regulation.

A schematic of STAT proteins is shown in Figure 23.8.
The STATs can be divided into two basic groups: those
that are longer (Stat2 and Stat6, approximately 850 amino
acids) and those that are shorter (Stat1, Stat3, Stat4,
Stat5a, and Stat5b, between 750 and 800 amino acids).
The STAT genes cluster in three locations. Murine Stat2
and Stat6 are both located on chromosome 10, Stat1 and
Stat4 are located on chromosome 1, and Stat3, Stat5a, and
Stat5b are located on chromosome 11 (390). Correspond-
ingly, human, Stat1 and Stat4 are on chromosome 2q32.2–
2q32.3, Stat2 and Stat6 are on chromosome 12q13.2, and
Stat 3, Stat5a, and Stat5b are closely positioned on chro-
mosome 17q (382).

The classic model is that in order for STATs to be “ac-
tivated” and to be able to function as transcriptional acti-
vators, a number of cellular events must occur. They first
bind to phosphorylated tyrosines on cytokine receptors,
are tyrosine-phosphorylated, dissociate, dimerize, translo-
cate from the cytosol to the nucleus, bind to target DNA
sequences, and activate gene expression. A number of con-
served structural features common to all STATs helps to
explain these functions. These include an SH2 domain, a

conserved tyrosine residue, a DNA-binding domain, a C-
terminal transactivation domain, and an N-terminal STAT
tetramerization region. Other regions as well contribute
important functions. These special features of STATs are
discussed in the following. In addition, however, there is
now evidence for the biologic function of nuclear STATs
that are not phosphorylated, as discussed in the following.

Docking of STATs on Receptors or Other
Molecules, Tyrosine Phosphorylation of
STATs, and STAT Dimerization

Each STAT protein has an SH2 domain that plays two
important roles: (a) for receptor docking, as has been
shown, for example, for Stat1 docking on IFNGR-1 (391),
Stat2 docking on IFNAR-1 (392), Stat3 docking on gp130
(393), Stat5a and Stat5b docking on IL-2Rβ and IL-7Rα

(248,394), and Stat6 docking on IL-4Rα (395); and (b)
for STAT dimerization wherein dimerization is mediated
by the SH2 of one STAT interacting with the conserved
phosphorylated tyrosine of another STAT protein. In the
case of the IFN-α receptor, no Stat1 docking site on
IFNAR-1 or IFNAR-2 has been identified, and it is be-
lieved that Stat1 may interact with Stat2 after Stat2 is it-
self tyrosine-phosphorylated (322). It is also possible that
STATs can dock on Jaks, given the ability to coprecipitate
Jaks and STATs directly (355,369). After docking has oc-
curred, a conserved tyrosine (tyrosine 701 in Stat1, ty-
rosine 694 in Stat5a, etc.) can be phosphorylated. This
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phosphorylation is required for SH2 domain–mediated
STAT dimerization, and the phosphorylation likely occurs
while the STAT is docked on the receptor in physical prox-
imity to receptor-associated Jak kinases. Following STAT
phosphorylation, the STAT protein dissociates from the re-
ceptor, and its dimerization with itself or another STAT is
presumably then favored over its reassociation with the
cytokine receptor chain, given that STAT dimerization in-
volves two phosphotyrosine–SH2 interactions (a bivalent
interaction), whereas docking on a receptor involves only
one (monovalent interaction). Thus, efficient activation of
STATs requires the presence in STATs of a conserved SH2
domain and a critical tyrosine.

Whereas some receptor proteins, such as IFNGR-1
(391) and IL-7Rα (248), have a single STAT docking site
(for Stat1 and Stat5, respectively), a number of recep-
tor molecules, including IL-2Rβ (248,394), IL-4Rα (395),
gp130 (393), EPOR (396), and IL-10Rα (397), have more
than one docking site for their respective STATs. The pres-
ence of more than one site provides functional redundancy,
but also potentially could allow the simultaneous activa-
tion of two STAT molecules, providing a high local con-
centration of phosphorylated STATs, which called facilitate
their dimerization.

STAT Nuclear Translocation and
DNA Binding

Following dimerization, the STATs translocate into the
nucleus, where they can bind to DNA as transcription
factors. The mechanism for nuclear translocation was
originally mysterious, given the absence of an obvious nu-
clear localization signal (398). However, it was shown that
tyrosine-phosphorylated Stat1 dimers can interact directly
with importin-α5, allowing internalization. This suggested
that there indeed is a nuclear localization signal that is
normally masked, and mutation of Leu 407 does not inter-
fere with tyrosine phosphorylation, dimerization, or DNA
binding, but prevents nuclear localization (398). Follow-
ing its dephosphorylation, nuclear Stat1 is exported to the
cytosol by a process that is dependent on the chromosome
region maintenance 1 (CRM1) export reporter (399). Thus,
both import and export of Stat1 appear to be regulated pro-
cesses. These findings also generalize to Stat3, Stat5a, and
Stat5b (399a).

Whereas the majority of STAT dimers bind DNA di-
rectly, in the case of IFN-α/β, Stat1-Stat2 heterodimers are
formed, and these bind DNA in conjunction with a 48-kDa
DNA binding protein known as interferon regulatory factor
9 (IRF9); the Stat1-Stat2-IRF9 complex is known as ISGF3
(reviewed in 323). In the case of other STAT dimers, acces-
sory proteins are not required for DNA binding. The mo-
tif recognized by ISGF3 complexes is AGTTTNCNTTTCC
(known as an ISRE, for interferon-stimulated response ele-
ment), whereas the other STAT complexes bind more semi-

FIGURE 23.9 Three-dimensional structure of a Stat1 dimer
bound to DNA. Reproduced from (400,401) with permission of
Dr. Kuryian and Cell Press.

palindromic TTCNmGAA motifs that are generally denoted
as GAS motifs, for γ -interferon–activated sequences, re-
flecting their original discovery in the context of IFN-γ
(283,321,322).

A series of chimeric STAT proteins were used to delin-
eate a DNA-binding domain of approximately 180 amino
acids, with two conserved subdomains. Although multiple
STATs bind to the same motifs, their relative efficiencies
vary, indicating fine specificities conferred by the differ-
ent DNA-binding domains. For example, whereas Stat1
homodimers favor a TTCN3GAA motif, Stat6 prefers a
TTCN4GAA motif (395). These differences partially ex-
plain why different STATs modulate the expression of non-
identical sets of target genes. The structures of Stat1 and
Stat3β bound to DNA (400,401) (Figure 23.9) almost re-
semble that of a vertebral column, wherein the DNA rep-
resents the spinal cord. The N-terminal and coiled-coil do-
mains are spatially the farthest from the DNA, whereas the
DNA-binding domain, linker, and SH2 domain surround
the DNA, with the stability apparently being provided by
the SH2–phosphotyrosine interaction between the STAT
monomers as well as each STAT monomer with interacting
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DNA, presumably via a “half-GAS site” (402), as discussed
under STAT tetramerization.

N-terminal regions mediate cooperative DNA binding
of STAT proteins when multiple STAT binding sites occur
in close proximity (403,404)—for example, in the IFN-γ
gene (403). In the IL-2Rα gene, IL-2 response elements
have been described in both the 5′-regulatory region and
the first intron, each of which has tandem GAS motifs
that cooperate functionally to mediate IL-2–induced IL-
2Rα transcription (405–407,408).

STAT proteins were the first transcription factors that
were identified as targets for tyrosine phosphorylation.
Previously, tyrosine phosphorylation was associated pri-
marily with membrane-proximal events, but the tyrosine
phosphorylation of STATs is associated with a membrane-
proximal event, as the STATs dock on cell surface recep-
tors. This phosphorylation then allows the rapid dimeriza-
tion that facilitates nuclear localization and DNA binding.
STATs can interact directly with Jak kinases (first shown
for Stat5 and Jak3) (355), suggesting that STATs may at
times dock on Jaks rather than on receptors.

Nonphosphorylated STATs Can Be Nuclear

In addition to the classical tyrosine-phosphorylation–
mediated dimerization and nuclear translocation, it is now
clear that STAT proteins can exist in the nucleus even
without being tyrosine-phosphorylated, and in that con-
text can modulate gene expression (409,410,411). More-
over, nonphosphorylaed STATs (e.g, Stat4) can form N-
domain–mediated dimers (412).

Optimal Binding Sites for STATs

The optimal binding motifs for several STAT proteins have
been determined. For Stat1, Stat3, and Stat4, a TTCC-
SGGAA motif was defined (323,403), whereas Stat5a and
Stat5b optimally bind a TTCYNRGAA motif (402) and
Stat6 binds a TTCNTNGGAA motif (where Y is C or T
and R is G or A) (395,402). Unexpectedly, purified Stat5a
expressed in a baculoviral expression system binds effi-
ciently as either a dimer or a tetramer, whereas similarly
prepared Stat5b binds primarily as a dimer, suggesting a
greater efficiency for homotetramerization of Stat5a than
for Stat5b (402). Whereas dimeric STAT protein binding
strongly preferred canonical motifs, the range of sequences
recognized by Stat5a tetramers is broad, often occurring
to two imperfect motifs or with one canonical motif with
an associated “TTC” or “GAA” half-GAS motif. The optimal
inter-GAS motif spacing is 5 to 7, although some naturally
occurring sites, such as that in the PRRIII element of the
IL-2Rα gene, has a spacing of 11 (402). The presence of
suboptimal GAS motifs spaced at appropriate distances
to allow tetrameric binding may allow greater specificity
via cooperative binding of STAT oligomers. Interestingly,

a number of STAT-regulated genes, such as Bcl-x and Pim-
1, have “half-GAS motifs” located near full GAS motifs,
suggesting that tetrameric binding is involved in the regu-
lation of these genes (402).

Transcriptional Activation by STATs

In addition to tyrosine phosphorylation, some STATs can
be phosphorylated on serine, and Stat1 and Stat3 phos-
phorylation at Ser 727 in the C-terminal transactivation
domain is required for full activity (413–415). The Ser
727 region resembles a MAP kinase recognition site, and
MAP kinase activity was reported to be required for IFN-
α/β–induced gene expression (416). Ser 727 mediates
the interaction of Stat1 with MCM5, a member of the
minichromosome maintenance family of proteins; this in-
teraction presumably is important for maximal transcrip-
tional activation (417). In contrast, Stat2 is not serine-
phosphorylated (323), and although Stat5a and Stat5b
are serine-phosphorylated, the biologic role, if any, of this
phosphorylation is unclear.

In addition to this regulated modification of the STAT
proteins, STATs can also interact with other factors. For
example, as noted earlier, Stat1-Stat2 heterodimers bind
DNA only after interacting with IRF9 to form ISGF3 (323).
Stat1 interacts with and synergizes with Sp1 for tran-
scriptional activation in the ICAM-1 gene (418) and with
TRADD to influence IFN-γ signaling (419). An alterna-
tively spliced shorter form of Stat3, denoted Stat3β, asso-
ciates with c-Jun to enhance transcriptional activity (420).
Moreover, certain STATs can interact with the potent tran-
scriptional coactivators CBP/p300 (421–423). In the case of
Stat1, this is mediated by interactions involving both the
N-terminal and C-terminal regions of Stat1 and the CREB-
and E1A-binding regions of CBP, respectively (422). Stat5a
has been shown to associate with the glucocorticoid recep-
tor (424). Additionally, the IL-2-response element in the IL-
2Rα gene requires not only Stat5 binding but also the bind-
ing of Elf-1, an Ets family transcription factor, to a nearby
site (405). Thus, active STAT complexes appear to involve
the coordination of STAT proteins with other factors. The
corepressor SMRT (silencing mediator for retinoic acid re-
ceptor and thyroid hormone receptor) was identified as a
potential Stat5-binding partner that binds to both Stat5a
and Stat5b, and potentially plays a negative regulatory role
(425).

Specificity of STATs

Analogous to the Jaks, the same STATs are activated by
multiple cytokines. The phenotypes of mice that lack ex-
pression of each of the seven STAT proteins are known,
and these knockout models have helped to clarify which
cytokines depend critically on a given STAT protein. Stat1
knockout mice exhibit defects that are very selective for
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the actions of type I and type II IFNs (426,427), suggesting
that Stat1 is vital only for the actions of IFNs, even though
a variety of other cytokines have been reported to activate
Stat1. Although it is possible that Stat1 plays an impor-
tant but redundant role for at least some of these other
cytokines, the phenotype of Stat1-deficient mice indicates
a need for caution in the interpretation of in vitro exper-
iments that use high concentrations of cytokines or cell
lines. Stat2-deficient mice exhibit defects consistent with
selective inactivation of IFN-α/β signaling (428). Stat3-
deficient mice exhibit fetal lethality; the embryos implant,
but they exhibit defective development and growth (429).
Deletion of Stat3 within specific lineages has revealed that
mice that lack Stat3 in T cells (430) have normal lym-
phoid development but exhibit a defect in IL-2–induced
IL-2Rα expression, somewhat analogous to what is seen in
Stat5a- and Stat5b-deficient mice (see below). Neutrophils
and macrophages that lack Stat3 exhibit defective signal-
ing to IL-10, and it is known that Stat3 is important for the
normal involution of the mammary epithelium, for wound
healing, and for the normal hair cycle (431,432). Dendritic
cells that lack Stat3 exhibit a defect in Flt3L-dependent
differentiation (433), and APCs that are deficient in Stat3
exhibit disruption of priming of antigen-specific CD4+ T
cells (434). Stat4-deficient mice exhibit a phenotype sim-
ilar to that of IL-12–deficient mice (i.e, defective Th1 de-
velopment), consistent with the observation that Stat4 is
activated by IL-12 (435,436). Analogously, Stat6-deficient
mice exhibit a phenotype similar to that of IL-4-deficient
mice (i.e, defective Th2 development) (437,438,439), in
keeping with the observation that Stat6 is activated only
by IL-4 and the closely related cytokine, IL-13. Interest-
ingly, mice that lack Stat5a exhibit a defect in prolactin-
mediated effects, including defective lobuloalveloar pro-
liferation (440), whereas mice that lack Stat5b have
defective growth similar to that found in Larons dwarfism
(441). Thus, although Stat5a and Stat5b appear to always
be induced coordinately, each of these STATs is important
in vivo. In addition to these defects, both Stat5a-deficient
and Stat5b-deficient mice have defects in T-cell develop-
ment and signaling (385,386). Stat5a-deficient mice have
diminished numbers of splenocytes and exhibit a defect
in IL-2–induced IL-2Rα expression (385). Stat5b-deficient
mice have similar defects, but also have diminished thymo-
cytes (386). Most dramatically, these mice have a major
defect in the proliferation of freshly isolated splenocytes
(386), and defective NK-cell development (386). Mice that
lack both Stat5a and Stat5b in lymphoid cells exhibit a
dramatic defect in T-cell development (442), and even hy-
pomorphic expression of both Stat5a and Stat5b is suf-
ficient to result in a lack of NK-cell development (387).
Presumably, the lack of T-cell development relates to de-
fective IL-7 signaling, whereas the lack of NK-cell devel-
opment relates to defective IL-15–dependent Stat5 activa-
tion. Stat5a/Stat5b double-knockout mice exhibit lethality

associated with severe anemia that develops in these mice
(443).

STATs Are Evolutionarily Old

Just as Drosophila has a Jak kinase, there is a Drosophila
STAT, denoted as either DSTAT or STAT92E (444,445). The
existence of Jak kinases and STAT proteins in lower or-
ganisms suggests that the system is evolutionarily old. A
STAT has been identified in Dictyostelium that recognizes
the sequence TTGA (446), has highest sequence similarity
to Stat5b, and can bind mammalian ISREs (446). Inter-
estingly, Saccharomyces cerevisiae do not appear to have
STATs, as no SH2 domains have been identified in the en-
tire S. cerevisiae genome.

What Types of Functions Are Mediated
by STATs?

First and foremost, STAT proteins can translocate to the
nucleus and bind to regulatory regions of target genes
and influence transcription. Although STATs are generally
activators of transcription, at least in the case of the c-
myc gene, Stat1 can function as a transcriptional repressor
(447).

STAT proteins were discovered based on the study of
IFN-inducible genes as part of studies intended to un-
derstand the cellular differentiation events that lead to
development of the antiviral state. In addition to roles
in differentiation, STAT proteins can contribute, directly
or indirectly, to survival and/or mitogenic/proliferative re-
sponses that typify hematopoietic and immunologic cy-
tokines, such as IL-3, IL-5, GM-CSF, IL-2, and IL-4 (322):
First, a number of in vitro systems have demonstrated that
viruses or viral oncogenes are associated with activated
Jak-STAT pathways, suggesting a role for STATs in cellular
transformation. Indeed, Stat3 and Stat5 have been impli-
cated as oncogenes, with compelling data for transforma-
tion capability of Stat3 in cell lines, persistently tyrosine-
phosphorylated STATs in several types of leukemia and
lymphoma, and the development of T-lymphoblastic lym-
phomas in Stat5 transgenic mice (448). The role of Stat3
in the tumor microenvironment makes it an attractive tar-
get for cancer immunotherapy (449). Second, there is di-
minished proliferation in a number of the STAT knockout
mice that have been analyzed. For example, Stat4-deficient
cells exhibit diminished cellular proliferation to IL-12
(435,436), whereas Stat6-deficient mice exhibit dimin-
ished proliferation to IL-4 (437,438), and Stat5-deficient
mice have diminished T-cell proliferation to IL-2 (385,386).
Some of these effects are indirect, based on modulation of
receptor expression. For example, Stat6-deficient mice ex-
hibit decreased IL-4Rα expression. Similarly, the absence
of Stat5 results in decreased IL-2–induced IL-2Rα expres-
sion as well as decreased proliferation (385,386). Thus, in
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at least some cases, decreased proliferation results at least
in part from decreased expression of receptor components.
Stat5a and Stat5b appear to regulate Bcl-XL induction, in-
dicating their ability to affect cell survival (443). Finally, it
is interesting that Stat1 has been linked to cell growth ar-
rest and induction of the cdk inhibitor p21WAF1 / CIP1 (450),
and that activation of Stat1 occurs in thanatrophoric dys-
plasia type II dwarfism as the result of a mutant fibroblast
growth factor receptor (FGFR3) (451). In this chondrodys-
plasia, the mutant FGFR3 induces nuclear translocation of
Stat1, expression of p21WAF1 / CIP1, and growth arrest, sug-
gesting a possible relationship to the disease. Thus, differ-
ent STATs may potentially mediate either growth expan-
sion or growth arrest. Moreover, STATs may potentially
play other types of roles, as well. For example, Stat3 has
been reported to serve as an adapter to couple PI 3-kinase
to the IFNAR-1 component of type I IFN receptors (452).

A more complete understanding of the actions of the
different STAT proteins may be facilitated with a compila-
tion of the genes that are regulated by each STAT. Progress
in this area has been made for a number of cytokines,
but particularly for the IFNs (285). It is also important
to recognize that not all cytokine signals are dependent on
STATs, as illustrated, for example, by Stat1-independent
IFN signals (453), Stat5-independent IL-2 signals (394),
and Stat1/Stat3-independent IL-21 signals (454).

Do Other Proteins Bind to GAS Motifs?

At least one non-STAT protein can bind to GAS motifs. The
BCL6 gene is often mutated or has undergone transloca-
tions in diffuse large-cell B-cell lymphomas. Interestingly,
Bcl-6 binds to GAS motifs capable of binding Stat6 and
specifically can inhibit IL-4 action (455). Mice that lack
Bcl-6 expression exhibit defective germinal-center forma-
tion, suggesting that formation of germinal centers may be
at least partially dependent on Bcl-6–regulated (presum-
ably negative) control of certain STAT-responsive genes
(455).

OTHER LATENT TRANSCRIPTION
FACTORS AS EXAMPLES OF
CYTOPLASMIC-TO-NUCLEAR SIGNALING
(NF-κB, NF-AT, AND SMADs)

An exciting feature of STAT proteins is that they exist in an
inactive form in the cytosol and then are rapidly translo-
cated to the nucleus. The rapid activation within minutes
of signals from cell membrane to nuclear DNA binding
makes the STAT acronym very apt, analogous to the ur-
gency associated with “STAT” emergency physician orders
in clinical medicine. The rapid activation of STAT proteins
is somewhat analogous to several other transcription fac-
tors (456). NF-κB also undergoes rapid nuclear transloca-

tion, but by a completely different mechanism from STATs.
In contrast to STAT proteins, for which the tyrosine phos-
phorylation of the STATs is an initiator of nuclear translo-
cation, for NF-κB it is the serine phosphorylation and/or
uquitination of IκB that results in its dissociation and/or
destruction, allowing the release and translocation of NF-
κB. There is the classical NF-κB pathway used by many cy-
tokines, which involves the IKKα/IKKβ/IKKγ -dependent
phosphorylation of IκB, resulting in the activation of
NFκB1 (p50)/Rel-A (p65) heterodimers as well as the alter-
native pathway in which a homodimer of IKKα mediates
the activation of NFκB2 (p52)/Rel-B heterodimers (457–
459,460). A third example of cytosolic to nuclear transloca-
tion occurs with NF-AT (nuclear factor of activated T-cell)
family proteins (461,462), which are vital for regulating
transcription of a number of cytokines, including, for ex-
ample IL-2, IL-4, and GM-CSF. NF-AT is translocated to
the nucleus, where it associates with AP-1 family proteins
to form a functional complex. It is the activation of cal-
cineurin and dephosphorylation of NF-AT that allows its
nuclear translocation. A fourth example of cytosolic to nu-
clear translocation occurs with the SMAD proteins that
mediate TGF-β signaling, which contributes to Th17 dif-
ferentiation (discussed later). For SMADs, the phosphory-
lation is on serine and the kinase is intrinsic to the recep-
tor, but like STATs, activation of these latent transcription
factors is rapid and initiated by the binding of a growth
factor. Thus, several mechanisms, each involving phos-
phorylation or dephosphorylation, have evolved to allow
cytoplasmic to nuclear translocation of latent transcrip-
tion factors.

OTHER SUBSTRATES FOR JAKS

Because Jaks are potent cytosolic tyrosine kinases, it is
evident that the Jaks may do more than just phosphory-
late tyrosine residues on receptors where STAT proteins
dock as well as phosphorylating the STATs. In vitro data
indicate that Jak kinases also can phosphorylate recep-
tor tyrosines other than the docking sites for STATs. For
example, in the case of IL-2Rβ, Jak1 can phosphorylate
not only tyrosines 392 and 510, which are STAT docking
sites, but also tyrosine 338, which is a docking site for Shc
(394), all of which are required for maximal proliferation.
Jak kinases are known to autophosphorylate themselves or
transphosphorylate other Jaks. Other molecules are poten-
tially phosphorylated by Jak kinases, including the STAM
adapter molecule (463) and the p85 subunit of PI 3-kinase
(464).

IRF Family Proteins

Interferon-regulatory factors form a family of nine pro-
teins that are regulated by type 1 IFNs (281). They
each have a well-conserved N-terminal DNA-binding
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domain that forms a helix–loop–helix structure as well as
a C-terminal interaction domain. IRFs are critical for a
number of actions, including type I IFN-dependent gene
transcription (281). Select IRFs play critical roles in TLR-
mediated IFN induction. IFRs can have negative as well as
positive effects. For example, IFN-γ –mediated repression
of IL-4 is mediated by IRF protein(s) (465).

OTHER SIGNALING MOLECULES
IMPORTANT FOR CYTOKINES

Other Tyrosine Kinases besides JAKS

In addition to their activation of Jak kinases, a number
of cytokines can activate Src family kinases. For example,
IL-2 can activate p56lck (466,467) in T cells and p59fyn and
p53/p56lyn in B-cell lines (468,469). The activation of some
of these kinases has been reported to be mediated by as-
sociating with the “A” region of IL-2Rβ. Another tyrosine
kinase, Syk, has been reported to associate with the S re-
gion of IL-2Rβ (470). However, the significance of these
interactions is less clear than that for Jak kinases. First,
cells that lack Lck can proliferate vigorously in response
to IL-2 (471,472). Second, when the A region is deleted,
proliferation still occurs, albeit at a lower level than seen
with wild-type IL-2Rβ (473). However, Y338, which is re-
quired for the recruitment of Shc, is in the A region and is
required for normal proliferation (394). Thus, it is possible
that the decrease in proliferation associated with deletion
of the A region relates more to the loss of Y338 than it does
to the loss of association of Lck. Moreover, in Il2rb−/− mice
reconstituted with an IL-2Rβ A–region mutant, prolifera-
tion is increased rather than decreased (474). Additional
investigation is required to clarify the role of activation of
Src family kinases by IL-2 and other cytokines. The signif-
icance of the Syk interaction also remains unclear. As Syk
and Jak1 both associate with the S region of IL-2Rβ, muta-
tions that delete the S region simultaneous prevent both as-
sociations, making it hard to determine the specific role of
Syk. Syk-deficient mice exhibit normal IL-2 proliferation
(475), further suggesting that Syk may not play an impor-
tant role in IL-2–induced proliferation. The G-CSF recep-
tor also can form a complex with Lyn and Syk (476), but
again, Syk-deficient mice do not exhibit a defect in G-CSF
signaling (475). βc has also been reported to interact with
Src family kinases (477); gp130 has been reported to asso-
ciate with a number of other kinases, including Btk, Tec,
and Fes (478–480); and IL-4Rα has been shown to interact
with Fes (481). However, relatively little is known about
the significance of tyrosine kinases other than Jaks in cy-
tokine signaling. Additionally, PI 3-kinase, p38, ERK, and
JNK can each become activated, leading to activation of
many downstream transcription factors, including NF-κB,
AP1, PU.1, IRF1, IRF4, and IRF8, to mediate a program of
gene expression.

IRS Proteins

IRS-1 was discovered as a tyrosine-phosphorylated sub-
strate of the insulin receptor (482). IRS proteins have a
large number of phosphotyrosine docking sites, particu-
larly for the p85 subunit of PI 3-kinase, and they pre-
sumably serve to recruit important accessory molecules.
Interestingly, both insulin and IL-4 could induce tyrosine
phosphorylation of an IRS-1–like molecule in hematopoi-
etic cells, and 32D myeloid progenitor cells lack IRS-1 and
could only signal in response to insulin or IL-4 when they
were transfected with IRS-1 (483). Both the insulin re-
ceptor and IL-4Rα proteins contain NPXY sequences that
are important for IRS-1 or IRS-2 binding; in IL-4Rα, this
is contained within a sequence denoted as the I4R motif
(484).

Other cytokines have subsequently been shown to acti-
vate IRS-1 and/or IRS-2. For example, growth hormone
can induce phosphorylation of IRS-1 (485) and IRS-2
(486), IFN-γ and LIF induce phosphorylation of IRS-2
(486), and the γ c-dependent cytokines, IL-2, IL-7, and IL-
15, can induce tyrosine phosphorylation of IRS-1 and IRS-
2 in T cells (487). The significance of these findings remains
unclear, as 32D cells reconstituted with a complete IL-2
receptor can proliferative vigorously in response to IL-2
(471), whereas, as noted, in these same cells IL-4 respon-
siveness requires coexpression of both IL-4Rα and IRS-1,
indicating different roles for IRS proteins for different cy-
tokines.

Phosphatidylinositol 3-Kinase

PI 3-kinase is a lipid kinase that consists of an 85-kDa reg-
ulatory subunit and a 110-kDa catalytic subunit (488). PI
3-K phosphorylation and activation can be induced by a
number of cytokines (489–492), and the use of inhibitors,
such a wortmannin or LY294002, has demonstrated its im-
portance in signaling for at least certain cytokines. IRS-1
has multiple docking sites for PI 3-kinase (YXXM motifs)
and thus for some cytokines, such as IL-4, the association
of IRS-1 might be the mechanism by which PI 3-K can be
recruited.

The Ras/MAP Kinase Pathway

Another major signaling pathway for a number of cy-
tokines is the Ras/MAP kinase pathway (493). This path-
way presumably is used by cytokines whose receptors re-
cruit the Shc adaptor molecule, which in turn mediates
the recruitment of Grb2 and Sos, leading eventually to the
activation of Ras. In turn, Ras couples to the MAP kinase
pathway through a well-defined signaling cascade. Certain
cytokines, such as IL-2 and IL-3, appear to use this path-
way, whereas others, such as IL-4, do not, indicating that
this pathway is differentially important depending on the
cytokine that is being used.
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DOWNMODULATION OF CYTOKINE
SIGNALS

Much of the preceding discussion has centered on the
mechanisms by which cytokines induce signals. However,
the mechanisms by which cytokine signals can be termi-
nated are also extremely important. There are multiple lev-
els at which negative regulation can occur. These include
(a) regulating a balance between the production (transcrip-
tional and translational control) of the cytokine, its recep-
tor, and/or downstream signaling molecules and the degra-
dation of these same molecules; and (b) regulation of the
activation state of the receptor and downstream signaling
molecules. For example, these can be mediated by tran-
scriptional repressors or molecules that either inhibit cy-
tokine signaling (e.g, SOCS proteins) or reverse-activated
states (e.g, phosphatases).

Transcriptional control of cytokine production is a
widely used mechanism. Many T-cell–derived cytokines,
such as IL-2, IL-3, and IL-4, are produced only by acti-
vated T cells, and their production is lost with the loss of
activation. IL-15 provides an example in which translation
of the protein is carefully regulated, in part, by the exis-
tence of multiple upstream ATGs (96). Most cytokine re-
ceptor chains are constitutively expressed, but some, such
as IL-21R and IL-2Rβ, are regulated in part by signals that
act through the T-cell receptor. The most regulated recep-
tor chain may be IL-2Rα, whose expression is absent on
resting lymphocytes but strongly induced following stim-
ulation with antigens, mitogens, and certain cytokines;
however, the transcriptional/translational control of most
cytokine receptors is poorly studied.

Because phosphorylation events are vital for the cre-
ation of phosphotyrosine docking sites, dephosphorylation
is an obvious mechanism of control. Indeed, two tyrosine
phosphatases, Shp-1 (formerly also known as SHP, HCP,
SH-PTP1, and PTP1C) and Shp-2 (formerly also known as
Syp and PTP1D) have been shown to play roles related to
cytokine signaling (494,495). Shp-1 mutations cause the
motheaten (me) and viable motheaten (mev) phenotypes
in mice (496,497). The viable motheaten mouse has a less
severe phenotype that is associated with increased num-
bers of erythroid progenitor cells and hyperresponsive-
ness to Epo (498), suggesting that Shp-1 might normally
diminish responsiveness to Epo. Indeed, it was demon-
strated that Shp-1 binds directly to the EpoR when Y429
is phosphorylated (499). This tyrosine is located in a “neg-
ative” regulatory region of the EpoR, and when mutated,
Epo-responsive cells can grow in lower concentrations of
Epo. Following Shp-1 binding to Y429, dephosphoryla-
tion and inactivation of Jak2 is facilitated (499). Thus,
the negative regulation of Epo signaling appears to be at
the level of a receptor-dependent inactivation of a Jak ki-
nase. Shp-1 has also been shown to interact with βc and
to mediate diminished IL-3–induced signaling (500), and

to be able to associate with both Tyk-2 (501) and Jak2
(502).

Shp-2 has generally been considered primarily an “ac-
tivating” phosphatase; it is therefore interesting that it can
also interact with Jak1, Jak2, and Tyk2 (503). In addi-
tion to the presumed dephosphorylation of Jak kinases by
phosphatases, STAT proteins also appear to be regulated
at the level of tyrosine dephosphorylation (504), and in-
terestingly, it has been shown that dephosphorylation of
phosphotyrosine on Stat1 dimers requires extensive spa-
tial reorientation of the two monomers within the dimer,
something that is facilitated by the N-terminal domain that
is involved in tetramerization (505). Finally, another type
of phosphatase, namely, the lipid phosphatases, known as
SHIP and SHIP2, can act as negative regulators of cytokine
signals (506).

In addition to Shp1 and Shp2, CD45, PTP1B, and T-cell
PTP (TCPTP) have been reported to regulate Jak kinases.
CD45 appears to play roles related to erythropoietin and
IFN signaling. PTP1B has been reported to dephospho-
rylate Jak2 and TYk2, and TCPTP has been reported to
dephosphorylate Jak1 and Jak3 (324). In the cytosol, Shp2
and PTP1B have also been reported to dephosphorylate cy-
tosolic Stat5 and nuclear Stat1 and Stat3, whereas TCPTP
has been reported to dephosphorylate Stat1 and Stat3 in
both cytosol and nucleus, but additional work is needed to
determine whether these events are occurring physiologi-
cally in vivo (324).

In addition to tyrosine phosphatases,dual specificity
phosphatases with specificity for both tyrosine and ser-
ine/threonine exist and multiple members can negatively
regulate MAP kinases (508a). Some of these are relatively
lineage-restricted and can regulate signaling by type I cy-
tokines (508b).

In addition to dephosphorylation, another mode of
negative regulation is by degradation. In addition to the
degradation of receptor molecules, Stat1 itself is a tar-
get of the ubiquitin-proteasome pathway (507). Finally,
it is possible that regulation also can occur at the level
of alternative splicing. In this regard, alternatively spliced
versions of some of the STATs (323,382,389) have been
reported.

THE CIS/SOCS/JAB/SSI FAMILY OF
INHIBITORY ADAPTER PROTEINS

In 1995, the protoype molecule for an interesting class
of proteins was discovered. The prototype molecule was
named CIS, for cytokine-inducible, SH2-containing pro-
tein, and it was shown to negatively regulate the actions
of a set of cytokines (508,509). CIS is rapidly induced by
a variety of cytokines, including IL-2, IL-3, GM-CSF, and
erythropoietin, to associate physically with both the βc

and erythropoietin receptors (508,509). Subsequently, a
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related protein, variably denoted SOCS-1 (suppressor of
cytokine signaling-1), JAB (Jak-binding protein), and SSI-1
(STAT-induced STAT inhibitor-1), was identified that could
negatively regulate the activity of other cytokines, includ-
ing IL-6 (510,511,512) and IL-2, among others. Interest-
ingly, this protein could associate with Jak family kinases,
whereas this function has not been reported for CIS. A to-
tal of eight CIS/SOCS/JAB/SSI family members have been
identified that collectively regulate signals in response
to multiple cytokines (513,514,,515,516). These proteins
are now generally known as SOCS proteins and share a
central SH2 domain and a C-terminal region known as
a SOCS box. Additional SOCS box–containing proteins
lack SH2 domains and include proteins known as ASBs
(ankyrin repeat-containing proteins with a SOCS box),
SSBs (SPRY domain-containing proteins with a SOCS
box), and WSBs (WD40 repeat-containing proteins with
a SOCS box). SOCS proteins tend to be expressed at very
low levels in nonactivated cells and to be induced by cy-
tokines and pathogens. Following their induction, they
negatively influence cytokine signaling, serving as negative
feedback regulators. Their actions can extend beyond type
I cytokines; for example, SOCS-1 can negatively regulate
LPS responses (517).

Knockout mice for a number of the SOCS proteins have
been prepared, alone and in combination. CIS KO mice
are relatively normal, but CIS transgenic mice exhibit low
body weight, failure of lactation, and diminished numbers
of NK and NKT cells as well as altered TCR-mediated re-
sponses, presumably related to its ability to inhibit Stat5-
dependent responses including those related to growth
hormone, prolactin, IL-15, and IL-2, as well as others.
SOCS1 knockouts exhibit multiorgan inflammation and
neonatal lethality as the result of augmented responsive-
ness to IFN-γ , and this lethality can be prevented if the
mice are crossed to IFN-γ -deficient mice. Interestingly,
Socs1−/− mice also indicate an essential role for SOCS1 in
thymocyte differentiation, and there are diminished num-
bers of maturing B cells. Deletion of SOCS1 within thy-
mocytes/T cells/NK T cells results in multiple lymphoid
abnormalites with increased CD8+ T cells as a result of
increased sensitivity to γ c-dependent cytokines including
IL-7 (518). SOCS2 knockout mice exhibit gigantism, os-
tensibly due to dysregulated growth hormone signaling.
SOCS3 knockout mice exhibit embryonic lethality as a re-
sult of placental insufficiency and dysregulated responses
to LIF and IL-6, as well as hematopoietic defects. Condi-
tional SOCS3 knockout mice have revealed a physiologic
role for SOCS3 in regulating G-CSF signaling in myeloid
cells and for “emergency” granulopoiesis (519) as well as
for IL-6/gp130 signaling (520,521). SOCS6 knockous have
mild growth retardation (324,515,522). Additional SOCS
knockout mice and various combinations continue to be
generated, adding additional information to this impor-
tant area of negative regulation of STAT-dependent sig-
naling.

PIAS PROTEINS

Protein inhibitors of activated STAT (PIAS) proteins are
other negative regulators of cytokine actions (324,523–
527), with PIAS-1 being an inhibitor of Stat1-binding ac-
tivity and PIAS-3 being a similar inhibitor of Stat3-binding
activity. These PIAS proteins block the DNA-binding activ-
ity of STAT dimers. Two other members, PIASx (which has
both α and β splice variants) and PIASy, have also been de-
scribed, with PIASx inhibiting Stat4 and PIASY inhibiting
Stat1. They appear to act at least in part as transcriptional
corepressors by recruiting other proteins such as histone
deacetylase. In addition, PIASx and PIASy have added ac-
tions, not restricted to the context of STAT inhibition. For
example, PIASy is a nuclear matrix–associated SUMO E3
ligase (a ubiquitin-related protein) that can repress the ac-
tivitity of the Wnt-responsive transcription factor, LEF1
(526). PIASy coexpression results in the covalent modifi-
cation of LEF1 by SUMO. Thus, as a class, PIAS proteins
have more than one type of action (324).

THE T-HELPER PARADIGM: Th1, Th2,
AND Th17

T-helper 1 (Th1) and Th2 cells were originally described
based on the patterns of cytokine production by murine
T cells (528), but the paradigm was extended to human
cells as well (529,530,531–533). Th1 cells secrete IL-2, TNF,
IFN-γ , and lymphotoxin, whereas Th2 cells produce IL-4,
IL-5, IL-6, IL-9, IL-10, and IL-13. The cytokines produced
by Th1 and Th2 cells are sometimes referred to as type 1
and type 2 cytokines (for Th1 and Th2 cytokines); unfortu-
nately, this results in potential confusion as IL-4 is a type I
(four–α-helical–bundle) cytokine that is functionally a type
2 cytokine (in that it is produced by Th2 cells).

In humans, the Th1 and Th2 patterns of cytokine pro-
duction are similar, but not all the cytokines are as tightly
restricted (529,530,531–533). IFN-γ is the cytokine most
reliably produced by Th1 cells, whereas IL-4, IL-5, and
IL-9 are produced by Th2 cells. In both species, certain cy-
tokines, including IL-3 and GM-CSF, are produced by both
Th1 and Th2 cells. The Th1/Th2 division of T-helper cells
has proved useful in correlating the function of Th1 cells
with cell-mediated immunity (inflammatory responses,
delayed-type hypersensitivity, and cytotoxicity) and Th2
cells with humoral immunity. Of the Th2 cytokines, IL-4
is particularly important in driving IgE responses. As the
division of Th1 and Th2 cells is not always perfect, when
cells produce both Th1 and Th2 cytokines, they are called
Th0 cells, whereas Th3 cells refer to cells that produce high
levels of TGFβ.

A number of murine and human physiologic and dis-
ease states correspond to Th1 or Th2 responses/patterns
(reviewed in 529–533). In general, among infectious
diseases, resistance to intracellular bacteria, fungi, and
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protozoa is linked to mounting a successful Th1 response.
Th1 responses can also be linked to pathology, such as
arthritis, colitis, and other inflammatory states. Effec-
tive protection against extracellular pathogens, such as
helminths, requires a Th2 response, and the enhanced hu-
moral immunity may result in successful neutralization
of pathogens by the production of specific antibodies. In
humans, Th1 and Th2 cytokines are each dominant in
the different types of lesions found in leprosy, with Th1
cytokines dominating in tuberculoid lesions and Th2 cy-
tokines dominating in lepromatous lesions. In HIV infec-
tion, a simple Th1/Th2 pattern does not exist. The situation
has been complicated by the fact that IL-4 expression is
relatively transient, whereas IL-10 expression is more sus-
tained. This has led to the current thought that IL-10 and
IL-12 may be the most important cytokines controlling dis-
ease progression in AIDS (529). Interestingly, Th0 and Th2
cells seem to be more susceptible to HIV than Th1 cells, po-
tentially explaining why the virus can persist even in the ab-
sence of Th1 cells. Overall, human diseases that are charac-
terized primarily by Th1 responses include Hashimoto thy-
roiditis, Graves ophthalmopathy, multiple sclerosis, type
1 diabetes mellitus, Crohn disease, rheumatoid arthri-
tis, lyme arthritis, reactive arthritis, acute allograft rejec-
tion, unexplained recurrent abortions, Helicobacter pylori-
induced peptide ulcer, and sarcoidosis (533). In contrast,
diseases characterized primarily by Th2 responses include
Omenn syndrome, vernal conjunctivitis, atopic disorders,
progressive systemic sclerosis, crytptogenic fibrosing alve-
olitis, chronic periodontititis, progression to AIDS in HIV
infection, and tumor progression (533).

It is believed that Th1 and Th2 cells are derived from a
common precursor (Thp cells). IL-12 is the major driving
force to induce Th1 differentiation, whereas IL-4 induces
Th2 differentiation, although IL-2 and Stat5 are required
for optimal Th2 differentiation (534,535). Corresponding
to these findings, as discussed earlier in this chapter, Stat4-
deficient mice are defective in IL-12 signaling and exhibit
a defect in Th1 development. Lineage commitment to Th1
and Th2 is now better understood in terms of transcription
factors, where T-bet, Stat4, HLX, and EOMES are tran-
scription factors influencing Th1 commitment and Stat6,
c-Maf, JunB, NFATc1, and GATA-3 are more specific for
Th2 cells (536,537,538). The process by which the differ-
entiated Th cells produce cytokines is one in which the
genetic loci need to become competent for efficient tran-
scription. One can think of this process as involving an
initiation phase dependent on STAT proteins, a commit-
ment phase mediated by factors such as T-bet and GATA3,
and a final stabilization phase in which transcription is
maintained without further stimulation (539). Part of this
process involves chromatin remodeling, a process that in-
volves histone-modifying enzymes as well as specific tran-
scription factors (540), to allow transcription, for example,
of the IL-4/IL-13 locus (539), with Th2 lineage commit-
ment involving demethylation of the IL-4 gene (541,542),

and Th1 commitment involving demethylation of the
IFN-γ gene (298,543).

In addition to the major differences between Th1 and
Th2 cells in the production of IFN-γ , it was observed that
Th subsets differed markedly in their abilities to respond to
IFN-γ , where the proliferation of Th2 clones was inhibited
and that of Th1 clones was not (544). Interestingly, the un-
responsiveness of Th1 clones resulted from the absence of
IFNGR-2, whereas Th2 cells express IFNGR-2 (545,546).
Thus, Th1 cells produce IFN-γ and can thereby inhibit
the proliferation of Th2 cells. As noted earlier, IL-12 is the
major inducer of Th1 cells. It is therefore interesting that
Th2 cells do not respond to IL-12, and it is now clear that
this extinction of IL-12 signaling results from their loss
of expression of the IL-12Rβ2 subunit of the IL-12 recep-
tor (547). Apparently, IL-4 inhibits IL-12Rβ2 expression,
whereas IFN-γ overcomes this inhibition (547). The abili-
ties of mice to survive infections is critically linked to the
Th patterns of cytokines. For example, the ability to survive
toxoplasmosis depends strictly on IFN-γ /IL-12 production
(a Th1 pattern) (532).

In the past couple of years, another lineage of Th cells
has been identified, known as Th17 cells (548), which pro-
duce IL-17 in a manner dependent on IL-23 (549,550)
and ROR-γ (551). Interestingly, polarization of Th17 cells
is dependent on TCR stimulation, TGFβ, and IL-6, but
is independent of IL-23, which instead may be required
for maintaining/expanding these cells (552,553,554,555).
TGFβ may be less important for Th17 differentiation in
the human (555a,555b). In a number of mouse autoim-
mune diseases that were believed to be caused by Th1 cells,
the elimination of such cells paradoxically augmented the
severity of disease, and it has become clear that Th17 cells
are responsible, rather than Th1 cells. For example, EAE is
exacerbated when IL-12/IFN-γ are eliminated. In contrast,
the elimination of IL-23 (by eliminating either the p40 sub-
unit shared by IL-12 and IL-23 or by eliminating p19) con-
fers resistance to EAE (553,556). Whereas IL-23 promotes
Th17 cell numbers, IL-27 can negatively regulate their de-
velopment (556). It is now clear that IL-21/IL-21R play
a critical role in Th17 differentiation (115a,115b,115c).
Some specialized effector CD4+ T cells have suppressor
activity and are known as regulatory T cells (Treg cells)
(discussed in Chapter 30).

DISEASES OF CYTOKINE RECEPTORS AND
RELATED MOLECULES

A Range of Cytokine-Related Causes
of SCID

As detailed earlier, mutations in the γ c cause XSCID, and
mutations in Jak3 cause a similar T−B+NK− SCID. Given
that γ c-dependent cytokines activate primarily Stat5a and
Stat5b as signaling molecules downstream of the Jaks,
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it remains an open question as to whether mutations in
these STAT proteins also cause human disease. Although
one might hypothesize that mutations in either Stat5a or
Stat5b alone might not cause a phenotype, because of po-
tential redundancy, mice that lack Stat5a or Stat5b exhibit
defects in T- and NK-cell numbers as well as T-cell prolif-
eration and NK cytolytic activity (385,386), and mice that
lack both Stat5a and Stat5b have an even more profound
defect, with absent T-cell (442) and NK-cell development
(387). Given that Stat5a and Stat5b are tandem genes, per-
haps a deletion of the Stat5a/Stat5b region of chromosome
17 would result in a new form of SCID, although it is likely
that such a deletion could result in fetal lethality result-
ing from defective erythropoiesis, given the importance of
Stat5a and Stat5b for Epo signaling.

It can be predicted that human immunodeficiencies
might also result from mutations in some of the cytokines
whose receptors contain γ c, or from mutations in other
components of the receptors for these cytokines. Indeed, as
noted earlier, patients with IL-2 deficiency exhibit a SCID-
like syndrome, due to inadequate function of their T cells,
and recently an unusual immunodeficiency has been found
to result from a mutation in IL-2Rα (259). One patient
with defective IL-2Rβ expression also had an immuno-
deficient syndrome characterized by autoimmunity (557),
somewhat analogous to IL-2Rβ–deficient mice. Given that
mutations in IL-7Rα in humans cause T−B+NK+ SCID
(129), mutations in IL-7 might be predicted to cause a simi-
lar syndrome. The one major difference might be that IL-7–
deficient humans might not be capable of receiving a suc-
cessful bone marrow transplant if stromal IL-7 is required
for the graft. Such patients have not yet been identified.
Given the defective NK-cell development and CD8+ mem-
ory T-cell development in IL-15– and IL-15Rα–deficient
mice, it is likely that these types of defects would also occur
in humans lacking either of these proteins. However, again,
such patients have not yet been identified. Although IL-9
transgenic mice develop lymphomas (558), IL-9–deficient
mice exhibit defects related to mast cells and mucous pro-
duction rather than lymphoid defects. Thus, defects re-
lated to the IL-9 system seem unlikely as causes of SCID.
At present, defective expression of IL-2, IL-2Rα, IL-2Rβ,
IL-7Rα, γ c, and Jak3 are the only cytokine-related muta-
tions that have been found to cause SCID, with Tyk2 be-
ing implicated in another form of immunodeficiency. More
time will be required to determine whether mutations in
other cytokines, cytokine receptors, Jaks, or STATs can also
cause SCID.

Defects in the Ability to Clear
Mycobacterial Infections

A number of immunodeficiencies have been characterized
in which affected individuals cannot properly clear my-
cobacterial infections. These have also turned out to be
diseases of defective cytokine signaling. Mutations have

been found in the components of either IL-12 itself or in
the IFN or IL-12/IL-23 receptors, with mutations having
been found in either the gene encoding the p40 subunit of
IL-12 (which, as noted earlier, is also a component of IL-23)
(559), in IL-12Rβ1 (a component of both the IL-12 and IL-
23 receptors) (560), or in either the IFNGR-1 or IFNGR-2
components of IFN-γ receptors (561,562). The critical role
of IL-12 for Th1 cell-mediated differentiation and produc-
tion of IFN-γ provides the explanation for finding similar
clinical syndromes in humans lacking the p40, IL-12Rβ1,
IFNGR1, or IFNGR-2. Moreover, one patient with a mu-
tation in the STAT1 gene was also identified with a simi-
lar clinical syndrome (563), indicating that, as anticipated,
Stat1 is a critical mediator of the IFN-γ signal. Interest-
ingly, this patient had a mutation on only one STAT1 allele,
but the mutation was a dominant negative mutation that
selectively inhibited the formation of Stat1 dimers (hence
abrogating IFN-γ signaling) but yet had at most only a
modest effect on the ability to form ISGF3, hence leaving
signaling in response to IFN-α/β relatively intact.

Mutations in the WSX-1/TCCR
Type I Receptor

Interestingly, there is a type I cytokine receptor denoted as
TCCR or WSX-1 that is related to IL-12β2, and its mutation
results in defective Th1-related responses and diminished
IFN-γ production, resulting in susceptibility to Leish-
mania major and Listeria monocytogenes (172,564,565).
TCCR/WSX-1 is an essential component of the receptor
for IL-27 (214) and also has been found to be required for
resistance to Trypanosoma cruzi (566,567).

Other Diseases Associated with
Cytokine Receptors

A number of other diseases have been reported that are re-
lated to cytokine receptors. First, mutations in the growth
hormone receptor have been found in a form of dwarfism
(Laron dwarfism) (568) in which target cells cannot re-
spond to growth hormone. Interestingly, some aspects of
Stat5b deficiency are related to this syndrome. Second, a
single patient with a form of congenital neutropenia (Kost-
mann syndrome) has been found to have a mutation in
one of his G-CSF receptor alleles (569). Third, a kindred
of patients with familial erythrocytosis has truncation in
the erythropoietin receptor, resulting in hypersensitivity
to erythropoietin (570). Finally, an altered virally encoded
form (v-mpl) of the thrombopoietin receptor (c-mpl) was
originally identified as the oncogene of the myeloprolifer-
ative leukemia virus (MPLV) (571).

Modulation of Cytokines and the Clinic

Certain diseases are associated with increased levels of
cytokines or other situations in which treatment with an
anti-cytokine receptor antibody is a rationale therapy. One
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example is Castleman disease, which is associated with
overproduction of IL-6 by lymph node cells, leading to
the successful treatment of this disease with IL-6 recep-
tor blockade (175,572). Anti-IL-6R–based therapy also has
utility for rheumatoid arthritis and possibly for Crohn’s
disease (175,573). Blocking the IL-2 receptor has been
used in the treatment of patients with adult T-cell leukemia
and other neoplasias, and the use of humanized and con-
jugated antibodies has produced responses in a number
of individuals. Humanized anti-Tac monoclonal antibody,
marketed under the name Daclizumab, has shown very
strong efficacy in the treatment of allograft rejection as well
as in T-cell–mediated autoimmune disorders including
multiple sclerosis, uveitis, and tropical spastic parapare-
sis. Conjugated antibodies to both IL-2Rα and IL-2Rβ are
also being tested for use in a variety of malignant disorders
wherein the malignant cells express these proteins. Thus,
there is the possibility of therapy, either based on block-
ing the cytokine or based on eliminating the responding
cells (574).

CONCLUSION

Type I cytokines and IFNs are involved in the regulation of
an enormous number of immunologic and nonimmuno-
logic processes. There has been a progressive transition
from viewing these as discrete molecules with special ac-
tions to sets of molecules that can be grouped according to
shared receptor components and common signaling path-
ways. Signaling is one area in which our understanding has
greatly expanded; the pathways that are activated are sim-
ilar for many cytokines, even when the biologic functions
they induce are dramatically different. Although some of
the differences can be explained by “compartmentaliza-
tion,” according to which cells produce the cytokine and
which cells express receptors that allow them to respond
to the cytokine, a tremendous amount still needs to be
learned about how distinctive signals are triggered, as well
as more regarding the sets of genes that are induced by
each cytokine. These will provide vital information impor-
tant to the quest to completely understand the mechanisms
by which type I cytokines and IFNs can effect their actions.
At the same time, the generation of knockout mice for most
cytokines and their receptors, as well as many signaling
molecules, has provided in vivo clues as to vital functions
served by these cytokines. Caution is clearly needed, how-
ever, in generalizing from these findings to human biology,
given some apparently major differences in roles served,
such as the essential role played by IL-7 in both humans
and mice for T-cell development, whereas IL-7 is also es-
sential for B-cell development in mice but not in humans.
The identification of so many human disorders associated
with cytokines and cytokine receptors has tremendously
helped to teach us more about human biology as well.
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HISTORICAL BACKGROUND

The history of interleukin-1 (IL-1) begins in the period
1943 to 1948 with studies by Menkin and Beeson on
the pathogenesis of fever and the properties of the fever-
producing protein called endogenous or leukocytic py-
rogen. Many investigators primarily interested in the
links connecting fever, infection, and inflammation stud-
ied leukocytic pyrogen. In 1972, Waksman and Gery re-
ported that soluble factors from macrophages augmented
lymphocyte proliferation in response to mitogenic stim-
uli. Kampschmidt contributed to the discovery phase of
IL-1 by characterizing soluble factors that induced the
synthesis of acute-phase proteins. In the field of rheuma-
toid arthritis, Krane and Dayer demonstrated that IL-1 in-
duced prostaglandins and collagenases in synovial fibro-
blasts, and Saklatvala described IL-1 in the context of its
ability to destroy cartilage. Others provided data that IL-1
was a colony-stimulating factor and induced neutrophilia.
The term “interleukin” was established to streamline the
description of the growing number of biological proper-
ties attributed to soluble factors from macrophages and
lymphocytes. IL-1 was the name given to the macrophage
product, and IL-2 was used for the lymphocyte product. At
the time of the “interleukin” assignments, the amino acid
sequences of IL-1 and IL-2 were unknown. Despite stud-
ies on highly purified preparations, the large number of
diverse biological activities attributed to IL-1 as a single
molecule engendered considerable skepticism. With the
cloning of IL-1 in 1984 (1,2), however, study of the re-
combinant molecule established that IL-1 was indeed a
pleiotropic cytokine that induced inflammation as well as
augmented immunologic responses. In fact, humans in-
jected with recombinant IL-1 manifested each of the bio-
logical properties that had been previously reported in an-
imals using IL-1 purified from human blood monocytes.
With the use of agents that specifically block IL-1 activity,
it has been possible to define the role of this first inter-
leukin in human disease, which has resulted in reduction
of severity in some diseases.

OVERVIEW OF THE IL-1 FAMILY IN
INFLAMMATION

Of the 11 members of the IL-1 family (IL-1F) of ligands,
four gene products (IL-1α, IL-1β, IL-1 receptor antago-
nist, and IL-18) have been thoroughly studied in vitro and
in animal models of disease. In the case of humans, the
blocking of IL-1 activity has entered clinical medicine. The
IL-1 receptor antagonist (IL-1Ra) is approved in several
countries for treating the signs and symptoms, including
joint destruction, of rheumatoid arthritis. It is estimated
that more than 100,000 patients with rheumatoid arthritis
and related diseases have been treated with IL-1Ra, some
for more than 10 years. IL-1Ra has also been used in pa-
tients with type 2 diabetes, arresting the loss of the insulin-
producing pancreatic beta cells in the islets of Langerhans
(3). In addition to IL-1α, IL-1β, IL-1Ra, and IL-18, other
members of the IL-1 family are found in various human tis-
sues. The most recent addition to the IL-1 family is IL-1F11
(IL-33), the ligand for the former orphan receptor ST2. IL-
33 plays a role in mast cell functions and the Th2 response.

The IL-1 Family as Proinflammatory
Cytokines

Unlike IL-2 and other cytokines that affect lymphocyte
function, differentiation, and expansion, most members of
the IL-1 family of ligands primarily affect inflammation.
Within the IL-1 family, several possess proinflammatory
properties, whereas others possess antiinflammatory ac-
tivities. The family of IL-1 receptors also transduce proin-
flammatory as well as antiinflammatory signals. What is
meant by “proinflammatory”? The proinflammatory mem-
bers of the IL-1 family stimulate the expression of genes
associated with acute inflammation as well as chronic in-
flammation. The best example of an IL-1 family member in
the context of inflammation is IL-1β. The ability of IL-1β

to induce gene expression and synthesis of cyclooxygenase
type 2 (COX-2), type 2 phospholipase A, and inducible
nitric oxide synthase (iNOS) accounts for prostaglandin
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E2 (PGE2), platelet-activating factor, and nitric oxide (NO)
production. The results are fever, lowered pain threshold,
vasodilation, and hypotension.

Another important proinflammatory property of IL-
1β is its ability to increase the expression of adhesion
molecules such as intercellular adhesion molecule-1 on
mesenchymal cells and vascular-cell adhesion molecule–
1 on endothelial cells. Together with the induction of
chemokines, these properties of IL-1β promote the infiltra-
tion of inflammatory and immunocompetent cells from the
circulation into the extravascular space and then into tis-
sues, where tissue remodeling is the end result of chronic
IL-1–induced inflammation. IL-1β is also an angiogenic
factor and plays a role in tumor metastasis and blood ves-
sel formation. In mice deficient in IL-1β, vascular endothe-
lial cell growth factor (VEGF) cannot stimulate formation
of blood vessels, and malignant melanoma cells do not
spread. IL-1β also acts on bone marrow stem cells for dif-
ferentiation of the myeloid series of progenitor cells. In
humans injected intravenously with low doses of IL-1β,
1 to 10 ng/kg, fever is observed, as well as increased lev-
els of adrenocorticotropic hormone, blood neutrophils, ni-
tric oxide, acute-phase proteins, and several cytokines and
chemokines. Humans are particularly sensitive to IL-1β,
and a dose of 50 ng/kg results is frank hemodynamic shock.

Blocking IL-1 Activity

Specific blockade of IL-1 activity in humans has defined
the role for this cytokine in several diseases. IL-1Ra is the
specific receptor antagonist for IL-1α and IL-1β but not
for any other member of the IL-1 family. When IL-1Ra
occupies the IL-1 receptor type I (IL-1RI), bona fide
IL-1 cannot bind to the receptor and there is no biolog-
ical response to IL-1. The existence of this highly specific,
naturally occurring receptor antagonist in cytokine biol-
ogy appears to be unique to the IL-1 family. In addition to
IL-1Ra, the administration of neutralizing monoclonal an-
tibodies to IL-1β or the IL-1 Trap (4) has been used to treat
patients with rheumatoid arthritis. Although each of the
IL-1–blocking therapies reduces the severity of rheumatoid
arthritis, other treatments are also used to treat this dis-
ease. For example, anti–tumor necrosis factor-α (TNFα),
anti-CD20 monoclonal antibody, and CTLA4-Ig are also ef-
fective therapies for rheumatoid arthritis. There are, how-
ever, other inflammatory diseases that rapidly remit with
IL-1–blocking therapies but are not responsive to block-
ing TNFα. Those diseases in which IL-1 blockade is highly
effective are termed “autoinflammatory” diseases to dis-
tinguish them from “autoimmune” diseases.

IL-1 and the Autoinflammatory Diseases

One important criterion for characterizing a disease as
“autoinflammatory” is that on the blocking of IL-1 activ-
ity, patients experience a rapid and sustained cessation

of symptoms, as well as reductions in biochemical and
hematologic markers of the disease. The clinical manifes-
tations of the autoinflammatory syndromes are recurrent
fevers, neutrophilic leukocytosis, rashes, painful and de-
forming arthritis, and high serum levels of acute-phase re-
actants. Progressive deafness, leptomeningitis, and amy-
loidosis may also be present in some patients. The adult
and juvenile forms of Still’s disease fall into the “autoin-
flammatory” group. Since the use of the IL-1 Trap and the
use of monoclonal anti–IL-1β antibodies are equally ef-
fective in treating autoinflammatory diseases, the culprit
in these diseases is IL-1β and not IL-1α. Another crite-
rion for classification of an autoinflammatory disease is a
reduction in disease severity with the use of caspase-1 in-
hibition, which, as discussed later, targets the processing
and secretion of IL-1β.

The biological basis for “autoinflammatory” diseases
appears to be an increase in the spontaneous as well as
inducible secretion of active IL-1β from blood monocytes.
Increased release of IL-1β from primary blood monocytes
has been documented in many of these patients compared
to healthy controls. Most autoinflammatory diseases
are syndromes. They include neonatal-onset multi-
inflammatory disease, the Muckle-Wells syndrome,
familial cold-induced autoinflammatory syndrome,
hyper–immunoglobulin D (IgD) syndrome, familial
Mediterranean fever, and urate crystal arthritis (gout).
Although these syndromes are rare, the clinical manifes-
tations are common to many inflammatory and infectious
diseases.

The Inflammasome

The “inflammasome” plays an important role in process-
ing inactive IL-1β, IL-18, and IL-33 precursors into ac-
tive cytokines. The inflammasome is an assembly of in-
tracellular proteins that activates caspase-1. Caspase-1 is
an intracellular cysteine protease that cuts the N-terminal
amino acids at the aspartic acid residue in the P1 posi-
tion. In the case of IL-1β, caspase-1 cleaves the N-terminal
116 amino acids from the IL-1β precursor, thereby con-
verting the precursor into an active cytokine. As shown in
Figure 24.1, there are several steps in the processing and
secretion of mature IL-1β. Cryopyrin is one of the essen-
tial proteins that comprise the inflammasome. Some pa-
tients with an autoinflammatory disease have mutations
in cryopyrin, resulting in a loss in the control of IL-1β pro-
cessing by caspase-1. There are also patients who have the
clinical and hematologic characteristics of autoinflamma-
tory syndromes but not mutations in cryopyrin. Neverthe-
less, spontaneous and inducible secretion of IL-1β from
blood monocytes is elevated in these patients. The increase
is modest (three- to fourfold compared to monocytes
from healthy subjects), but these patients are debilitated
from the chronic inflammatory process of their disease.
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FIGURE 24.1 Steps in the activation of the caspase-1 inflammasome, processing of the
interleukin-1β (IL-1β) precursor, and secretion of IL-1β. Primary blood monocytes from healthy
human subjects are first activated by Toll-like receptor (TLR) ligands, for example, endotoxin
binding to TLR-4 (1). The transcription (2) and translation into the IL-1β precursor (3) take place
in the cytosol, not the endoplasmic reticulum (34). On activation of the P2X7 receptor by ATP
(4), there is a rapid efflux of potassium from the cell (5a), resulting in fall in intracellular levels
of potassium (5b). The fall in intracellular potassium levels triggers the assembly of the com-
ponents of the caspase-1 inflammasome (6) with cryopyrin, ASC, and Cardinal. The assembled
components of the inflammasome initiate the processing of pro-caspase-1, resulting in the for-
mation of the active caspase-1 (7). Active casapse-1 cleaves the IL-1β precursor in the cytosol
(8a) or in the secretory lysosome (8b), resulting in the carboxy-terminal mature IL-1β. An influx
of calcium into the cell (9) with an increase in intracellular calcium levels (153,154) provides a
mechanism by which mature IL-1β is released from the cell (10). The rise in intracellular calcium
activates phosphatidylcholine-specific phospholipase C and calcium-dependent phospholipase A
(2), which facilitate the secretion of IL-1β with exocytosis of the lysosomal contents (154). TIR,
Toll-IL-1-receptor.

Table 24.1 lists examples of syndromes that fall into the
“autoinflammatory” class and are treated by reducing the
activity of IL-1β.

OVERVIEW OF THE IL-1 FAMILY IN
IMMUNE RESPONSES

IL-1 as a Costimulator of T Cells

IL-1 (IL-1α or IL-1β) functions as a costimulator of T cell
functions, primarily together with an antigen or a mitogen.
For example, IL-1 is a costimulator for T cell proliferation,

in that the combination of IL-1 plus a mitogen such as phy-
tohemagglutinin (PHA) or concanavalin A (ConA) results
in a greater production of IL-2 than either PHA or ConA
alone. Alone, IL-1 does not induce IL-2. In fact, in the ab-
sence of a coactivator, IL-1 has no effect on T cells. The
widely used bioassay for the immunologic activity of IL-1
for T cell proliferation is costimulation with a mitogen on
murine thymocytes. Human thymic epithelium produces
constitutive levels of IL-1α, which can function as a growth
factor. However, it is unlikely that IL-1 plays a significant
role in thymic growth and function because mice deficient
in IL-1α or IL-1β or the IL-1RI have normal thymic de-
velopment. Similar to IL-1α, IL-18 is strongly expressed
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◗ TABLE 24.1 Autoinflammatory Diseasesa

Familial Mediterranean fever
Familial cold autoinflammatory syndrome
Muckle-Wells syndrome
Neonatal-onset multiinflammatory disease
Mevalonic aciduria
Hyper–immunoglobulin D syndrome
Adult-onset Still’s disease
Systemic-onset juvenile idiopathic arthritis
Schnitzler’s syndrome
Antisynthetase syndrome
Tumor necrosis factor receptor–associated periodic syndrome
Macrophage activation syndromeb

Behçet’s syndrome
Normocomplementemic urticarial vasculitis
Pericarditis in adult Still’s disease
PAPA syndrome (pyogenic arthritis, pyoderma gangrenosum, and acne)
Blau’s syndrome
Sweet’s syndrome
Urate crystal arthritis (Gout)
Type 2 diabetesc

a Responsive to interleukin-1 (IL-1) blockade.
bIL-18 likely contributes to the macrophage activation syndrome (152).
cIL-1 blockade with IL-1Ra protected the insulin-producing beta cells of the

islets but did not affect peripheral insulin resistance. Hyperglycemia
stimulates IL-1β secretion from the beta cell and accounts for the loss of
the beta cell mass in type 2 diabetes (67).

in thymic epithelial cells. IL-18 induced CD11b-positive
dendritic cells from thymocytes, and these IL-18–inducible
dendritic cells were highly efficient at presenting antigen
to CD4- and CD8-positive T cells.

IL-1 and Th2 Immune Responses

For the most part, IL-1 as a Th2 cytokine is derived from
models of murine asthma. After airway sensitization to
various antigens or haptens, the mice are challenged by in-
halation of the antigen. The responses to antigen challenge
are increased airway responsiveness to bronchoconstrict-
ing agents, infiltration of the lungs by eosinophils, and in-
creased expression of IL-4. However, in mice deficient in
IL-1RI or treated with neutralizing anti–IL-1β antibodies,
the response to inhaled antigen is markedly reduced (5). By
the use of airway sensitization with ovalbumin, eosinophil
and neutrophil infiltration after inhalation antigen chal-
lenge was prevented in mice expressing IL-1Ra adenovirus
(6). Suppression of IL-5 was also observed.

IL-1 and B Cell Functions

In 1983, a neutralizing antibody to human IL-1β was
shown to inhibit pokeweed mitogen–stimulated human B
cell proliferation and the generation of Ig-secreting cells
(7). Since then, a role for IL-1β in antibody production has
been repeatedly reported. For example, mice deficient in
IL-1β do not produce anti–sheep red blood cell antibodies,

a T-dependent response (8). However, antibody production
by T-independent antigens was normal in mice deficient in
both IL-1α and IL-1, as was the proliferative response to
anti-CD3. The evidence that IL-1β is a growth factor for B
cell proliferation may be due to IL-1–mediated induction
of IL-6. In fact, in vitro and in vivo, IL-6 is often under
the control of IL-1. Therefore the effect of IL-1 on B cell
functions may reflect the ability of IL-1 to induce IL-6.

IL-1 and Th17

The differentiation of naive CD4 T cells into IL-17–
producing T cells plays a greater pathogenic role in mod-
els of autoimmune disease than do Th1 T cells producing
IFNγ . IL-17 production is sustained by IL-23, and several
autoimmune and inflammatory diseases do not develop in
mice deficient in IL-23. The place of IL-1 in the genera-
tion of Th17 responses appears essential because T cells
from mice deficient in IL-1RI fail to induce IL-17 on anti-
gen challenge (9). IL-23 does not sustain IL-17 in IL-1RI–
deficient T cells, and the combination of IL-23 plus either
IL-1α or IL-1β is synergistic in the induction of IL-17. Even
TNFα enhancement of IL-23–induced IL-17 is IL-1 depen-
dent. Although the combination of IL-6 plus TGFβ induces
IL-17, IL-6 production is often under the control of IL-
1, particularly IL-1β. Therefore, one interpretation of one
role of IL-1 in one generation of Th17 responses is the de-
pendency of IL-6 production on IL-1 activity.

These studies are consistent with results on mice de-
ficient in IL-1Ra. These mice develop a spontaneous
rheumatoid arthritis–like disease. However, the disease
does not develop in mice deficient in IL-17 (10). Further-
more, IL-1 activation of the cosignaling receptor OX40 in-
duces IL-17. Taken together, these findings indicate that
IL-1 appears to be upstream of IL-6 and OX40 activation
and thus IL-17 production. The findings are also consis-
tent with the observation that mice deficient in both IL-1α

and IL-1β do not develop experimental autoimmune en-
cephalomyelitis (EAE) (11). Several studies show that IL-
1 and IL-17 act synergistically on the induction of nitric
oxide, PGE, and cartilage breakdown, which is not unex-
pected, because IL-1 induces IL-17,and IL-17 in turn stim-
ulates the production and release of IL-1β from primary
human blood monocytes. In general, proinflammatory
cytokines induce each other.

IL-18 Induces Th1 and Th2 Cytokines

Because IL-18 participates with IL-12 and IL-15 in the
production of IFNγ , IL-18 is considered a classic Th1-
inducing cytokine; however, there is a well-described role
for IL-18 in the Th2 response (12). For example, IL-18
induces IL-4 and the number of IL-4–positive cells from
activated natural killer (NK) T cells in the absence of IL-
12. In general, the presence of IL-12 shifts the activity of
IL-18 toward IFNγ and the Th1 response, whereas IL-18
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in the absence of IL-12 drives the Th2 response. Combined
overexpression of IL-18 and caspase-1 results in the devel-
opment of spontaneous atopic dermatitis with increased
expression of Th2 cytokines and IgE (13). In transgenic
mice overexpressing IL-18, serum levels of IgE, IgG1, IL-
4, and IFNγ were significantly increased (14). Therefore,
high IL-18 production can polarize toward both Th1 and
Th2 responses.

CASPASE-1 AND THE PROCESSING OF IL-1
FAMILY MEMBER PRECURSORS

With the exception of IL-1Ra, each member of the IL-1
family is initially synthesized as an inactive precursor
molecule without a signal peptide. After processing by the
removal of N-terminal amino acids by the specific intra-
cellular cysteine protease called caspase-1, the resulting
molecules are called “mature” forms. Caspase-1 is the first
member of a large family of intracellular cysteine proteases
with important roles in programmed cell death. However,
there is little evidence that caspase-1 participates in pro-
grammed cell death. Instead, caspase-1 seems to be pri-
marily used by the cell to cleave the IL-1β and IL-18 pre-
cursors. IL-33 also uses caspase-1 for cleavage (15). As
shown in Figure 24.1, caspase-1 cleaves IL-1β, but the
same steps are likely involved for the cleavage of IL-18
and IL-33. In the word “caspase” the “asp” refers to the
aspartic acid in the P1 position. The aspartic acid in the
P1 position is the recognition amino acid for all caspases.
After cleavage, the mature form of IL-1β is generated as a
17.5-kDa molecule. Figure 24.2 depicts the caspase-1 cleav-
age sites of IL-1β, IL-18, and IL-33. Although caspase-1 is
primarily responsible for cleavage of the precursor intra-
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Active, mature IL-18 (17,000)

N-terminus

Inactive IL-18 Precursor (22,000)

37

A  L H   D  S S I……….

Active, mature IL-33 (18,000)
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114

Y  V  H D  A  P  V……….
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FIGURE 24.2 Three substrates for caspase-1. Caspase-1 cleaves
the IL-1β, IL-18, and IL-33 precursors at the aspartic acid (D) in
P1 position. Shown are the amino acids lengths of the mature
cytokines.

cellularly, other proteases such as proteinase-3 can process
the IL-1β precursor extracellularly into an active cytokine
(16). Proteinase-3 may also contribute to the processing of
IL-18 (17).

DEFICIENCY IN IL-1 FAMILY MEMBERS

Mice deficient in IL-1RI, IL-1 receptor accessory protein
(IL-1RAcP), IL-1α, or IL-1β or doubly deficient in IL-
1α and IL-1β exhibit a phenotype no different from that
of wild-type mice of the same strain. Thus, mice with-
out IL-1 activity live in routine animal facilities. From
these observations, one can conclude that IL-1α and IL-
1β, which play important roles in disease, are not essen-
tial for normal embryonic development, postnatal growth,
homeostasis, reproduction, or resistance to routine micro-
bial flora. These mice also do not exhibit evidence of spon-
taneous carcinogenesis, and their life span appears to be
normal. Lymphoid organ architecture is also normal. Each
of these observations has been made regardless of back-
ground mouse strain. Nevertheless, in the context of an
inducible disease, infection, or inflammatory challenge, a
deficiency in IL-1 has a demonstrable effect on outcomes.
In contrast, mice deficient in IL-1Ra do not exhibit nor-
mal reproduction, have stunted growth, and in selected
strains develop spontaneous diseases such as rheuma-
toid arthritis–like polyarthropathy and a fatal arteritis
(18,19).

In general, young mice deficient in IL-18 exhibit re-
duced responses in several models of disease. For example,
IL-18–deficient mice are resistant to endotoxin lethality,
collagen-induced arthritis, Fas ligand–mediated hepatitis,
graft versus host disease, ConA-induced hepatitis, and al-
lograft rejection. In contrast, a deficiency in the IL-18 re-
ceptor α chain results in a hyperresponsive phenotype to
inflammatory challenges and greater production of TNFα,
IFNγ , and chemokines (20). In a model of EAE, mice de-
ficient in IL-18 exhibited the opposite in terms of disease
severity to mice deficient in the IL-18 receptor (21). These
findings challenge the underlying assumption that the IL-
18 receptor is unique to IL-18. The conclusion from these
findings is that an unknown ligand binds to the IL-18 re-
ceptor and delivers a negative signal, suppressing cytokine
production and inflammation. As discussed later, the IL-1
family member IL-1F7 binds to the IL-18 receptor and may
deliver an inhibitory signal.

PRODUCTION OF IL-1 FAMILY MEMBERS

Transcriptional Regulation of IL-1β

The primary sources of IL-1β are blood monocytes, tissue
macrophages, and dendritic cells. B lymphocytes and NK
cells also produce IL-1β. Fibroblasts and epithelial cells,
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however, generally do not produce the cytokine. In health,
circulating human blood monocytes or bone marrow as-
pirate do not constitutively express IL-1β. Constitutive ex-
pression of IL-1β in the human hypothalamus has been
described (22). Several malignant tumors express IL-1β as
part of their neoplastic nature, particularly acute myeloge-
nous leukemia, multiple myeloma, and juvenile myeloge-
nous leukemia, each of which exhibits constitutive expres-
sion of IL-1β. In general, production of IL-1β in tumors
contributes to their ability to spread and to induce neovas-
cularization (23–25).

Nearly all microbial products induce IL-1β via the vari-
ous ligands of the Toll-like receptors (TLRs). TLR–4 is used
by lipopolysaccharide (LPS) to induce several cytokines,
and the induction of IL-1β is particularly sensitive to low (1
to 10 pg/mL) concentrations of LPS. A LPS–IL-1 response
element has been described in which a complex of STAT-1,
tyrosine phosphorylated interferon response factor 8, and
Spi/PU.1 is required (26). IL-1β mRNA levels rise rapidly
within 15 minutes but begin to decline after 4 hours. This
decrease is likely due to the synthesis of a transcriptional
repressor and/or a decrease in mRNA half–life or the action
of micro RNA. However, when IL-1 is used as a stimulant
of its own gene expression, IL-1β mRNA levels are sus-
tained for more than 24 hours compared to microbial stim-
ulants. Raising intracellular cAMP levels with histamine
enhances IL-1α–induced IL-1β gene expression and pro-
tein synthesis (27). Inhibition of translation by cyclohex-
imide results in enhanced splicing of exons, excision of
introns, and increased levels of mature mRNA (superin-
duction) by two orders of magnitude. Thus, synthesis of
mature IL-1β mRNA requires an activation step to over-
come an apparently intrinsic inhibition to process precur-
sor mRNA.

Unlike the promoter of IL-1α, the promoter region for
IL-1β contains a TATA box. Unlike most cytokine promot-
ers, IL-1β regulatory regions are distributed over several
thousand base pairs upstream and a few base pairs down-
stream from the transcriptional start site. The topic of IL-
1β gene regulation has been reviewed in detail (26). In
addition to a cAMP response element, there is an NFκB-
like site. Activating protein-1 (AP-1) sites also participate
in LPS-induced IL-1β gene expression.

There is no constitutive gene expression for IL-1β in
freshly obtained human peripheral blood mononuclear
cells (PBMCs) from healthy donors using more than 40
polymerase chain reaction cycles (28,29); however, the
same PBMCs express constitutive mRNA for IL-18 (29).
In Western blot analysis from the same PBMCs, the pre-
cursor for IL-18 was present but not the IL-1β precursor.
Constitutive IL-18 gene expression and the precursor IL-
18 protein were also observed in freshly obtained murine
splenocytes (29). In these splenocytes, there was no consti-
tutive expression of the IL-1β gene or protein. Other than
to distinguish differences between IL-1β and IL-18 in the

same cells, the clinical significance of constitutive gene and
protein expression for IL-18 in health places IL-18 and the
caspase-1 inflammasome in a unique situation.

Dissociation Between Transcription
and Translation

Non-TLR ligands such as the complement component C5a,
hypoxia, adherence to surfaces, or clotting of blood in-
duce the synthesis of large amounts of IL-1β mRNA in
monocytic cells without significant translation into the IL-
1β protein (30). This dissociation between transcription
and translation is characteristic of IL-1β but not most
cytokines. It appears that these endogenous stimuli are
sufficient to provide vigorous signal for transcription but
not for translation. The IL-1β mRNA assembles into large
polyribosomes without significant elongation of the pep-
tide (31). Without translation, most of the IL-1β mRNA is
degraded. However, adding TLR ligands or IL-1 itself to
monocytes with high levels of IL-1β mRNA results in aug-
mented translation in somewhat the same manner as the
removal of cycloheximide after superinduction. One expla-
nation is that stabilization of the AU-rich 3′ untranslated
region takes place in cells stimulated with LPS. The stabi-
lization of mRNA by microbial products may explain why
low concentrations of LPS or a few bacteria or Borrelia or-
ganisms per cell induce the translation of large amounts of
IL-1β (32). It is also possible that IL-1β mRNA is degraded
by micro RNAs.

FUNCTIONS OF THE IL-1 FAMILY

Table 24.2 lists the members of the IL-1 family and their
primary function. This chapter keeps the terms IL-1α, IL-
1β, and IL-18, as well as IL-1Ra. The most recent addition
to the IL-1 family, IL-1F11, is also termed IL-33, which is
used in this chapter. Most members of the IL-1 family are

◗ TABLE 24.2 Interleukin-1 Family Members

New Name Other Name Property

IL-1F1 IL-1α Agonist
IL-1F2 IL-1β Agonist
IL-1F3 IL-1Ra Antagonist
IL-1F4 IL-18; IFNγ -inducing factor Agonist
IL-1F5 FIL-1δ Antagonist (?)
IL-1F6 FIL-1ε Agonist
IL-1F7 IL-1H4, IL-1ζ Antagonist
IL-1F8 IL-1H2 Agonist
IL-1F9 IL-1ε Agonist
IL-1F10 IL-1Hy2 Antagonist
IL-1F11 IL-33 Agonist

IFNγ , interferon-γ ; IL, interleukin.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-24 Paul-3627G GRBT293-Paul-v1.cls April 16, 2008 12:13

Interleukin-1 Family of Ligands and Receptors 757

located on the long arm of chromosome 2. All IL-1 family
members are closely related to the primary amino acid se-
quences of IL-1β,L–1Ra, and IL-18. From the intron-exon
organization, some members represent gene duplications.
In the case of IL-1F5 and IL-1F10, the duplication of the
IL-1Ra gene has taken place (33). IL-1F9 is also related to
IL-1Ra; it does not function as a receptor antagonist, how-
ever, but rather as an agonist. IL-33 (IL-1F11) is closely
related to IL-18. However, as described later, the activity
of IL-1 family members is not determined by its structure
but instead by its ability to transmit a signal or act as a
receptor antagonist.

IL-1F1 (IL-1α)

The intron-exon organization of the IL-1 genes suggests
duplications of a common gene 350 million years ago.
Before this common IL-1 gene, there may have been an-
other ancestral gene from which fibroblast growth factors
(FGFs) also evolved because IL-1 and FGFs share signifi-
cant amino acid homologies. Like FGFs, IL-1α is synthe-
sized as a precursor molecule without a signal peptide;
unlike IL-1β, the IL-1α precursor is biologically active.
Most proteins are translated by the endoplasmic reticu-
lum, but the 31-kDa IL-1α precursor is synthesized in as-
sociation with cytoskeletal structures (microtubules and
microfilaments). Immunohistochemical studies of IL-1α

in LPS-stimulated human blood monocytes revealed a dif-
fuse staining pattern. By comparison, in the same cell, IL-
1Ra, which has a signal peptide, is localized to the Golgi
complex (34). Even under conditions of cell stimulation,
human blood monocytes do not process or readily secrete
mature IL-1α. In contrast to IL-1β, IL-1α is not commonly
found in the circulation or in body fluids except during se-
vere disease, in which case the cytokine may be released
from dying cells (36). Calpain, a calcium-activated cysteine
protease associated with the plasma membrane, is respon-
sible for cleavage of the IL-1α precursor into a mature
molecule. It is unclear whether calpain cleavage of the IL-
1α precursor is functional under physiologic conditions.
The propiece of the IL-1α precursor is active intracellu-
larly as a nuclear factor (35).

IL-1α as an Autocrine Growth Factor

The concept that IL-1α acts as an autocrine growth fac-
tor assumes that the intracellular IL-1α precursor regu-
lates normal cellular differentiation, particularly in epithe-
lial and ectodermal cells. In support of the concept, an
antisense oligonucleotide to IL-1α reduces senescence in
endothelial cells (37,38). In a murine Th2 cell line, IL-1α

functions as an essential autocrine and paracrine growth
factor, based on studies using an antisense IL-1α oligonu-
cleotide or anti–IL-1α antibodies. Thymic epithelium also

produces IL-1α constitutively, and a requirement for IL-
1α has been demonstrated to regulate the expression of
CD25 (IL-2 receptor α chain) and maturation of thymo-
cytes. However, the concept that IL-1α acts as an autocrine
growth factor for skin or thymic epithelial cells must be
interpreted carefully because mice deficient in IL-1α show
no demonstrable defects in growth and development, in-
cluding skin, fur, epithelium, and gastrointestinal func-
tion (39).

Is there is a role for intracellular precursor IL-1α in
normal cell function? The effect, if any, would arise from
the presence of large amounts of the intracellular form of
the IL-1Ra (icIL-1Ra) (40). This form of the IL-1Ra also
binds to the IL-1RI and prevents signal transduction. In
fact, icIL-1Ra is produced in the same cells that express
the IL-1α precursor and are believed to compete with the
intracellular pool of precursor IL-1α for nuclear binding
sites. However, normal epithelial functions in the IL-1α–
deficient mouse as well as the IL-1Ra–deficient mouse do
not support the concept that there is a natural role for IL-
1α in epithelial growth and differentiation.

Membrane IL-1α

Precursor IL-1α can be found on the surface of several
cells, particularly on monocytes and B lymphocytes, in
which case it is referred to as membrane IL-1α (41). Mem-
brane IL-1α is biologically active; its biological activities
are neutralized by antibodies to IL-1α but not to IL-1β.
Membrane IL-1α is likely anchored to the cell membrane
via a lectin interaction involving mannose residues. A
mannose-like receptor appears to bind membrane IL-1α

(42). Membrane IL-1α plays an important role in inflam-
mation because mice deficient in IL-1α exhibit reduced in-
flammation in models in which cell death and the release
of intracellular IL-1α does not take place (43).

Autoantibodies to IL-1α

Neutralizing autoantibodies directed against IL-1α may
function as natural buffers for IL-1α. Autoantibodies to
IL-1α have been detected in healthy subjects as well as in
patients with various autoimmune diseases. Autoantibod-
ies to IL-1α are neutralizing IgG antibodies that bind the
IL-1α precursor as well as mature IL-1α (44). An inverse
correlation has been observed between the levels of anti–
IL-1α antibodies and clinical disease activity.

Biological Functions of Constitutive IL-1α

Primary cells contain constitutive levels of the IL-1α pre-
cursor and not IL-1β (45). Most cell lines, including tumor
cell lines, contain constitutive levels of IL-1α (35,46,47).
It is not surprising that, because the IL-1α precursor is
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biologically active and found in normal epithelial cells, in-
cluding thymic epithelium, contents from necrotic cells
contain biologically active IL-1α (36). It is well known
that contents of necrotic cells are inflammatory, and hence
their activity is due to IL-1α present in either the cytosol
or the membrane fraction (35). Even if a cell contains the
IL-1β precursor, any biological activities of its contents
would be due to IL-1α because the IL-1β precursor is in-
active (45). Furthermore, epithelial cells do not contain
caspase-1, and therefore processing of the IL-1β or IL-18
precursor cannot yield the biologically active form of ei-
ther cytokine. Therefore, using necrotic cells as a source
of inflammation will favor IL-1α activity, not IL-1β or IL-
18, because the IL-18 precursor is also inactive. Consti-
tutively expressed IL-1α is critical for several IFNγ activ-
ities. In a study with the WISH epithelial cell line, what
were considered to be intrinsic IFNγ activities depended
largely on constitutively expressed IL-1α. IFNγ activities
were inhibited by antibodies to IL-1α but not to IL-1β

(47). It was also reported that antibodies to IL-1α and
not to IL-1β prevent the biological activities of necrotic
cells (36).

Studies in IL-1α–Deficient Mice

Mice deficient in IL-1α are born healthy and develop nor-
mally. After subcutaneous injection of turpentine, which
induces a local inflammatory response, wild-type and IL-
1α–deficient mice develop fever and acute-phase proteins,
whereas IL-1β–deficient mice do not (39). In addition, al-
though the induction of glucocorticoids after turpentine
injection was suppressed in IL-1β–deficient mice, this sup-
pression was not observed in IL-1α–deficient mice. How-
ever, expression of IL-1β mRNA in the brain decreased
1.5-fold in IL-1α–deficient mice, whereas expression of IL-
1α mRNA decreased more than 30-fold in IL-1β–deficient
mice. These data suggest that IL-1β exerts greater control
over production of IL-1α than does IL-1α over the pro-
duction of IL-1β. In caspase-1–deficient mice, IL-1α pro-
duction is also reduced (48), suggesting that production of
IL-1α is under the control of IL-1β.

The effects of IL-1 on atherogenesis caused by a high-
cholesterol diet was evaluated in mice deficient in either
IL-1α or IL-1β (43). Serum amyloid A protein, a marker
of inflammation in atherogenesis, was markedly lower in
IL-1α–deficient mice than in wild-type or IL-1β–deficient
mice. IL-1α–deficient mice had significantly higher lev-
els of non–high-density-lipoprotein cholesterol. The ben-
eficial effect of IL-1α deficiency was due to bone marrow
cells. Transplantation of bone marrow cells from IL-1α–
deficient mice resulted in a reduction in aortic lesion
size twice that observed in mice transplanted with IL-1β–
deficient bone marrow cells. Therefore, IL-1α appears to
play a greater role in the pathogenesis of lipid-mediated
atherogenesis than IL-1β, and this may be due to an effect

of membrane IL-1α. However, without IL-1α, the nuclear
factor function of the IL-1α propiece is also absent.

IL-1F2 (IL-1β)

Processing and Secretion of IL-1β via the
Caspase-1 Inflammasome

Inactive pro–caspase-1 is constitutively expressed in
macrophagic cells as a primary transcript of 45 kDa re-
quiring two internal cleavages before becoming an enzy-
matically active heterodimer comprised of a 10- and a 20-
kDa chain. The active-site cysteine is located on the 20-kDa
chain. Due to alternate RNA splicing, there are five iso-
forms of human caspase-1 (α, β, γ, δ, and ε); caspase-1α

cleaves the caspase-1 precursor as well as the IL-1β pre-
cursor. It is presumed that caspase-1β and γ also process
precursor caspase-1. In the presence of specific inhibitors
of caspase-1, the generation and secretion of mature IL-1β

is reduced, and precursor IL-1β accumulates mostly inside
the cell. The precursor is also found outside the cell, sup-
porting the concept that precursor IL-1β can be released
from a cell independent of processing by caspase-1.

The rate-limiting step in the processing and secretion of
active IL-1β takes place in the caspase-1 inflammasome. As
shown in Figure 24.1, several intracellular proteins form
a complex with cryopyrin, a large protein with a domain
of leucine-rich repeats similar to those of TLR, to form
the inflammasome. Cryopyrin was initially discovered in
patients with familial cold autoinflammatory syndrome, a
genetic disease characterized by hives, fevers, and elevated
acute-phase proteins after exposure to cold (49). Assembly
of the inflammasome components with inactive pro–
caspase-1 takes place after a fall in intracellular potassium.
ATP activation of the P2X7 receptor opens the potassium
channel, and simultaneously, as potassium levels fall,
caspase-1 is activated by the inflammasome. As shown in
Figure 24.1, the cleavage of the IL-1β precursor by active
caspase-1 can take place in the specialized secretory lyso-
somes or in the cytoplasm. An increase in intracellular cal-
cium is also required for the mature IL-1β to exit the cell.

The function of caspase-1 inflammasome is primarily
to convert inactive pro–caspase-1 into the active enzyme.
This activation is triggered by the efflux of potassium and
is rapidly followed by the appearance of mature IL-1β

in the supernatant together with the processed caspase-
1. However, a single amino acid mutation in cryopyrin
results in activation of caspase-1 without a requirement
for a sudden fall in the level of intracellular potassium to
activate the inflammasome. Mutated cryopyrin allows for
the assembly of the complex of interacting proteins in the
presence of normal intracellular levels of potassium. Cells
from patients with Muckle-Wells syndrome or neonatal-
onset multiinflammatory disease secrete more IL-1β than
do cells from healthy controls. Although studied using an
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exogenous stimulant such as endotoxin, monocyte secre-
tion of IL-1β from these patients is stimulated by endoge-
nous inflammation in vivo; in fact, the most likely endoge-
nous stimulant is IL-1β itself.

Any disease process that includes an increase in the
steady-state levels of caspase-1, components of the inflam-
masome, or the IL-1β precursor carries the potential to be
an “autoinflammatory” disease. Blocking IL-1β in patients
with mutations in cryopyrin is associated with an in vitro
reduction in the secretion of IL-1β from monocytes when
compared to secretion before treatment (50). IL-1β stim-
ulates both its own gene expression and translation of the
mRNA into the precursor (51,52).

Effects in Mice Deficient in IL-1β

The IL-1β–deficient mouse has shown no abnormal find-
ings after 10 years of continuous breeding. However, on
challenge, IL-1β–deficient mice exhibit specific differences
from their wild-type controls. The most dramatic differ-
ence is in the response to local inflammation followed
by a subcutaneous injection of turpentine. Within the
first 24 hours, IL-1β–deficient mice injected with turpen-
tine do not manifest an acute-phase response, do not de-

velop anorexia, have no circulating IL-6, and have no
fever (53,54). These findings are consistent with those re-
ported in the same model using anti–IL-1R type I anti-
bodies in wild-type mice (53). IL-1β–deficient mice also
have reduced inflammation after zymosan-induced peri-
tonitis (55). Additional studies have also found that IL-
1β–deficient mice have elevated febrile responses to LPS,
IL-1β, and IL-1α. In contrast, IL-1β–deficient mice have
nearly the same responses to LPS as do wild-type mice
(56), with some notable exceptions. IL-1β–deficient mice
injected with LPS have little or no expression of leptin
mRNA or protein (57).

As shown in Table 24.3, in the mouse, IL-1β is critical for
local and systemic inflammation. Another characteriza-
tion of IL-1β deficiency can be seen in relation to body tem-
perature, activity, and feeding during live influenza virus
infection. Body temperature and activity were lower in IL-
1β–deficient mice (58). The anorexic effect of influenza
infection was similar in both groups of mice. The mice de-
ficient in IL-1β exhibited a higher mortality to influenza in-
fection than the wild-type mice. In addition, mice deficient
in IL-1α have a brisk inflammatory response to turpentine-
induced inflammation, whereas IL-1β deficient mice have
nearly no response.

◗ TABLE 24.3 Effects in Interleukin-1β–Deficient Mice

Disease Model Effects

LPS-induced fever Fever similar to wild type or ↑ fever
LPS-induced leptin ↓ Circulating leptin
LPS-induced hypoglycemia Normoglycemia
LPS-induced shock lung No effect on neutrophil infiltration
LPS-induced coagulopathy Plasminogen activator inhibitor unchanged
Disseminated Canada albicans ↓ Peritoneal neutrophils, ↓ superoxide production
Zymosan peritonitis ↓ Inflammation, ↓ mortality, and ↓ IL-6 and chemokines
Turpentine-induced inflammation ↓ Fever, ↓ IL-6; ↓ SAA ↓ cortisone, ↓ COX-2
C protein–induced myositis ↓ Disease severity
IL-1α–induced fever ↑ Fever, ↑ cytokines
B16 melanoma ↓ Hepatic metastasis, ↓ VCAM-1
Brain ischemia–reperfusion ↓ Neuronal death
Model of myasthenia gravis ↓ Disease development
Systemic lupus erythematosus ↓ Anti-dsDNA, ↓ disease severity
Collagen-induced arthritis ↓ Disease severity, ↓CD40 ligand, ↓OX40
Fas-expressing tumors ↓ Neutrophil infiltration
Turpentine-induced coagulopathy ↓ Plasminogen activator inhibitor
Contact hypersensitivity ↓ Langerhans cell activation
Steady-state levels p65 (NFκB) ↓ Levels and nuclear translocation
Delayed type hypersensitivity ↓ Sensitized CD4+ T cells, ↓ proliferation to antigen
Airway hypersensitivity to antigen ↓ Bronchoconstriction, ↓ IgG1 and IgE
Carcinogen-induced tumors ↓ Tumors, ↓ neutrophil infiltration
Injury-induced astrogliosis ↓ Glial fibrillary acid protein
Meniscus model of osteoarthritis ↓ Damage to cartilage
VEGF-mediated neovascularization ↓ Hypoxia-inducible factor-1α, ↓ VEGF, ↓ VEGFR-2

COX-2, cyclooxygenase type 2; dsDNA, double-stranded DNA; Ig, immunoglobulin; IL, interleukin; LPS,
lipopolysaccharide; SAA, serum amyloid A; VCAM-1, vascular cell adhesion molecule-1; VEGF, vascular
endothelial cell growth factor; VEGFR-2, vascular endothelial cell growth factor receptor-2.
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Differences in Carcinogenesis Between
IL-1α– and IL-1β–Deficient Mice

Mice deficient in IL-1β were compared to mice deficient in
IL-1α in the microenvironment after chemical carcinogen-
esis (25). In IL-1β–deficient mice, tumors developed more
slowly or did not develop in some mice. A deficiency in
IL-1α, on the other hand, did not impair tumor develop-
ment compared to wild-type mice injected with the same
carcinogen. In IL-1Ra–deficient mice, tumor development
was the most rapid. A leukocyte infiltrate was found at
the site of carcinogen injection. The neutrophilic infil-
trate was almost absent in IL-1β–deficient mice, whereas
in IL-1Ra–deficient mice, a dense neutrophilic infiltrate
was observed. In wild-type mice, the leukocytic infiltrate
was sparse, and the infiltrate that was observed in IL-1α–
deficient mice was similar to that of control mice. These
findings may reflect the fact that IL-1β is secreted into the
microenvironment, resulting in the emigration of mono-
cytes and neutrophils, whereas IL-1α, which remains cell
associated, is less likely to affect the microenvironment.
The relationship of neutrophil-derived oxygen radicals and
carcinogenesis is known.

IL-1F3 (IL-1Ra)

The IL-1 receptor antagonist (IL-1Ra) was first termed the
“IL-1 inhibitor.” The “inhibitor” had been reported by sev-
eral groups (59), but it was Phillipe Seckinger, working in
the laboratory of Jean-Michel Dayer, who demonstrated
that the inhibitor of IL-1 prevented IL-1 binding to cells.
The IL-1 inhibitor was purified to homogeneity, and the
amino acid sequence was used to clone the molecule from
a monocyte cDNA library (60). The IL-1 inhibitor was
renamed the IL-1 receptor antagonist (IL-1Ra), and the
generic name anakinra is used for the recombinant form
of IL-1Ra. The amino acid sequence of IL-1Ra is more ho-
mologous to that of IL-1β than to that of IL-1α. There
is only one IL-1Ra gene, but several isoforms exist. Unlike
IL-1β, IL-1Ra has a classic leader peptide and is readily se-
creted. Other forms of IL-1Ra, namely intracellular forms
lacking a leader peptide but derived from the same gene,
have been reported. When expressed as a mature recom-
binant molecule, intracellular IL-1Ra blocks IL-1 binding
as well as does the secreted form.

The Structural Analysis of the
IL-1RI/IL-1Ra Complex

X-ray crystallography reveals that IL-1β has two sites of
binding to IL-1RI. IL-1Ra also has two binding sites, which
are similar to those of IL-1β. However, one of the binding
sites of IL-1Ra binds to IL-1RI with a high affinity such
that the second binding site is not available to recruit the
IL-1RAcP. After binding of IL-1Ra to IL-1RI–bearing cells,

there was no phosphorylation of the epidermal growth fac-
tor receptor, a well-established and sensitive assessment of
IL-1 signal transduction. Overwhelming evidence that IL-
1Ra is a pure receptor antagonist comes from studies of
intravenous injection of IL-1Ra into healthy humans. At
doses 1 million–fold greater than that of IL-1α or IL-1β,
IL-1Ra had no agonist activity in humans (61).

Studies Using IL-1Ra in Animals

Because IL-1Ra exhibits no species specificity, a large body
of data exists revealing a role for IL-1 in animal models of
disease. As shown in Figure 24.3, when IL-1Ra binds to
IL-1RI, there is no formation of the heterodimer with the
IL-1RAcP chain, and in the presence of IL-1β, there is no
activity. IL-1β can also bind to the IL-1R type II (IL-1RII)
either on the cell surface or in the extracellular space. Table
24.4 lists the effect of IL-1Ra in various animal models of
disease.

IL-1Ra (Anakinra) Treatment in Humans
with Rheumatoid Arthritis

The recombinant form of IL-1Ra is called by the generic
name anakinra. There have been several randomized,
placebo-controlled, double-blind trials with anakinra in

IL-1RI

IL-1Ra

Nucleus

No signal
to the
nucleus

IL-1β

Failure
to dimerize

IL-1RAcP

1 3

2

4

5

No signal

IL-1RII 7

sIL-1RII

6

FIGURE 24.3 Events following the binding of IL-1Ra to IL-1RI.
The IL-1RI binds IL-1Ra (1). The high-affinity binding of IL-1Ra
to IL-1RI prevents the binding of IL-1β to the receptor (2). The
complex of IL-1Ra with IL-1RI does not recruit the IL-1RAcP (3),
and as a result there is failure for the receptor chains to dimerize
(4). Without dimerization, there is no signal to the nucleus (5). In
the extracellular compartment, IL-1β can bind to sIL-1RII (6) or
cell surface IL-RII (7) and prevent active IL-1β from transmitting
a signal.
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◗ TABLE 24.4 Effects of IL-1 Receptor Antagonist in vivo

Models of live infection
Improved survival, reductions in shock, nitric oxide production, intestinal inflammation and hypoglycemia. Decreased levels of circulating

cytokines, insulin-like growth factor–1, thrombin, tissue plasminogen activator, plasminogen activator inhibitor, and elastase.
Models of local and systemic inflammation

Decreased accumulation of neutrophils. Reductions in loss of cartilage proteoglycan.
Decreased pancreatic and hepatic inflammation. Reduced myeloperoxidase levels and cytokines/chemokines.

Models of acute or chronic lung injury
Decreased neutrophil infiltration, eosinophil accumulation, capillary leak, and airway hyperactivity. Prevention of pulmonary fibrosis,

hypoxia-induced pulmonary hypertension.
Models of central nervous system injury

Decreased lethality, stress-induced hypothalamic-pituitary axis, astrocytosis, edema, and infarct brain monoamine levels and number of necrotic
neurons.

Models of metabolic dysfunction
Reduction in hepatocellular damage, muscle protein breakdown, hyperglycemia, weight loss, and bone loss.

Models of autoimmune diseases
Decreased in severity of experimental allergic encephalomyelitis, systemic lupus, graft versus host disease in mice, islet allograft rejection,

contact hypersensitivity, adjuvant arthritis, and streptozotocin-induced diabetes.
Models of malignant disease

Increased survival. Reduction in subcutaneous and metastatic melanoma. Decreased tumor-mediated weight loss. Reduction in colony
formation and cytokine production of human acute myelogenous leukemia cells in vitro. Reduced spontaneous interleukin-6 and prostaglandin
E2 production in multiple myeloma cells.

Models of angiogenesis
Decreased new blood vessel growth in tumors, reduced neovascularization by vascular endothelial cell growth factor.

Impairment of host responses

rheumatoid arthritis. A dose of 100 mg of anakinra ad-
ministered subcutaneously daily has been approved in sev-
eral countries. Due to a short serum half-life—less than 6
hours—daily dosing is effective when assessed by the num-
ber of swollen joints, activity, pain score, and C-reactive
protein (CRP) levels. A total of 472 patients with severe
rheumatoid arthritis were studied in a European multi-
center trial (62). The rate of radiologic progression of joint
destruction in the patients receiving anakinra was signifi-
cantly less than in the placebo group at 24 weeks (63). An
additional evaluation of these patients revealed a decrease
in the rate of progression in erosion and joint space nar-
rowing compared to placebo. These clinical findings are
consistent with anakinra blocking the osteoclast-activating
factor. Osteoclast activating factor, in fact, is IL-1β (64).
In patients who received anakinra, synovial biopsies be-
fore and after 24 weeks of daily treatment revealed evi-
dence of decreased cellular infiltration and expression of
the adhesion molecules E-selectin and vascular cell adhe-
sion molecule-1 using immunohistochemical techniques
(65).

IL-1Ra (Anakinra) Treatment in
Type 2 Diabetes

IL-1β was shown to be highly injurious to the insulin-
producing pancreatic beta cell (66). High glucose concen-
trations induce IL-1β production from human beta cells,

resulting in impaired insulin secretion, decreased cell pro-
liferation, and beta cell death (67). In a placebo-controlled
trial in patients with type 2 diabetes, anakinra treatment
for 13 weeks resulted in a significantly lower levels of gly-
cated hemoglobin level compared to the placebo group (3).
The blockade of IL-1 was also associated with lower levels
of CRP and IL-6.

IL-1Ra (Anakinra) Treatment of
Autoinflammatory Diseases

Table 24.1 lists several autoinflammatory diseases that
have been treated with anakinra. In most cases, the re-
sponses have been rapid and sustained with daily injec-
tions. However, because of the short half-life of anakinra,
cessation of treatment results in a rapid return of disease
activity (50,68). Nevertheless, on restarting treatment, dis-
ease activity is again controlled. As stated in the introduc-
tory remarks, autoinflammatory diseases are associated
with increased secretion of IL-1β from blood monocytes
(69–72).

Mice Deficient in IL-1Ra

Mice deficient in IL-1Ra have low litter numbers and
exhibit growth retardation in adult life (73). These ani-
mals also have elevated basal concentrations of plasma
IL-6 and exhibit higher levels of hepatic acute-phase pro-
teins than wild-type control mice. Injection of LPS in
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IL-1Ra–deficient mice results in increased lethality. The
most dramatic phenotype has been observed in IL-1Ra–
deficient mice crossed into a BALB/c background (18). In
these mice, a chronic inflammatory polyarthropathy de-
velops spontaneously. The joints show prominent synovial
and periarticular infiltration of inflammatory cells, osteo-
clast activation, and bone erosion. The histologic pattern is
similar to that of humans with rheumatoid arthritis. There
are elevated levels of rheumatoid factor and anti–double-
stranded DNA antibodies. Steady-state levels of COX-2, IL-
1RI, IL-1β, IL-6, and TNFα mRNA in the affected joints
are also increased. IL-17 is required for IL-1Ra–deficient
mice to develop the arthritis (10). The onset of this autoim-
mune process also requires a genetic background favoring
the Th2 response, which produces antibodies rather than
cytotoxic T cells in response to antigens. The immunologic
stimulus likely occurs when either an endogenous antigen
or an antigen from the intestinal flora triggers a Th2 re-
sponse, which, in the absence of endogenous IL-1Ra, re-
sults unopposed IL-1 activities.

IL-1Ra–deficient mice also develop a lethal arterial
inflammation involving primary and secondary branch
points of the aorta (19). These are stress points in the ves-
sel wall due to blood flow and are also the same locations
at which atherosclerotic plaques are commonly found. The
lesions are characterized by transmural infiltration of neu-
trophils, macrophages, and CD4+ T cells. Death is due to
vessel wall collapse, stenosis, and organ infarction. Het-
erozygotes, which have reduced but detectable levels of
endogenous IL-1Ra compared to wild-type controls, do not
die from this severe arteritis but do develop small arterial
lesions.

IL-1F4 (IL-18)

IL-18 is unquestionably a proinflammatory cytokine in
the IL-1 family. The tertiary structure of the mature form
of IL-18 closely resembles that of IL-1β (74). However,
the biology of IL-18 is hardly the recapitulation of IL-1β.
There are several unique and specific properties in the bi-
ology of IL-18. For example, in healthy human subjects
and also in normal mice, gene expression for IL-1β in
blood mononuclear cells and hematopoietic tissue is ab-
sent, and there is no evidence to suggest that the IL-1β

precursor is constitutively present in cells (29). In con-
trast, in the same blood samples large amounts of the
IL-18 precursor are present. Peritoneal macrophages and
mouse spleen also contain the precursor in the absence of
disease (29).

Together with IL-12, IL-18 participates the T helper-1
(Th1) paradigm. This property of IL-18 is due to its ability
to induce IFNγ either with IL-12 or IL-15. Without IL-
12 or IL-15, IL-18 does not induce IFNγ . IL-12 or IL-15
upregulates the IL-18 receptor β chain (IL-18Rβ), which

is essential for IL-18 signal transduction. Without IL-12
or IL-15, IL-18 plays a role in Th2 diseases (12). The role
of IL-18 in the Th17 responses is unclear, but, being an
inducer of IFNγ , IL-18 likely contributes to the actions
of Th17 cells. Several IL-18–linked diseases are associated
with elevated levels of IFNγ . Indeed, the original descrip-
tion of IL-18 was “IFNγ inducing factor.” Diseases such
as systemic lupus erythematosus, macrophage activation
syndrome, rheumatoid arthritis, type 1 diabetes, Crohn’s
disease, psoriasis, and graft versus host disease are be-
lieved to be mediated, in part, by IL-18.

Like IL-1β, IL-18 is initially synthesized as an inac-
tive precursor (molecular weight 24,000) and requires cas-
pase 1 cleavage for processing into a mature molecule of
molecular weight 18,000 (Figure 24.2). After an injection
of endotoxin, caspase 1–deficient mice do not have circu-
lating IFNγ (75). IL-12–induced IFNγ is also caspase 1 de-
pendent (76), again suggesting that microbial toxins (via
TLR) require IL-18 for IFNγ production. In general, pro-
cessing of the IL-18 precursor is caspase-1 dependent, but
exceptions exist. For example, Fas ligand stimulation re-
sults in the release of biologically active IL-18 in caspase 1–
deficient murine macrophages (77). Similar to IL-1β pro-
cessing, proteinase–3 appears to activate processing to
mature IL-18 (17).

IL-18–Binding Protein

The discovery of the IL-18–binding protein (IL-18BP) took
place during the search for the soluble receptors for IL-18
in human urine (78). IL-18BP is a constitutively secreted
protein with exceptional affinity to IL-18 (400 pM) (Figure
24.6). There is limited amino acid sequence homology be-
tween IL-18BP and cell-surface IL-18 receptors; IL-18BP
lacks a transmembrane domain and contains only one Ig-
like domain (79). Present in the serum of healthy humans
at a 20-fold molar excess compared to IL-18 (80), IL-18BP
may contribute to a default mechanism by which a Th1 re-
sponse to foreign organisms is blunted to reduce triggering
an autoimmune responses to a routine infection. IL-18BP
is a naturally occurring, specific inhibitor of IL-18, neu-
tralizing IL-18 activities. A clinical preparation of human
IL-18BP has been shown to be safe in patients (81). Other
options for reducing IL-18 activities include inhibitors of
capsase-1, human monoclonal antibodies to IL-18, solu-
ble IL-18 receptors, and anti–IL-18 receptor monoclonal
antibodies.

Natural neutralization of human IL-18 by IL-18BP takes
place during a common viral infection. In Molluscum con-
tagiosum, characterized by raised but bland eruptions,
there are large numbers of viral particles in the epithe-
lial cells of the skin, but histologically there are few in-
flammatory or immunologically active cells in or near the
lesions. Clearly, the virus fails to elicit an inflammatory
or immunologic response. Amino acid similarity exists
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between human IL-18BP and a gene found in various
members of the poxviruses, the greatest of which is found
to be expressed in Molluscum contagiosum (82). The ability
of viral IL-18BP to reduce the activity of mammalian IL-18
likely explains the lack of inflammatory and immune cells
in the infected individual and provides further evidence
for the natural ability of IL-18BP to interfere with IL-18
activity.

IL-18, Hyperphagia, and the
Metabolic Syndrome

Starting at age 16 weeks, IL-18–deficient mice overeat,
become obese, and exhibit lipid abnormalities, increased
atherosclerosis, insulin resistance, and diabetes mellitus
reminiscent of the metabolic syndrome (83). The higher
body weight is attributed to enhanced food intake, which
starts to diverge from those of wild-type animals at a rel-
atively early age and reaches values of 30% to 40% higher
than that of wild-type mice. A striking finding was an in-
crease of more than 100% in the percentage of adipose
tissue in the IL-18–deficient animals, which was accompa-
nied by fat deposition in the arterial walls. The insulin re-
sistance was corrected by exogenous recombinant IL-18.
Mice deficient in IL-18 respond normally to a challenge
with exogenous leptin, suggesting that a unique mecha-
nism is responsible for the higher food intake in the IL-
18–deficient animals.

IL-1F5

IL-1F5 shares 47% amino acid identity with IL-1Ra and
is expressed in human monocytes activated by LPS. From
the gene sequence, the predicted amino acid sequence of
IL-1F5 does not have a leader peptide for secretion, which
is in sharp contrast to the IL-1Ra (IL-1F3). IL-1F5 failed to
exhibit agonist activity using induction of IL-6 from fibro-
blasts, a well-described biological property of IL-1α and
IL-1β (84). Furthermore, IL-1F5 did not block the IL-1α–
or IL-1β–induced IL-6– or IL-18–induced production of
IFNγ (84). Therefore, IL-1F5 possesses neither IL-1– or
IL-18–like agonist activities nor the property to act as a
receptor antagonist for IL-1, despite it close amino acid
identity to IL-1Ra.

It appears, however, that IL-1F5 functions as an anti-
inflammatory member of the IL-1 family. IL-1F5 induces
IL-4, which can reduce IL-1 activity. The anti-
inflammatory effects of IL-1F5 include downregulating
the responses to IL-1β as well as LPS; in mice deficient
in IL-4, IL-1F5 is less effective as an antiinflammatory
cytokine (85). The ability of IL-1F5 to dampen inflamma-
tion is via its interaction with the single immunoglobulin
IL-1–related receptor (SIGIRR), also known as Toll-IL-1-
receptor-8 (TIR8). SIGIRR is an orphan member of the

IL-1 family of receptors, and in mice deficient in SIGIRR,
there is more inflammation than in wild-type control mice
(85).

IL-1F6

IL-1F6 is a proinflammatory member of the IL-1 family.
The cytokine binds to the IL-1R–related protein (IL-1Rrp2)
as its ligand-binding chain and recruits the IL-1 recep-
tor accessory protein (IL-1RAcP) to form the heterodimer.
High levels of IL-1F6 are found in mouse embryonic tissues
rich in epithelial cells (86). In humans, IL-1F6 is observed
in keratinocytes but not fibroblasts, but it is believed to
contribute to the inflammation of psoriasis. On forming
the heterodimer with IL-1Rrp2 and IL-1RAcP, IL-1F6 ac-
tivates NFκB, similar to IL-1β (87). In addition to NFκB
activation, IL-1F6 also activates mitogen-activated protein
kinase, c-Jun N-terminal kinase, and extracellular signal-
related kinase (ERK) 1/2 (87).

IL-1F7

Although IL-1F7 (formerly IL-1H4) is structurally related
to IL-1Ra (36%), this IL-1 family member binds to the IL-
18 receptor α chain and therefore has attracted attention
as being related to IL-18 (88). IL-1F7 has no leader pep-
tide, and the recombinant form has been expressed with
a N-terminus from a predicted caspase–1 site (89). There
are two forms of IL-1F7: a full-length peptide and a splice
variant with an internal 40–amino acid deletion (88). The
binding of IL-1F7 to the soluble IL-18R α chain has also
been observed. However, in contrast to IL-18, recombinant
IL-1F7 does not induce IFNγ in whole human blood cul-
tures, in PBMCs, or in various cell lines. Therefore, it is
unlikely that IL-1F7 is a true agonist for the IL-18 receptor.
In other studies, IL-1F7 bound to a recombinant form of
the extracellular domains (soluble) of the IL-18 receptor α

chain linked to the Fc of IgG but not to the extracellular do-
mains (soluble) of the IL-1 type I receptor or ST2 (see later
discussion) (90). Although IL-1F7 binds to the IL-18 recep-
tor α chain, IL-1F7 is not a receptor antagonist for IL-18.
When injected directly into murine tumors, adenovirus ex-
pressing IL-1F7 there was a significant reduction in tumor
growth (91). The antitumor effects of IL-1F7 was dimin-
ished in mice deficient in IL-12, IFNγ , or Fas ligand (91).

IL-1F7 also binds to the IL-18–binding protein (IL-
18BP) (92). This may be due to the similarities of IL-18BP
to the third domain of the IL-18 receptor α chain. On for-
mation of a complex with IL-18BP, there is decrease in
IL-18 activity. In fact, there is increased inflammation in
mice deficient in the IL-18 receptor α chain, whereas there
is less inflammation in mice deficient in IL-18 itself (20).
It is possible that IL-1F7 delivers a negative signal via the
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IL-18 receptor α chain. In mice with experimental aller-
gic encephalomyelitis, a deficiency in the IL-18 receptor α

chain results in the opposite outcome to that in mice de-
ficient in IL-18 (21). In the two studies, the investigators
came to the conclusion that IL-18 receptor α chain binds
another ligand in addition to IL-18 and that this ligand
may be IL-1F7.

IL-1F8

The receptor for IL-1F8 is IL-1Rrp-2 (IL-1R6) and is
expressed on human synovial fibroblasts and human ar-
ticular chondrocytes. In response to stimulation by re-
combinant IL-1F8, there is increased production of proin-
flammatory mediators (93). Although IL-1F8 steady-state
mRNA is constitutive in chondrocytes, the cytokine is in-
ducible by IL-1β in synovial fibroblasts. Circulating levels
of IL-1F8 patients with rheumatoid arthritis, osteoarthri-
tis, or septic shock were similar to those in healthy sub-
jects. It unclear what role extent IL-1F8 plays in joint
disease, although constitutive expression in primary chon-
drocytes may indicate a role for the cytokine in osteo-
arthritis.

IL-1F9

IL-1F9 is constitutively expressed primarily in the placenta
and the squamous epithelium of the esophagus. The three-
dimensional folding of IL-1F9 is similar to that of IL-1Ra;
nevertheless, IL-1F9 is a proinflammatory cytokine bind-
ing to IL-1Rrp2 and recruiting the IL-1RAcP. IL-1F9 trig-
gers the same kinase cascade and NFκB as IL-1F6 (see
previous discussion).

IL-1F10

IL-1F10 shares 37% amino acid identity with the IL-1Ra
and a similar three-dimensional structure (94). This cy-
tokine is secreted from cells and is expressed in human
skin, spleen, and tonsil. Recombinant IL-1F10 has been
shown to bind to the isolated extracellular domains IL-1
receptor type I, but it is unclear whether IL-1F10 binds
to complete cell surface–bound IL-1 receptors. Although
these data suggest that IL-1F10 is likely to be a receptor
antagonist (95), compared to IL-1Ra, its role in health and
disease is unclear.

IL-1F11

IL-1F11 is also known as IL-33. This new member of
the IL-1 family requires caspase-1 processing and signals
through the T1/ST2 receptor (15). ST2 is also termed the

IL-33 receptor α chain (IL-33Rα). Activation of ST2, for-
merly an orphan member of the IL-1 receptor family for
16 years, drives T helper type 2 (Th2) responses. The new
cytokine, IL-33, is the specific ligand for ST2. In 1994, the
receptor termed ST2 was first reported as regulated by the
estrogen-inducible transcription factor Fos (96). This re-
ceptor was very similar to the IL-1 receptor type I and the
IL-18 receptor α chain in that ST2 also has three extracel-
lular Ig domains and an intracellular Toll domain (Figure
24.3). Despite a search for its cognate ligand, there was
never a convincingly specific candidate; it was always as-
sumed, however, that the ligand for ST2 would be a mem-
ber of the IL-1 family. IL-33 recapitulates much of the ex-
isting data that ST2 promotes Th2-type responses. IL-33
is identical to a nuclear factor primarily expressed in high
endothelial venules (NF-HEV) (97), suggesting that, simi-
lar to IL-1α (35), IL-33 acts as a proinflammatory cytokine
by binding to ST2 as well as a nuclear factor and regulates
transcription (97).

There is no dearth of studies on ST2 tissue-specific lo-
calization, regulation of its expression, and its effects in
transgenic mice overexpressing ST2, as well as on deletion,
neutralization, and antibody cross-linking of ST2. Elevated
levels of the soluble form of ST2 were present in the cir-
culation of patients with various inflammatory diseases,
and exogenous administration of pharmacologic doses of
soluble ST2 neutralized the putative ligand and reduced
inflammation (98). Furthermore, several studies suggested
that whatever the ligand is for this orphan receptor, it plays
a role in allergic-type diseases because activation of ST2
uniquely drives Th2 responses. Structurally, IL-33 is clos-
est to IL-18 rather than IL-1β. The dominant property of
IL-33 is the induction of IL-4, IL-5, and IL-13 in addition
to properties anticipated for a Th2-type cytokine. Diseases
believed to be due to increased immunoglobulin produc-
tion may also be related to IL-33. IL-33 induces the pro-
duction of IL-6, IL-1β, and PGE from mast cells.

Mice injected with human IL-33 exhibit impressive
pathologic changes in the arterial walls, lungs, and intesti-
nal tissues (15). Of particular relevance to the concept that
IL-33 drives a Th2 response is that esosinophilic infiltra-
tion was a prominent finding in the lung. Although the
interpretation of in vivo effects after the administration of
an exogenous cytokine should be conservative, the findings
are clearly consistent with IL-33 being a proinflammatory
ligand of the IL-1 receptor family. Even before researchers
had the ability to test IL-33–mediated activation, others
had reported that neutralization of the putative ST2 li-
gand using soluble ST2 markedly reduced joint inflamma-
tion, synovial hyperplasia, and joint erosion when given in
the therapeutic phase of collagen-induced arthritis in mice
(98). Moreover, it appears that organs with high numbers
of mast cells appear to undergo dramatic changes on in-
jection of IL-33 into mice. Consistent with a role in aller-
gic diseases, IL-33 induces the cytokines IL-5 and IL-13
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in vivo, known contributors of allergic diseases. Mice defi-
cient in ST2 do not develop a Th2 response to Schistosoma
egg antigen.

It remains unclear how IL-33 favors the Th2 response.
Similar to IL-1β, IL-33 induces IL-6, which is an adju-
vant for antibody production. IL-33 signal transduction
requires a coreceptor for biological activities, and simi-
lar to IL-1, IL-33 uses the IL-1 receptor accessory protein.
IL-33 induction of IL-6 is prevented by a blocking anti-
body to IL-1RAcP (99). IL-33 initiates signal transduction
via activation of NFκB, which is typical of IL-1α, IL-1β,
and IL-18 (15), but other studies have shown that antibody
cross-linking of ST2 does not result in activation of NFκB
but instead that of AP-1. There are also studies that IL-33
has antiinflammatory properties by inhibiting angiotensin
II–induced phosphorylation of IκB in cardiac fibroblasts
(100). ST2 can sequester TLR adaptor molecules such as
MyD88 and Mal (101).

The idea of IL-33 as a member of the IL-1 ligand fam-
ily gains considerable legitimacy because processing of the
IL-33 precursor is accomplished by caspase-1 (15), similar
to IL-1β and IL-IL-18. It is possible that lack of processing
IL-33 into an active cytokine may contribute to the pro-
tection afforded caspase-1–deficient mice. From the first
report of the existence of ST2 (96), a high level of expres-
sion of this receptor on mast cells has been a prominent
finding. The Th2 response favors antibody production, in-
cluding IgE and IgG.

IL-1 RECEPTOR FAMILY

The IL-1 receptor family encodes 10 members, some of
which are orphan receptors. As shown in Figure 24.3, most
belong to the group containing three IgG-like segments for
the extracellular domain of the receptor. In general, the ex-
tracellular domains of these receptors can be cleaved from
the cell surface by proteases; they are then termed “solu-
ble” receptors. Soluble receptors can serve two functions:
By binding to the ligand, they can neutralize the activity
of the ligand, but they can also act as ligand carriers. Al-
though most soluble receptors are generated by proteolytic
cleavage from the cell surface receptors, this is apparently
not the mechanism for high levels of soluble IL-1RAcP
(sIL-1RAcP) (102). sIL-1RAcP forms a complex with IL-1β

and sIL-1RII and is an effective mechanism for neutraliza-
tion of IL-1β activity (103). Constitutive secretion of sIL-
1RAcP accounts for its high serum levels. Supporting this
concept is the existence of a splice variant of the IL-1RAcP
that lacks a transmembrane anchor. Once synthesized, sIL-
1RAcP is released by the liver as an acute-phase protein, as
is IL-1Ra (104). As shown in Figure 24.4, sIL-1RAcP forms
a complex of IL-1β with sIL-1RII in the extracellular space.
Thus, a large molar excess of sIL-1RAcP provides at least
three mechanisms by which to neutralize secreted IL-1β.

Table 24.5 summarizes the IL-1 receptor family and
their functions (105). IL-1R1, IL-1R2, and IL-1R3 are the
bona fide receptors for IL-1α and IL-1β. IL-1R4, also
known as ST2, is no longer an orphan receptor because IL-
33 binds to this receptor (15). Before the identification of
IL-33 as the ligand for ST2, a number of studies had exam-
ined the function, distribution, and gene regulation of this
receptor, particularly on mast cells (106). IL-1R5 was for-
merly an orphan receptor termed IL-1R–related protein–1
(107), but it was subsequently discovered to be the ligand-
binding (α) chain of the IL-18 receptor (108), now termed
IL-18Rα.

The IL-1R–related protein–2 (IL-1R6) is the receptor
for the agonists IL-1F6, IL-1F8, and IL-1F9, but is also
the receptor for IL-1F5, which is the antagonist for IL-1F9
(86,105). IL-1R7, formerly the non–ligand-binding chain of
the IL-18 receptor termed IL-1RAcPL (109), is now named
IL-18Rβ chain. Similar to the IL-1R–AcP, the IL-18Rβ is
essential for IL-18 signal transduction (109,110).

Two members of the IL-1 receptor family are partic-
ularly singular in that they are found on the X chromo-
some. These are IL-1R8 and IL-1R9, both homologous to
IL-1RAcP and IL-18Rβ. IL-1R9 is highly homologous to
IL-1R8. Both forms have no known ligands, and the recep-
tors are found in the fetal brain. Nonoverlapping deletions
and a nonsense mutation in the IL-1R8 gene were found in
patients with cognitive impairment (111), in which expres-
sion in the adult hippocampal area may play a role in mem-
ory or learning. The cytoplasmic domains of IL-1R8 and
IL-1R9 are longer than the other accessory chains. The IL-
1R9 may function as a negative receptor. This was shown in
cells overexpressing this receptor in addition to IL-1RI and
IL-1RAcP, in which IL-1β signaling was blocked with a spe-
cific antibody to IL-1RAcP. In the presence of the antibody,
IL-1β–induced luciferase was suppressed, suggesting that
a possible complex of the type I receptor with IL-1β plus
IL-1R9 results in a negative signal (112).

Single Ig IL-1 Related Receptor

Single Ig IL-1 related receptor (SIGIRR) is a negative reg-
ulator of both IL-1α and IL-1β activities and also of TLR
agonists. Although there is only a single IgG domain for
the extracellular segment, the cytoplasmic domain con-
tains a Toll domain and has the longest cytoplasmic do-
main of all the members of the IL-1 receptor family (Figure
24.5). Initially, SIGIRR was thought to be expressed pri-
marily in kidney, lung, and gastrointestinal tract, primar-
ily in resting epithelial cells. However, SIGIRR is also ex-
pressed in human monocytes and mouse macrophages in
response to the stresses associated with infection and tran-
sient hypoxia. Dendritic cells also express SIGIRR (113).
In a study of patients resuscitated from cardiac arrest, the
peripheral monocytes displayed increased steady-state lev-
els of SIGIRR, which were associated with increased gene
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FIGURE 24.4 IL-1 signal transduction and decoy receptors. IL-1β binding to the IL-1RI (1)
recruits the IL-1RAcP (2) to form a heterodimeric receptor (1 + 2). The cytoplasmic Toll domains
on each receptor chain approximate (3). MyD88 and Tollip are recruited (4). MyD88 binding to
the cytoplasmic domains triggers the phosphorylations of the IL-1–receptor associated kinases
IRAK-4, IRAK-2, and IRAK-1 (5). TRAF-6 is recruited (6). Phosphorylated IRAK-1 and TRAF-6
migrate to the membrane and associate with TAK-1, TAB1, and TBA2 (7). The complex of TAK-1,
TAB1, TAB 2, and TRAF-6 migrates to the cytosol, where TAK-1 is phosphorylated following the
ubiquination of TRAF-6 (8). Phosphorylated TAK-1 activates IKKβ (9), and phosphorylated IKKβ
phosphorylates IκB (10). Phosphorylated IκB degrades, releasing NFκB, which enters the nucleus
(11). In addition to the phosphorylation of IKKβ, TAK-1 also activates MAPK p38 and JNK (12).
On the surface of the cell, IL-1RII, a decoy receptor, may also bind IL-1β (13), but this complex
does not recruit IL-1RAcP, and there is no signal. In the extracellular space, the extracellular
domains (soluble or sIL-1RII) of the IL-1RII bind IL-1β and neutralize its activity (14). sIL-1RII
can also bind IL-1β and form a complex with soluble IL-1RAcP (15) or cell-bound IL-1RAcP (16).
In the latter two complexes, IL-1β is not available to bind to IL-1RI and therefore cannot transmit
a signal.

expression for the antiinflammatory cytokine IL-10 and a
decrease expression for TNFα. In microglia of mice in-
fected with murine leukemia virus, a gene array of 14,000
genes revealed that only 3 genes were differentially ex-

pressed between the virulent and nonvirulent strains of
the viruses, and one of these genes was SIGIRR (114).

With overexpression of SIGIRR in the form of
a chimeric molecule with IL-1RAcP, suppression of

◗ TABLE 24.5 The Interleukin-1 (IL-1) Receptor Family

Name Designation Ligands Coreceptor

IL-1RI IL-1R1 IL-1α, IL-1β , IL-1Ra IL-1RAcP (IL-1R3)
IL-1RII IL-1R2 IL-1β , IL-1β precursor IL-1RAcP (IL-1R3)
ST2/Fit-1 IL-1 R4 (IL-33Rα) IL-33 IL-1RAcP (IL-1R3)
IL-18Rα IL-1R5 IL-18, IL-1F7 IL-18Rβ (IL-1R7)
IL-1Rrp-2 IL-1R6 IL-1F6, IL-1F8, IL-1F9 IL-1RAcP (IL-1R3)
TIGIRR-2/IL-1RAPL IL-1R8 Unknown Unknown
TIGIRR-1 IL-1R9 Unknown Unknown
SIGIRR TIR8 Unknown Unknown
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FIGURE 24.5 IL-1 family of
receptors.

IL-1–driven NFκB was observed. SIGIRR inhibition of
IL-1–driven NFκB does not require the presence of the ex-
tracellular domain of SIGIRR. The complex of IL-1 with
IL-1RAcP activates NFkB, but in the presence of SIGIRR
there is suppression of the response. In another study, in-
hibition of IL-1 activity required the extracellular single
Ig domain of SIGIRR (115). The mechanism for suppres-
sion of the IL-1 responses in cells overexpressing SIGIRR
is one of competitive inhibition of MyD88, such that there
is no activation of IRAK or TRAF-6 (115). The inhibition
of MyD88, IRAK, and TRAF-6 by SIGIRR is not due to the
formation of complex with IL-1RAcP or IL-1RI. Overex-
pression of SIGIRR results in inhibition of LPS and IL-1
activities, whereas mice deficient in SIGIRR exhibit height-
ened inflammation. Mice deficient in SIGIRR develop a
more severe disease in response to LPS or chronic col-
itis (113,116). Overexpression of SIGRR in 293 cells in-
hibits both IL-1– and IL-18–induced NFκB reporter ac-
tivity but not IFNγ activity (116). Splenocytes from mice
deficient in SIGRR produce severalfold greater levels of
the mouse chemokines KC and MIP–2 and IFN-inducible
protein 10 after LPS. In a model of live Pseudomonas
keratitis, a blocking antibody to SIGIRR resulted in in-
creased bacterial counts and increased steady-state mRNA
levels of IL-1β, IL-18, and IL-18 (117). Overexpression of
SIGIRR in macrophages resulted in decreased mRNA lev-
els for IL-1RI, IFNγ , IL-12, and IL-IL-18. Thus SIGIRR
downregulates the responses to IL-1 and TLR4.

IL-1 Receptor Type I

There is considerable amino acid homology between IL-
1RI and IL-1RAcP in extracellular domains. IL-1RAcP does
not bind IL-1 itself, but instead it “wraps around” the com-

plex of IL-1:IL-1RI. As shown by X-ray crystallization stud-
ies, IL-1RI exhibits a conformational change when bind-
ing IL-1β, and apparently this shape change allows the
IL-1RAcP to form the heterodimer (Figure 24.4). The cy-
toplasmic domain of IL-1RI is unique in that it contains
homology to the Drosophila Toll protein. The area of ho-
mology is termed Toll-IL-1-receptor (TIR) domain. TIR do-
main is also found in the cytoplasmic domains of each
TLR. The TIR domain of IL-1RI is necessary for signal
transduction. The TIR domain of the coreceptor IL-1RAcP
is also essential for IL-1 activity. Although most cells ex-
press IL-1RI constitutively, expression of IL-1RAcP is not
constitutive in some cells.

In general, IL-1-responsiveness is more a reflection of
receptor expression than ligand binding (118). The failure
to show specific and saturable IL-1 binding to cells is often
due to the low numbers of surface IL-1RI on primary cells.
In cell lines, the number of IL-1RIs can reach 5,000 per cell,
but primary cells usually express less than 200 receptors
per cell. In some primary cells there are less than 50 per
cell, and IL-1 signal transduction has been observed in cells
expressing less than 10 type I receptors per cell.

Human IL-1α binds to cell surface and sIL-1RI with
approximately the same affinity (100 to 300 pM) as does
IL-1Ra. If one examines the binding of IL-1Ra, the affinity
is even higher than that of IL-1α. IL-1Ra avidly binds to
the surface type I receptor (50 to 100 pM). Of the three
members of the IL-1 family (IL-1α, IL-1β, and IL-1Ra),
IL-1β has the lowest affinity for the cell-bound form of
IL-1RI (500 pM to 1 nM). The greatest binding affinity of
the three IL-1 ligands for IL-1RI is IL-1Ra. In fact, the off-
rate is slow, and binding of IL-1Ra to cell-bound IL-1RI
is nearly irreversible. Compared to IL-1Ra, IL-1α binds
to IL-1RI with affinities ranging from 100 to 300 pM. By
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comparison, IL-1β binds more avidly to the non–signaling
type II receptor (100 pM).

Gene and Surface Regulation of IL-1RI

The entire gene is distributed over 29 kb; the genomic orga-
nization of the human type I receptor reveals three distinct
transcription initiation sites contained in three separate
segments of the first exon. The most proximal (5′) promoter
region lacks a TATA or CAAT box, with striking similarity
to the promoters of housekeeping genes rather than highly
regulated genes. The transcription initiation start site con-
tains nearly the same motif as that for the TdT gene (119).
Phorbol esters, PGE2, dexamethasone, epidermal growth
factor, IL-2, and IL-4 increase surface expression of IL-1RI.
In cells that synthesize PGE2, IL-1 upregulates its own re-
ceptor via PGE2; however, when PGE2 synthesis is inhib-
ited, IL-1 downregulates IL-1RI in the same cells. Part of
the immunosuppressive properties of TGFβ may be due to
downregulation of the IL-1RI on T cells. Despite the house-
keeping nature of its promoters, IL-1RI is regulated in the
context of inflammation and immune responses.

Studies in IL-1RI–Deficient Mice

Mice deficient in IL-1RI develop normally and exhibit no
particular phenotype, similar to that observed in IL-1α–
or IL-1β–deficient mice. When given a turpentine abscess,
IL-1RI–deficient mice exhibited an attenuated inflamma-
tory response compared with wild-type mice. Delayed-type
hypersensitivity responses are reduced in IL-1RI–deficient
mice. IL-1RI–deficient mice are susceptible to infection
with Listeria monocytogenes. Lymphocytes from IL-1RI–
deficient mice with major cutaneous leishmanial infection
produced more IL-4 and IL-10 but less IFNγ than did those
from wild-type mice. Although IL-1α is constitutively ex-
pressed in the skin, the barrier function of skin remains
intact in mice deficient in IL-1RI (120). Cells deficient in
IL-1RAcP have normal binding of IL-1α and IL-1Ra (bind-
ing to the IL-1RI being intact in these mice) but a 70%
reduction in binding of IL-1β (121). In these cells, there
is no biological response to IL-1α, despite binding of IL-
1α to the type I receptor. The results suggest that IL-1RAcP
and not IL-1RI is required for IL-1β binding and biological
response to IL-1.

Mice injected with LPS have been studied. IL-1RI–
deficient mice exhibit the same decrease in hepatic lipase
as wild-type mice. Mice deficient in IL-1RI did not de-
velop trabecular bone loss after ovariectomy compared to
wild-type controls (122). Mice deficient in IL-1RI failed
to develop inflammatory lesions of in the central nervous
system or evidence of clinical EAE. Although cells from
IL-1RAcP–deficient mice bound IL-1α, there was no acti-
vation of genes dependent on NFκB or activator protein-1
(121). In general, mice deficient in IL-1RI exhibit reduced

disease severity, as do wild-type mice injected with phar-
macologic doses of IL-1Ra.

IL-1R Type II

As reported by Colotta et al., IL-1RII is a decoy receptor
(123). As shown in Figures 24.3 and 24.4, the extracellular
segment of the IL-1RII has three typical Ig-like domains;
there is a transmembrane segment but a short cytoplasmic
domain. The short cytoplasmic domain is unable to initi-
ate signal transduction because there is no TIR domain.
Therefore, IL-1RII captures IL-1 without signaling. Vac-
cinia and cowpox virus genes encode for a protein with a
high amino acid homology to the extracellular or soluble
domains of sIL-1RII. The viral form of the sIL-1RII serves
to reduce the inflammatory and immune response of the
host to the virus. In humans, sIL-1RII is released from the
cell surface by a protease; sIL-1RII has a particularly high
affinity for mature IL-1β and therefore functions as a nat-
urally occurring neutralization mechanism for IL-1β.

IL-1β binding to the sIL-1RII is nearly irreversible. The
precursor form of IL-1β also preferentially binds to sIL-
1RII. A more efficient function of the type II receptor is to
form a trimeric complex of the IL-1β with sIL-1RII and the
IL-1RAcP chain (124). This mechanism serves to deprive
the cell of both IL-1β and a functional receptor accessory
chain. As shown in Figure 24.4, the type II receptor partic-
ipates in four different complexes to deprive the cell of a
response to IL-1β.

Modulation of IL-1 Activity by IL-1RII

The type II receptor is selectively expressed on macro-
phages, B lymphocytes, and chondrocytes. For example,
B lymphocytes express 20-fold more type II receptors than
type I receptors, but in T lymphocytes, this ratio is only 5-
fold. Relevant to IL-1–mediated cartilage breakdown and
inhibition of proteoglycan synthesis, chondrocytes express
an excess of type II receptors. As shown in Figure 24.4,
sIL-1RAcP forms complexes on the cell surface of IL-1β

bound to type II receptors and accounts for the ability of
sIL-1RAcP to reduce B lymphocyte activation (125). sIL-
1RAcP inhibits IL-1–induced NFκB activity in B cells but
not T cells, whereas IL-1Ra inhibited IL-1 on both cell types
(126). sIL-1RAcP inhibits IL-1 signaling on cells express-
ing either low levels of membrane IL-1RAcP or high levels
of IL-1RII.

sIL-1RI

The administration of the extracellular domain of the type
I receptor (sIL-1RI) has been used in models of inflamma-
tory and autoimmune disease. Administration of murine
sIL-1RI to mice increased the survival of heterotopic heart
allografts, reduced the hyperplasic lymph node response
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to allogeneic cells, and inhibited responses to LPS, acute
lung injury, and delayed-type hypersensitivity. In the ac-
celerated model of autoimmune diabetes induced by cy-
clophosphamide in the nonobese diabetic mouse, repeated
injections with sIL-1RI protected the mice from insulin-
dependent diabetes mellitus in a dose- dependent fashion.
sIL-1RI may act as ligand carrier. In mice, intravenous in-
jection of sIL-1RI alone induced a rapid increase in circu-
lating IL-1α but not of TNFα or IL-1β (127). This obser-
vation is consistent with the view that sIL-1RI acts as a
carrier for IL-1α.

Effect of IL-1sRI in Humans

Recombinant human sIL-1RI has been administered intra-
venously to healthy humans without side effects or changes
in physiologic, hematologic, or endocrinologic parame-
ters. Thus, similar to infusions of IL-1Ra, administration of
sIL-1RI reinforces the conclusion that IL-1 does not have
a role in homeostasis in humans. sIL-1RI has also been in-
jected into humans in an attempt to reduce the systemic re-
sponses to experimental endotoxin. There were no effects
on fever or systemic symptoms (128). In contrast to sIL-
1RI, pretreatment of subjects with IL-1Ra prior to intra-
venous endotoxin resulted in a statistically significant de-
crease (40%) in circulating neutrophils (129). High doses
of sIL-1RI were associated with higher levels of circulating
TNFα and IL-8 as well as cell-associated IL-1β (128). Al-
though there was a decrease in the level of circulating IL-
1β compared to placebo-treated subjects, there was also
a 43-fold decrease in the level of circulating IL-1Ra (p<

0.001) due to complexing of sIL-1RI with endogenous IL-
1Ra. These results support the in vitro binding data show-
ing that sIL-1RI binds IL-1Ra and reduces the biological
effectiveness of this natural IL-1 receptor antagonist in in-
hibiting IL-1.

sIL-1RI was administered subcutaneously to patients
with active rheumatoid arthritis in a randomized, double-
blind study (130). Similar to the placebo-treated patients,
lower doses of the soluble receptor did not result in im-
provement. Despite the lack of clinical improvement, cell
surface monocyte IL-1α expression in patients receiving
sIL-1RI was significantly reduced. Other parameters of
altered immune function in common in patients with
rheumatoid arthritis also showed reduction. One possi-
ble explanation for the lack of clinical response despite
efficacy in suppressing immune responses could be the
inhibition of endogenous IL-1Ra. A trial of sIL-1RI was
conducted in patients with relapsed and refractory acute
myeloid leukemia (131). Serum levels of IL-1β, IL-6, and
TNFα did not change. The goal of any anti–IL-1 strategy
is to prevent IL-1 binding to surface receptors. The dis-
advantage of sIL-sRI therapy is the possibility that these
receptors will either prolong the clearance of IL-1 or bind
the natural IL-1Ra.

The soluble form of IL-1RI and IL-1RII circulate in
healthy humans at molar concentrations that are 10- to 50-
fold greater than those of IL-1β measured in septic patients
and 100–fold greater than the concentration of IL-1β after
intravenous administration (132). Why do humans have a
systemic response to an infusion of IL-1α (133) or IL-1β?
One concludes that binding of IL-1 to the soluble forms of
IL-1R types I and II exhibits a slow “on” rate compared to
cell-bound IL-1RI.

IL-1 SIGNAL TRANSDUCTION

Binding of IL-1 to IL-1RI

This section examines signaling pathways following the
binding of either IL-1α or IL-1β to IL-1RI; most of the
structural analysis between IL-1 and IL-1RI is based on
the binding of IL-1β. Once IL-1β binds to IL-1 RI, the dis-
tal first domain folds over IL-1β, and this exposes sites
in the ligand that bind IL-1RAcP. Only after the forma-
tion of IL-1RI/IL-1β does IL-1RAcP join the complex and
is high-affinity binding observed (Figure 24.4). Therefore,
IL-1 binds to the IL-1RI with a low affinity, causing a struc-
tural change in the ligand followed by recognition by the
IL-1RAcP. Antibodies to either IL-1RI or IL-1RAcP block
IL-1 activity, supporting the concept that both chains, IL-
1RI and IL-1RAcP, are needed for activity. Whereas most
cells express surface IL-1RI, in IL-1-responsive cells, one
assumes that there is also expression of IL-1RAcP.

Of special consideration to the study of IL-1 signal
transduction is the unusual discrepancy between the low
number of receptors (fewer than10 in some cells) and the
low concentrations of IL-1 (10 pM) that induce a biolog-
ical response. In primary cells, the number of IL-1RIs is
low (fewer than 100 per cell), and a biological response
occurs when only as few as 2% to 3% of IL-1RI receptors
are occupied. An extensive “amplification” step(s) takes
place following the initial post–receptor-binding event. The
most likely mechanism for signal amplification is multiple
and sequential phosphorylations (or dephosphorylations)
of kinases.

Characteristics of the Cytoplasmic Domains
of the IL-1RI and IL-1RacP

The cytoplasmic domains of the IL-1RI or IL-1RAcP do not
contain a consensus sequence for intrinsic tyrosine phos-
phorylation, but deletion mutants of the receptor reveal
specific functions of some domains. For example, there are
four nuclear localization sequences, which share homol-
ogy with the glucocorticoid receptor. Three amino acids
(Arg-431, Lys-515, and Arg-518), also found in the Toll
protein, are essential for IL–1-induced IL-2 production in
mammalian cells (134). However, the significance of the
nuclear localization sequences in IL-1RI is unknown.
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Early Events in IL-1 Signaling

The earliest event after the formation of the IL-1 recep-
tor heterodimer is the approximation of the cytoplasmic
domains of each receptor chain (Figure 24.4). Within 1
minute, there is recruitment of the myeloid differentiation
protein 88 (MyD88, a cytoplasmic adapter molecule), the
Toll-interacting protein (Tollip), and the IL-1 receptor ac-
tivating kinase (IRAK). There are four IRAKs. Deletion of
specific amino acids in the IL-1RAcP TIR domain results
in loss of IRAK association (135). It is the close proxim-
ity of the TIR domains of each chain that recruits MyD88.
Limited sequence homology of the cytoplasmic domain of
gp130 (the IL-6 family signaling receptors) with that of
IL-1RI and IL-1RAcP suggests that complex formation
of IL-1R/IL-1/IL-1RAcP transduces a signal similar to that
observed with the dimerization of gp130. In fact, deletion
of the gp130 shared sequences from the IL-1RI cytoplas-
mic domain results in a reduced response to IL-1. IL-1
shares several prominent biological properties with gp130
ligands; for example, fever, hematopoietic stem cell acti-
vation, and the stimulation of the hypothalamic-pituitary-
adrenal axis are common to both IL-1 and IL-6.

Recruitment of MyD88 and IL-1 Receptor
Activating Kinases

The small cytosolic protein MyD88 has many of the charac-
teristics of cytoplasmic domains of receptors, but MyD88
lacks any known extracellular or transmembrane struc-
ture. Mice deficient in MyD88 do not respond to IL-1,
IL-18, or most of the TLR ligands. It is unclear exactly
how this protein functions because it does not have any
known kinase activity. However, it may assist in the bind-
ing of the IRAKs to the complex and hence function as
an adapter molecule. Of the four IRAKs (136), IRAK-2 as-
sociates with MyD88 and undergoes autophosphorylation
(137). In mice with a deletion in IRAK-4, there is reduced
LPS as well as IL-1 signaling (136). The binding of IRAK-1
and IRAK-2 to the IL-1R complex is an essential step in
the activation of NFκB (138). In addition to MyD88, TNF
receptor–associated factor-6 (TRAF-6) docks to the com-
plex. TRAF-6 phosphorylates NFκB, inducing kinase (139),
but some studies suggest that this kinase is not necessary
for IL-1 signaling. However, in mice deficient in TRAF-6,
there is no IL-1 signaling in thymocytes, and the pheno-
type exhibits severe osteopetrosis and defective formation
of osteoclasts (140).

The IL-1 Signaling Cascade

Using immunoprecipitation and tandem mass spectrom-
etry, a thorough analysis has been made of proteins that
are rapidly phosphorylated after IL-1 binding. Within 15
seconds, the IL-1 signaling complex contains IL-1RI, IL-

1RAcP, IL-1, and MyD88 (141). The complex appears to
be stable with prolonged activation. In the stable com-
plex, a 60-kD phosphorylated protein was identified as
IRAK-4 (141). As in previous studies, only serine/threonine
residues are phosphorylated in IL-1 signaling and not ty-
rosine. Although MyD88 is not phosphorylated, IRAK-1, 2,
and 4 in the complex are phosphorylated. TRAF-6 also as-
sociates with IRAK–1. IRAK-1 is the only component of the
IL-1 receptor complex that dissociates from the complex,
and together with TRAF-6 it migrates to the membrane.

The Role of TGFβ-Activated Kinase-1
in IL-1 Signaling

TGFβ-activated kinase-1 (TAK-1), TAB1, and TAB2 form a
membrane-associated complex to which IRAK-1–TRAF-6
binds (142). Polyubiquitination of TRAF-6 results in the
phosphorylation of TAK-1, which then migrates to the cy-
toplasm (Figure 24.4). In the cytoplasm, phosphorylated
TAK-1 activates several kinases. These are IκB kinases
(IKK) (143), MAPK p38 (144), and JNK. Activated IKK
degrades IκB, and NFκB is released to translocate to the
nucleus and trigger gene expression.

Activation of MAP Kinases

Most consistently, IL-1 activates p38 MAP kinase, which
phosphorylates serine and threonine residues on epider-
mal growth factor receptor, heat-shock protein p27, myelin
basic protein, and serine 56 and 156 of casein. The p42/44
MAP kinase family is associated with signal transduction
by growth factors including ras-raf-1 signal pathways. In
rat mesangial cells, IL-1 activates the p42/44 MAP kinase
within 10 minutes and also increases de novo synthesis of
p42 (145).

p38 MAP Kinase Activation

The p38 MAPK plays an important role in IL-1 activity.
MAP kinases are highly conserved proteins homologous
to the HOG-1 stress gene in yeasts. In fact, when HOG-1
is deleted, yeasts fail to grow in hyperosmotic condi-
tions; however, the mammalian gene coding for the IL-1–
inducible p38 MAP kinase (146) can reconstitute the abil-
ity of the yeast to grow in hyperosmotic conditions. In
primary human monocytes stimulated with hyperosmolar
NaCl, LPS, IL-1, or TNF, indistinguishable phosphoryla-
tion of the p38 MAP kinase takes place and results in IL-8,
IL-1β, IL-1α, and TNFα gene expression, and synthesis
takes place (28). Thus, the MAP p38 kinase pathways in-
volved in IL-1, TNF, and LPS signal transductions share
certain elements that are related to the primitive stress-
induced pathway. The dependency of Rho members of the
GTPase family (see later discussion) for IL-1–induced ac-
tivation of p38 MAP kinases has been demonstrated (147).
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This latter observation links the intrinsic GTPase domains
of IL-1RI and IL-1R-AcP with activation of the p38 MAP
kinase.

As discussed previously, signal transduction of IL-1 re-
quires phosphorylation of TAK-1 for phosphorylation of
MAPK. For the phosphorylation of TAK-1, polyubquitina-
tion of TRAF-6 is required. Ubquitination of TRAF-6 is
dependent on E2 ubiquitin conjugating enzyme Ubc13.
In cells conditionally deficient in Ubc13, IL-1–induced
degradation of IκB was unaffected in mouse embryonic fi-
broblasts. However, IL-1–induced phosphorylation of p38
MAPK, JNK, and ERK was markedly reduced, whereas
TNF-induced phosphorylation of MAPK was unaffected
(148).

GTPases

Both a sequence and a structural comparison of the cy-
tosolic segment of IL-1RI with the ras family of GTPases
has been made. The known amino acid residues for GTP
binding and hydrolysis by the GTPase family align with
residues in the cytoplasmic domain of the IL-1RI. These
finding are consistent with a model in which, with dimer-
ization of the two IL-1 receptor chains, activation of the
putative GTP-binding sites on the IL-1 receptor cytosolic
domains takes place, followed by binding of small G pro-
teins, hydrolysis of GTP, and activation of a phospholipase.
In chondrocytes, IL-1 triggers an increase in intracellular
calcium followed by the organization of filamentous actin
in the cytoskeleton (149). IL-1 stimulation initiates a rise
in the cellular level of calcium from intracellular stores,
which is mediated by phospholipase C (150). The influx of
calcium into the cell also takes place via activation of G
protein–coupled receptors.

Some of the biochemical changes associated with signal
transduction are likely cell specific. Within 2 minutes, hy-
drolysis of GTP, phosphatidylcholine, phosphatidylserine,
or phosphatidylethanolamine and release of ceramide by
neutral, not acidic, sphingomyelinase, have been reported.
In general, multiple protein phosphorylations and activa-
tion of phosphatases can be observed with 5 minutes, and
some are thought to be initiated by the release of lipid me-
diators. Phosphorylation of phospholipase A2–activating
protein also occurs in the first few minutes, which leads to
a rapid release of arachidonic acid.

IL-18 Signals Similarly to IL-1

MyD88-deficient mice do not respond to IL-18. Thus,
MyD88 is an essential component in the signaling cascade
that follows IL-1, TLR ligand, and IL-18 binding. The cas-
cade of sequential recruitment of MyD88, IRAK-1, 2, 3,
and 4 and TRAF-6 followed by the degradation of IκB and
release of NFκB are nearly identical for IL-1 and for IL-18
(Figure 24.6). In IL-18–stimulated U1 macrophages, which

IL-18Rα

Nucleus

IL-18Rα

Approximation of
cytoplasmic

Toll domains

Recruitment
of kinases

IRAK 1-4

NFκ B

MyD88

TRAF-6

Iκ B

IL-18 BP

IL-18

Neutralization

IKKα IKKβ

MAPK p38 MAP

FIGURE 24.6 IL-18 signal transduction. The affinity of mature
IL-18 for the IL-18Rα is low (Kd = 50 nM) but increases 100-
fold with a complex of IL-18Rβ. Signal transduction in IL-18
involves MyD88 and IRAKs. TRAF-6 is also a part of IL-18 sig-
naling. TRAF-6 is required for the phosphorylation of p38 MAP.

already expresses the gene for IL-18Rα, there is transloca-
tion of NFκB and stimulation of human immunodeficiency
virus type 1 production (151).
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INTRODUCTION

Lymphocytes are highly mobile, transiting the vascular
and lymphatic circulatory systems with limited stopovers
in organized lymphoid tissues (lymph nodes, spleen, and
Peyer’s patches), in which they commune to initiate im-
mune responses. Cytokines, both secreted and membrane-
anchored proteins, serve as the communication media of
the immune system. Cytokines in the tumor necrosis factor
(TNF) superfamily help to orchestrate the development,
homeostasis, and effector actions of cells in the immune
system. The diversification of the TNF superfamily is evi-

denced by its roles in regulating cells of neuronal, skeletal,
and ectodermal origin. This chapter focuses on members
in the TNF superfamily that are primarily involved in reg-
ulating immunity.

The ligands belonging to the TNF superfamily initi-
ate intercellular communication by binding specific re-
ceptors on the surface of the receiving cell. The TNF
receptors (TNFRs) form a corresponding superfamily of
cognate membrane proteins that initiate intracellular sig-
naling pathways that influence growth, differentiation,
and survival. The TNF-related ligands are membrane
bound and require cell–cell contact to initiate signaling,
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although some ligands may be secreted in soluble form,
influencing cellular responses at locations distant from the
source of production. Each ligand–receptor pair forms a
“system”; there are more than 40 distinct ligand–receptor
systems. Many of the ligands and receptors engage more
than one cognate, thereby forming “circuits” of signal-
ing systems, which often function together as coordinated
or integrated networks with other cytokines to regulate
a specific cellular process. The signals delivered to the cy-
tosol activate transcription factors such as NF-κB and AP1,
which in turn initiate the expression of hundreds of genes
that alter cellular differentiation. In addition, some TNFRs
activate cell death pathways, both apoptotic and necrotic,
terminating cellular life. Genetic mutations have revealed
the importance of individual TNF superfamily members
in human immune responses and development. Moreover,
the beneficial effects of TNF antagonists in patients with
certain autoimmune diseases have brought the need to
understand the complexities of the TNF superfamily into
sharp focus.

The nomenclature of the TNF superfamily is a bit of a
morass for students new to the field, although introduction
of a numerical system standardizing gene names (http://
www.gene.ucl.ac.uk/nomenclature/) helps in accessing ge-
nomic databases. However, the use of more common,
often colorful, acronyms continues. The name, rank, and
genomic identification of each ligand (Table 25.1) and re-
ceptor (Table 25.2) are tabulated along with additional per-
tinent information for human and mouse genes.

TNF LIGAND FAMILY

The TNF-related cytokines are type II transmembrane pro-
teins (intracellular N-terminus) with a short cytoplasmic
tail (15 to 25 residues in length) and a larger extracel-
lular region (approximately 150 amino acids) containing
the signature TNF homology domain where the receptor-
binding sites are located (Figure 25.1). The TNF homology
domain assembles into trimers, the functional unit of the
ligand. Atomic analysis of several members of the family
(1–5) revealed that the ligands have a highly conserved ter-
tiary structure folding into a β-sheet sandwich, and yet
amino acid sequence conservation is limited to less than
35% among the family members. The conserved residues
defining this superfamily are primarily located within the
internal β strands that form the molecular scaffold, which
promote assembly into trimers. Although most of the TNF
ligands self-assemble into homotrimers, heterotrimers can
also form between lymphotoxin-α (LTα) and LTβ (6), and
between APRIL and BAFF (7). The stoichiometry of the
LT heterotrimer is 1:2 (LTαβ2), which imparts its distinct
receptor specificity from the LTα homotrimer. Of inter-
est, complement component C1q and several related pro-
teins are structurally related to the TNF family, contain-
ing a TNF homology domain, a rather surprising finding,
given the apparent functional divergence between the com-
plement and TNF systems (8). Alternate splicing can also
generate distinct ligands, such as the splice form joining
TWEAK and APRIL (TWE-PRIL) (9), the alternate ligands

◗ TABLE 25.1 Tumor Necrosis Factor Superfamily Chromosomal Locations

Chromosomal Location mRNA Accession Number

Gene Name/Alias Human Mouse Human Mouse Ligand Symbol Human Unigene

TNF 6p21.3 ch17 (19.06 cm) NM 000594 NM 013693 TNF Hs.241570
LTα 6p21.3 ch17 (19.06 cm) NM 000595 NM 010735 LTA Hs.36
LTβ 6p21.3 ch17 (19.06 cm) NM 002341 NM 008518 LTB Hs.890
OX40-L Iq25 ch1 (84.90 cM) NM 003326 NM 009452 TNFSF4 Hs.181097
CD40-L, CD154 Xq26 chX (18.0 cM) NM 000074 NM 011616 TNFSF5 Hs.652
Fas-L 1q23 ch1 (85.0 cM) NM 000639 NM 010177 TNFSF6 Hs.2007
CD27-L, CD70 19p13 ch17 (20.0 cM) NM 001252 NM 011617 TNFSF7 Hs.99899
CD30-L, CD153 9q33 ch4 (32.20 cM) NM 001244 NM 009403 TNFSF8 Hs.1313
4-1BB-L 19p13 ch17 (20.0 cM) NM 003811 NM 009404 TNFSF9 Hs.1524
TRAIL 3q26 ch3 NM 003810 NM 009425 TNFSF10 Hs.83429
RANK-L, TRANCE 13q14 ch14 (45.0 cM) NM 003701 NM 011613 TNFSF11 Hs.115770
TWEAK 17p13 ch11 NM 003809 AF030100 TNFSF12 Hs.26401
APRIL/TALL2 17p13.1 ch13 NM 003808 NM 023517 TNFSF13 Hs.54673
BAFF, BLYS, TALL1 13q32-q34 ch8 (3 cM) NM 006573 NM 033622 TNFSF13B Hs.270737
LIGHT 19p13.3 ch7 (D-E1) NM 003807 NM 019418 TNFSF14 Hs.129708
TL1A 9q33 ch4 (31.80 cM) NM 005118 AF520786 TNFSF15 Hs.241382
GITRL, AITRL 1q23 ch 1 (84.95 cM) NM 005092 NM 183391 TNFSF18 Hs.248197
EDA1 Xq12–q13.1 chX (37.0 cM) NM 001399 NM 010099 EDA Hs.105407
EDA2 Xq12–q13.1 chX (37.0 cM) AF061189 AJ243657 Unknown

http://www.gene.ucl.ac.uk/nomenclature/
http://www.gene.ucl.ac.uk/nomenclature/
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◗ TABLE 25.2 Tumor Necrosis Factor Receptor Superfamily Chromosomal Locations

mRNA Accession
Chromosomal Location Number

Human Mouse Human Mouse

Gene Human Mouse
Gene Name/Alias Symbol Unigene Unigene

TNFR-1, p55-60 12p13.2 ch6 (60.55cM) NM 001065 NM 011609 TNFRSF1A Hs.159 Mm.1258
TNFR2, p75-80 1p36.3-36.2 ch4 (75.5cM) NM 001066 NM 011610 TNFRSF1B Hs.256278 Mm.2666
LTβR 12p13 ch6 (60.4cM) NM 002342 NM 010736 TNFRSF3 Hs.1116 Mm.3122
OX40 1p36 ch4 (79.4cM) NM 003327 NM 011659 TNFRSF4 Hs.129780 Mm.13885
CD40 20q12–q13.2 ch2 (97.0cM) NM 001250 NM 011611 TNFRSF5 Hs.25648 Mm.4966
FAS, CD95 10q24.1 ch19 (23.0cM) NM 000043 NM 007987 TNFRSF6 Hs.82359 Mm.1626
DcR3 20q13 Unknown NM 003823 Unknown TNFRSF6B Hs.348183 Unknown
CD27 12p13 ch6 (60.35) NM 001242 L24495 TNFRSF7 Hs.355307 Mm.121
CD30 1p36 ch4 (75.5cM) NM 001243 NM 009401 TNFRSF8 Hs.1314 Mm.12810
4-1BB 1p36 ch4 (75.5cM) NM 001561 NM 011612 TNFRSF9 Hs.73895 Mm.198677
TRAILR-1, DR4 8p21 Unknown NM 003844 Unknown TNFRSF10A Hs.249190 Unknown
TRAIL-R2, DR5 8p22-p21 ch14 (D1) NM 003842 NM 020275 TNFRSF10B Hs.51233 Mm.193430
TRAILR3, DcR1 8p22-p21 ch7 (69.6cM) NM 003841 NM 024290 TNFRSF10C Hs.119684 Mm.157724
TRAILR4, DcR2 8p21 ch7 (69.6cM) NM 003840 NM 023680 TNFRSF10D Hs.129844 Mm.156947
RANK, TRANCE-R 18q22.1 ch1 NM 003839 NM 009399 TNFRSF11A Hs.114676 Mm.6251
OPG, TR1 8q24 ch15 NM 002546 NM 008764 TNFRSF11B Hs.81791 Mm.15383
FN14 16p13.3 ch17 NM 016639 NM 013749 TNFRSF12A Hs.355899 Mm.28518
TRAMP, DR3, LARD 1p36.3 ch4 (E1) NM 003790 NM 033042 TNFRSF12 Hs.26401 Mm.101198
TACI 17p11.2 ch11 NM 012452 NM 021349 TNFRSF13B Hs.158341 Mm.143787
BAFFR 22q13.1-q13.31 ch15 NM 052945 NM 028075 TNFRSF13C Mm.131257 Mm.131257
HVEM, HveA, ATAR 1p36.3-p36.2 ch4 NM 003820 NM 178931 TNFRSF14 Hs.279899 Mm.215147
p75NTR, NGFR 17q12-q22 ch11 (55.6cM) NM 002507 NM 033217 TNFRSF16 Hs.1827 Mm.103727
BCMA 16p13.1 ch16 (B3) NM 001192 NM 011608 TNFRSF17 Hs.2556 Mm.12935
AITR, GITR 1p36.3 ch4 (E) NM 004195 NM 009400 TNFRSF18 Hs.212680 Mm.3180
RELT 11q13.2 ch7 NM 152222 NM 177073 TNFRSF19L Hs.79707 Mm.40336
TROY, TAJ 13q12.11-q12.3 ch14 NM 018647 NM 013869 TNFRSF19 Hs.283615 Mm.21526
EDAR 2q11–q13 ch1O NM 022336 NM 010100 EDAR Hs.58346 Mm.89944
DR6 6P12.2-21.1 ch7 NM 014452 NM 052975 TNFRSF21 Hs.159651 Mm.200792
XEDAR Xq11.1 chX NM 021783 NM 175540 EDA2R Hs.302017 Mm.189270
mTNFRH3 Unknown ch7 (69.9cM) Unknown NM 175649 TNFRSF26 Unknown Mm.247498

for ectodysplasin receptor (10), and a cytosolic form of
LIGHT (11).

The genetic organization of TNF ligands is highly con-
served, typically encoded in three or four exons, with the
fourth exon encoding most of the extracellular TNF ho-
mology domain. The genes encoding TNF, LTβ, and LTα

reside adjacent to each other in a compact locus in the
class III region of the major histocompatibility gene com-
plex (MHC) (in humans at chromosome 6p21) sandwiched
between the antigenic-peptide-presenting MHC proteins
encoded by MHC class I and II genes (6,12). Three other
genetic clusters of TNF-related cytokines are found within
the corresponding MHC paralogous regions, located on
chromosomes 1, 9, and 19, with a remarkably conserved
gene structure and transcriptional orientation and a func-
tion linked to regulating cellular immune responses (11).
The evolutionary pressures retaining this genetic config-
uration of the MHC in general are encompassed in the
paralogy theory of genome evolution (13). Conservation of

gene structure of the TNF ligands outside of these MHC
paralogs is limited. An evolutionarily conserved pathway
in Drosophila melanogaster—the Eiger-Wengen system—is
structurally and functionally related to the TNF superfam-
ily (TNFSF)–related signaling pathway, although this sys-
tem is predominantly expressed in the nervous system in
invertebrates (14,15,16).

TNF RECEPTOR FAMILY

Members of the TNF receptor superfamily (TNFRSF) in-
clude proteins of vertebrate and viral origin. Most of the
signaling receptors in the TNFRSF are type I transmem-
brane glycoproteins (N-terminus exterior to the cell). How-
ever, several TNFRSF members lack a membrane-anchor
domain, are proteolytically cleaved from the surface, or
are anchored via glycolipid linkage (e.g., TRAILR3). These
soluble receptors, termed “decoy receptors,” retain their
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FIGURE 25.1 Structure of tumor necrosis factor (TNF) and TNF receptor (TNFR). Top: TNF.
The β-sandwich of TNF monomer (1A8M.pdf ) (shown as a ribbon diagram) contains two stacked
β-pleated sheets each formed by five antiparallel β strands (wide ribbons given letter designations,
A to G) that fold into a Greek key or “jelly-roll” topology (193). The inner β sheet (strands A, A′,
H, C, and F) is involved in contacts between adjacent subunits, which promotes assembly into
a trimer. The trimer is formed such that one edge of each subunit is packed against the inner
sheet of its neighbor. The outer β sheet (strands B, B′, D, E, and G) is surface exposed. The
trimeric structure is characteristic of all TNF-related ligands. The type II configuration of TNF
(N-terminus inside the cell) anchors TNF to the membrane. The TNF trimer is approximately
60 Å in height with a relatively flat base residing close to the membrane, resembling a bell
shape (shown as a surface representation with different shades of gray used for each subunit of
the trimer). The surface-exposed loops between A-A′ and D-E strands are involved in receptor
binding. TNF is cleaved by TNFα-converting enzyme (TACE), a member of the ADAM family
of metalloproteinases (ADAM17) involved in processing of many cell surface proteins. TACE is
a type I transmembrane protein that cleaves TNF between residues Val75 and Ala76; when all
three sites are cleaved, TNF is released into a soluble form. Bottom: TNF receptor and ligand
complex. The ectodomain of TNFR1 forms an elongated molecule with CRD1 proximal to the
N-terminus (depicted as a ribbon diagram). The face of TNFR1 on the left engages LTα. In
the ligand–receptor complex the elongated receptor (dark) lies along the cleft formed between
adjacent subunits. Shown (space-filling) is a single TNFR1 in complex with two subunits of LTα
(lighter shading); the receptor N-terminus points upward, closest to the base of the ligand (trans
orientation). In the exploded view, TNFR1 is removed from in front of the ligand, revealing the
contact residues in the ligand, which are primarily located in the D-E and the A′-A′′ β strands
(dark shading). TNFR1 is rotated 180 degrees, exposing the contact residues in the receptor (light
shading). Structures from 1TRN.pdf (17) as visualized with MacPyMOL (http://www.pymol.org).
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ligand-binding properties and compete with cellular recep-
tors for the specific ligands, thus earning the title of de-
coy receptor. The structural motifs in the cytoplasmic do-
mains further categorize the TNFR into two groups based
on their signaling properties: those that contain a death
domain and those that engage TNFR-associated factors
(TRAFs).

The cysteine-rich domain (CRD) in the extracellular,
ligand-binding region defines membership in the TNFRSF
(Figure 25.1). Each CRD typically contains six cysteine
residues forming three disulfide bonds. The CRD is pseu-
dorepeated in different members, ranging from one to six.
Based on the crystal structures solved for several TNFRSF
members, the CRD confers an elongated shape and sided-
ness to the ectodomain (17,18). The crystal structure of
the complex between TNFR1 and one of its ligands, the
LTα homotrimer, revealed that residues in CRD2 and 3 of
TNFR1 contact the ligand. Variation in binding interac-
tions has been identified; for example, the receptors for
BAFF have one functional CRD (2,19).

RECEPTOR–LIGAND COMPLEX

The binding specificity of the various members of the TNF
ligand and receptor superfamilies show monotypic inter-
action, yet several members interact with multiple part-
ners (20) (Figures 25.2 and 25.3). The binding interac-
tions between TNF-related ligands and TNFR are typically
of high affinity, with equilibrium binding constants mea-
sured in the high-picomolar to low-nanomolar range. The
membrane position of the ligands further enhances the
binding interaction with their receptors. In the membrane-
anchored position the ligands and receptors must be in-

FIGURE 25.2 The tumor necrosis factor (TNF) superfamily major histocompatibility complex
(MHC) paralogs. Members of the TNF ligand superfamily (above) and their corresponding re-
ceptors (below) are identified by connecting arrows. The ligands are grouped according to their
chromosomal (Chr) locations in the MHC paralogous regions. The number of cysteine-rich do-
mains is depicted for each TNF receptor (TFNR), and TNFRs containing a death domain are
identified by cylinder in the cytoplasmic tail. (Modified from Ware CF. TNF superfamily. Cytokine
Growth Factors Rev. 2003;14:181, with permission.)

trans to form a complex. In the LTα-TNFR1 complex, the
surface loops between A-A” and D-E β strands contain
many of the amino acid residues that make contact with
the receptor, with the receptor-binding site formed as a
composite by adjoining subunits in the trimeric ligand (17)
(Figure 25.1).

The trimeric architecture of the TNF ligands, contain-
ing three equivalent receptor-binding sites, provides the
basis for initiating signaling through aggregation or clus-
tering of receptors, which is supported by the finding that
receptor-specific bivalent antibodies can act as agonists
and mimic the signaling activity of the natural ligand (21).
Indeed, antibodies or peptides mimetic to TNFR can func-
tion as antagonists blocking the ability of the natural li-
gand to bind the receptor while simultaneously activat-
ing the receptor as an agonist (22). Some ligands, such as
FasL, TRAIL, and BAFF, form higher-ordered oligomers
of the basic trimer. These higher-ordered oligomers pro-
mote supraaggregation of receptors, enhancing or sustain-
ing signaling pathways in the receptor-bearing cell (23,24).
Overexpression of TNFR in cells can also lead to ligand-
independent signaling, a feature bestowed in part by the
propensity of the cytosolic tails to self-associate (25). In
the physiologic setting, the expression level and compart-
mentalization of these receptors are tightly controlled. A
subregion in the first CRD of TNFR1, known as the pre-
ligand assembly domain (PLAD), may restrict the orien-
tation of the unligated receptor to prevent spontaneous
activation (26). It is not known whether this mechanism
applies to all members of the TNFRSF. Of interest, some
patients with periodic fever syndrome have mutant TNFR1
that form abnormal disulfide-linked oligomers that are re-
tained intracellullarly and provoke the misfolded protein
response (27).
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FIGURE 25.3 The tumor necrosis factor (TNF) superfamily, part 2. Members of the TNF li-
gand superfamily (above) and their corresponding receptors (below) are identified by connecting
arrows. The ligands are grouped according to their chromosomal (Chr) locations. The number
of cysteine-rich domains is depicted for each TNF receptor (TNFR), and TNFRs containing a
death domain are identified by cylinder in the cytoplasmic tail. (Modified from Ware CF. TNF
superfamily. Cytokine and Growth Factors Rev. 2003;14:181, with permission.)

Alternate Ligands

There is significant divergence in the ligands and the mech-
anisms of ligand binding by the TNFR family. A major
branch point is exemplified by the ligands for p75 neu-
rotrophin receptor (nerve growth factor and the other
neurotrophins), which are structurally unrelated to the
TNF ligand family. Molecular contacts between NGF and
p75NTR occur through two spatially separated binding re-
gions located at the first and second CRD and the junction
between the CRD3 and CRD4 (28). The p75NTR functions
in complex with two other proteins, Nogo66 and LINGO,
and this complex engages myelin-associated inhibitory
factors. TROY/Taj can supplant p75NTR in this complex
(29). Like p75 NTR, DR6, RELT, and TROY/Taj do not bind
any of the known TNF ligands. The pathways activated by
p75NTR and TROY/Taj systems show both positive and
inhibitory regulation of axonal regeneration (29,30).

The herpesvirus entry mediator (HVEM, TNFRSF14)
provides an example of a TNFR system that binds an al-
ternate ligand. Although HVEM binds two TNF-related
ligands—LIGHT and LTα—it also engages a member of
immunoglobulin superfamily—B and T lymphocyte at-
tenuator (BTLA) (31). BTLA binding to HVEM occurs in
CRD1, on the opposite face of where LIGHT/LTα binds
CRD2 and 3. The BTLA-binding site in CRD1 of HVEM is a
region also targeted by herpesviruses (32–34). The engage-
ment of ligands distinct from TNFSF members implicates
a higher level of integration with other signaling pathways.

Viral Orthologs

The TNFR-like proteins are found in several viral
pathogens representing captured cellular genes impris-
oned in the viral genome that evolved as part of that
pathogen’s immune evasion strategy (Table 25.3) (35).
Poxvirus was the first pathogen identified harboring a ver-
sion of a cellular TNFR (36). Poxvirus TNFR displays sig-
nificant sequence conservation to TNFR2 and binds TNF
and LTα. The rabbit poxvirus protein T2 is secreted by
virally infected cells and contributes to the virulence of
infection (37,38). Smallpoxvirus, the former scourge of
mankind, also harbored viral versions of TNFR2 (39).

SIGNALING PATHWAYS AND CELLULAR
RESPONSES

Regulation

The cellular response activated by a TNF-related cytokine
depends on several factors, including the temporal pat-
terns of expression of the ligands and receptors in the in-
teracting cells and the cellular context (the state of differ-
entiation of the responding cell). Regulation is achieved
at the level of transcriptional and translational controls
and by modulating the availability of the ligand or recep-
tors (Figure 25.4). For some ligands, transcriptional activa-
tion is a critical feature controlling the duration of mRNA
expression. Some ligands exhibit inducible, transient
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◗ TABLE 25.3 Viral Orthologs and Modulators of the Tumor Necrosis Factor
(TNF) Superfamily

Virus Name/ORF Orthologa Mechanism

Poxvirus:
Myxoma T2 Soluble TNFR2 TNF and LTα decoy
Virola crm B (G2R) Soluble TNFR2 TNF and LTα decoy
Coxpox vCD30 Soluble CD30 CD30 ligand inhibitor

Herpesvirus:
HSV1, 2 Glycoprotein D BTLA Entry; HVEM blockade
HCMV UL144 HVEM BTLA activation
EBV LMP1 CD40 intracellular TRAF activation
γ HV vFLIP FLIP Caspase 8 blockade

Adenovirus E3-10.4,14.5,6.7 ? Fas and TRAILR downmodulation
Retrovirus:

EIAV Envelope gp90 ? HVEM entry factor
FIV Envelope gp95 ? Ox40 entry factor
ASLV Envelope gp85 ? TRAILR entry factor

Rabies virus Envelope RVG ? NTRp75 entry factor

ASLV, avian sarcosis and leucosis virus; BTLA, B and T lymphocyte attenuator; EBV, Epstein-Barr virus; EIAV,
equine infectious anemia virus; FIV, feline immunodeficiency virus; FLIP, FLICE-inhibitory protein; γ HV, equine
gamma herpesvirus; HCMV, human cytomegalovirus; HEVM, herpesvirus entry mediator; HSV, herpes simplex
virus; RVG, rabies virus glycoprotein, TRAF, TNF receptor–associated factor.

a Relationship determined by sequence or structural homology to the indicated TNF superfamily member; a
question mark indicates that no homology is recognized.

FIGURE 25.4 Regulation of tumor necrosis factor (TNF) bioavailability. The expression of TNF
is regulated at the transcriptional and translational levels, and its bioavailability is affected by
altering its physical location and cellular receptors. TNF transcription is regulated by the action
of multiple transcription factors, including NFAT (nuclear factors of activated T cells), AP-1
(activated protein-1), and NF-κB (nuclear factor of the immunoglobulin κB locus). NFAT is a
predominant transcription factor regulating TNF transcription in T and B lymphocytes, and NF-
κB and AP-1 are important in myeloid lineage cells after activation via innate pattern recognition
receptors, such as the Toll-like receptors. TNF mRNA stability is controlled by an AU-rich element
(ARE) in the 3′ untranslated region present in many transiently expressed inflammatory genes
(297). Stability of TNF mRNA is decreased by the action of tristetraprolin (TTP), and T cell
intracellular antigen (TIA1) silences translation of TNF mRNA through the ARE (298). TACE
proteolytically controls the TNF at the membrane, generating a soluble form of TNF. TACE also
cleaves TNFR1 and 2 (299), downregulating cell surface receptors and releasing soluble receptors
that retain TNF-binding activity. Soluble TNFRs can stabilize the TNF trimer at subsaturating
concentrations, and at higher, saturating concentrations they act as decoys, competing for TNF
binding to cellular receptors (300).
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expression of mRNA after antigen recognition or through
innate receptor recognition systems. The half-life of mRNA
levels may be controlled by an AU-rich element in the 3′

region (40), a feature very important in regulating TNF
mRNA levels. Deletion of the AU-rich element in TNF
mRNA in mice leads to a profound inflammatory disease
(40,41). TNF mRNA is inducible in macrophages by multi-
ple pathways, particularly innate activation pathways such
as Toll-like receptor signaling, whereas other ligands, like
41BBL and Ox40L, are constitutively expressed in differ-
entiated antigen-presenting dendritic cells. T and B lym-
phocytes require activation prior to expression of TNF. Sig-
nals via the antigen receptor using the NFAT transcription
factor are needed for TNF inducibility. The inducible or
constitutive patterns of expression are observed with the
receptors as well.

Posttranslational regulation of signaling is achieved by
proteolytic cleavage of the ligand or receptor from the cell’s
surface, which places the protein into the soluble phase,
where its half-life may be dramatically shortened. TNF and
Fas ligand, for example, are shed from the surface by mem-
brane proteases. The enzyme processing TNF, ADAM17
(also known as TNFα converting enzyme [TACE]), into a
soluble form is involved in cleaving multiple cell surface
proteins, including transforming growth factor-α (TGFα),
L-selectin, and TNFR1 and 2; the latter substrates may be
important in regulating TNF bioavailability as decoy re-
ceptors (Figure 25.4).

Most of the TNF-related ligands are expressed by den-
dritic cells, activated lymphocytes, and myeloid cells, par-
ticularly macrophages, but they can also be produced by
nonlymphoid cells. TNF is an example of a ligand ex-
pressed by many cell types, depending on the stimulus. In
contrast, expression of TNFR is widespread. TNFR1 is ex-
pressed on most cells, although TNFR2 is limited to cells
of hematopoietic origin and is expressed after activation
of B or T cells. Macrophages are a primary source of TNF
in response to TLR signaling, and T cells when activated
by antigenic stimuli, but fibroblasts also produce TNF in
response to virus infection, and nonlymphoid tumor cells
may ectopically express TNF. FasL is another example of
a ligand with varied cellular expression pattern. FasL is
expressed by effector T cells and NK cells as a component
of their cell lytic activity, yet FasL mRNA is detected in re-
productive organs and epithelium of the eye, which may
use this ligand to kill organ-infiltrating inflammatory cells,
providing a mechanism to dampen inflammation.

Signal Transduction Pathways

TNF receptors initiate signaling pathways that alter gene
expression patterns as well as apoptotic pathways termi-
nating cellular life. The propagation of signals to enzy-
matically active proteins is mediated by two distinct types
of signaling motifs in the cytosolic domain of the various

TNFR: death domain (DD) receptors, such as Fas, TNFR1,
and TRAILR1 and 2, and those that have a TRAF recruit-
ment motif, including LTβR, CD40, and CD27, among
others. Three basic schemes are used by TNF receptors
to connect to enzymatically driven signaling pathways
(Figure 25.5A). Adaptor molecules are required to estab-
lish the signaling connection. The DD connects TNFR to
death effector domain (DED)–containing proteins, which
in turn link to proteolytic active caspases (cysteine-based,
aspartic acid–specific proteinases). Alternatively, the TRAF
proteins connect to the cytosolic domain of the TNFR, link-
ing to pathways that activate NF-κB and AP1 transcription
factors. The third scheme involves an indirect link to TRAF
adaptors via a DD adaptor, TRADD.

The apoptotic and NF-κB pathways activated by the
TNFR family help to regulate cellular homeostasis by con-
trolling cell death and survival. In the immune system,
apoptosis is key to controlling homeostasis and elimi-
nating antigen-bearing cells from the host. Many TNFRs
can induce activation of survival or death pathways de-
pending in part on the differentiated state of that cell. In
all nucleated cells, the apoptotic pathway is the default,
that is, all of the constituents are expressed and ready to
be activated (Figure 25.6), whereas cellular survival re-
quires transcriptional induction of genes that encode reg-
ulatory proteins that suppress progression of the apop-
totic pathway. Ligation of TNFR promotes assembly of
the death-inducing signaling complex (DISC), which pro-
motes dimerization of pro-caspase 8, forming an active
enzyme (42). Activated caspase 8 acts directly to cleave
pro-caspase 3 and 7, which are known as the executioner
caspases because they directly cleave critical cellular sub-
strates leading to apoptotic death. Caspase 8 also cleaves
BID, a crucial connection to the mitochondria-associated
death mechanism, which greatly amplifies the apoptotic
process. The inhibitors of apoptosis (IAP) are direct cas-
pase inhibitors regulated at gene expression level by NF-
κB. FLIP (FLICE/Fas-associated death domain [FADD] in-
hibitory protein) is an NF-κB–regulated gene, with a DED
and pseudo caspase domain that attenuates the apoptotic
pathway by blocking conversion of pro-caspase 8. As ex-
pected, many viruses have evolved different strategies to
alter the proapoptotic pathways, and some use viral or-
thologs of IAP and FLIP (Figure 25.6).

Transcriptional activation by TNFR uses TRAF adap-
tors. After ligand binding, TRAFs are recruited to the acti-
vated receptor, but through different mechanisms. TRAF2,
3, and 5 bind directly to the receptor’s cytosolic domain,
whereas TRAF2 can also uses TRADD to couple to TNFR1.
TRAF3 and TRAF6 appear to be preassociated with differ-
ent protein kinases involved in multiple signaling path-
ways, including the pathogen recognition and interferon
(IFN) pathways (43). TRAF adaptors link TNFR directly to
protein kinase cascades, which in turn lead to activation
of transcription factors, including NF-κB and AP1.
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FIGURE 25.5 Signaling pathways and NF-κB. A: Adaptors link TNFR to proteinases and ki-
nases. Three basic schemes link activated tumor necrosis factor receptors (TNFRs) to signaling
pathways: The death-inducing signaling complex (DISC) formed with Fas is initiated by ligand
clustering of Fas, promoting death domain (DD) interactions, which recruits FADD (heterotypic
interaction). The death effector domain (DED) of Fas-associated death domain (FADD) links to
the DED of pro-caspase (Casp) 8. The proximity of multiple pro-caspase 8 domains forms an
active enzyme, which can process other caspase 8 molecules. By contrast, TNFRs bind TRAF
adaptors (TNFR-associated factors) via short peptide motifs that release TRAF from associated
kinases, such as NF-κB–inducing kinase (NIK). The third scheme is a combination of DD and
TRAF recruitment. TNFR1 uses the DD protein TRADD to recruit RIP and TRAF2, promoting
the activation of NF-κB. There are six TRAF members with distinct interaction patterns with
the TNFR family. TRAF proteins may function as regulators of key kinases. TRAF3 and TRAF6
function as modulators of several different kinases involved in Toll-like receptor signaling, in-
duction of type 1 interferon responses, and signaling by some TNFR family members. TRAF
proteins contain an N-terminal RING finger motif, a coiled-coil domain (isoleucine zipper), and
the receptor association (TRAF) domain. The TRAFs are trimers formed through their TRAF and
coiled-coil domains. The TRAF domain can bind to several different TNFRs through a relatively
short proline-anchored sequence that is responsible for binding directly to the mushroom head
of various TRAF molecules (301). The zinc RING of TRAF6 functions together with Ubc13 and
Uev1A as a ubiquitin ligase targeting proteins for proteasome degradation. (Modified from Ware
CF. Tumor necrosis factors. In: Bertino JR, ed. Encyclopedia of Cancer, Vol. IV. San Diego, CA:
Academic Press, 2002:475, with permission.) B: NF-κB activation. TNFR1 and LTβR induce dis-
tinct forms of the NF-κB family of transcription factors. TNFR1 signaling is a potent activator
of RelA/p50 but does not activate the RelB pathway, whereas LTβR can activate both. The RelA
and RelB forms of the κB family control transcription of distinct sets of genes; however, the
two pathways are interrelated through the control of p100 expression by the RelA/p50 complex.
(Modified from Dejardin E, Droin NM, Delhase M, et al. The lymphotoxin-beta receptor induces
different patterns of gene expression via two NF-kappaB pathways. Immunity. 2002;17(4):525,
with permission.)
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FIGURE 25.6 Apoptosis and survival signaling.
Top: Ligation of TNFR1, Fas, or TRAILR1 and 2 acti-
vates apoptosis pathways. The nascent death-inducing
signaling complex (DISC) can directly cleave the execu-
tioner caspases 3, 6, and 7. Caspase 8 also cleaves BID
to truncated BID (tBID), activating the mitochondrial-
regulated apoptotic pathway, dramatically accelerating
cellular death. A number of viral proteins interfere
with apoptosis induced through the tumor necrosis
factor pathway, including human papilloma virus
(HPV), hepatitis C virus (HCV), and herpesvirus FLICE-
inhibitory proteins (vFLIPs) and virus orthologs of
Bcl2 and vMIA that act on the mitochondria. (Adapted
from Benedict CA, Banks TA, Ware CF. Death and
survival: viral regulation of TNF signaling pathways.
Curr Opin Immunol. 2003;15(1):59, with permission.)
Bottom: The components of the apoptotic pathway
are preformed in the cytosol, enabling the cell to
respond rapidly to death signaling. In contrast, the key
regulators of the apoptotic pathway, including Bcl2 and
IAP (inhibitor of apoptosis) require new gene expression
controlled by NF-κB. An important NF-κB–induced
gene is cellular FLIP, which contains a pseudo caspase
domain. The cFLIP protein interferes with caspase 8
activation, blocking the pro-death pathway. If the cell is
transcriptionally inactive or unable to activate NF-κB,
which often occurs in a pathogen-infected cell, then the
proapoptotic pathway dominates the signals emanating
from the TNFR1 signaling complex, leading to apoptosis
and curtailing parasitism of the cell.

The NF-κB family of transcription factors controls ex-
pression of genes critical for cell survival, inflammatory,
and immune responses. In mammalian cells, the NF-κB
family consists of five members: RelA, RelB, c-Rel, p50/NF-
κB B1, and p52/ NF-κB B2 (proteolytic processing of p105
and p100 yields the active forms p50 and p52, respectively)
(44,45). Homo- and heterodimers of NF-κB family mem-
bers are held inactive in the cytosol by inhibitors of κB
(IκB), such as IκBα, masking nuclear localization motifs.

The inhibitor of κB-kinase (IKK) complex is the common
target of a variety of signals that control the activation of
the RelA NF-κB transcription factor, which in turn regu-
lates expression of several hundred genes within a signal-
responsive cell. A distinct pathway regulates the activa-
tion of RelB NF-κB through a distinct complex comprised
of NF-κB–inducing kinase (NIK)-IKKα kinases. Receptor
ligation releases the active form of NIK that phospho-
rylates IKKα, which induces the proteasome-dependent
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processing of p100 to p52, allowing the RelB/p52 complex
to activate gene transcription.

TNFR1 and LTβR activate separate yet related path-
ways that lead to distinct forms of NF-κB, the RelA/p50 and
RelB/p52 complexes (46). Each form of NF-κB activates
a large number of genes with distinct roles in physiology
(Figure 25.5B). TNFR1 signaling rapidly mobilizes (within
minutes) the RelA/p50 complex, which controls expression
of many proinflammatory genes. By contrast, the process-
ing of p100 and accumulation of nuclear RelB/p52 take
several hours after the initial stimulus. Rel B–dependent
genes are often involved in lymphoid tissue organogene-
sis and homeostasis. The NF-κB–inducing kinase (NIK) is
also required for NF-κB RelB and RelA activation by CD27,
CD40, and BAFF-R but not by TNFRI, which is restricted
to activating RelA/p50 complex (47,48).

THE IMMEDIATE LT AND TNF FAMILY

Tumor necrosis factor (TNF, formerly TNFα, TNFSF2) and
LTα (formerly TNFβ, TNFSF1) were originally pursued
and characterized as inducers of tumor cell death, hold-
ing promise as antitumor therapeutics; however, the potent
inflammatory action of TNF, particularly in the cardiovas-
culature, was quickly realized by observing the response
of cancer patients injected with recombinant protein. We
now recognize that TNF and LTα are two components
of an interconnected network of “signaling circuits” that
include LTβ and LIGHT (TNFSF14) and their specific
receptors and regulatory proteins (Figure 25.2). Each indi-
vidual pathway has unique and cooperative signaling activ-
ities with other members of this immediate family. The im-
munologic processes controlled by this cytokine network
are extensive, ranging from the development and home-
ostasis of lymphoid organs to the mobilization of innate
defense systems to cosignaling activity promoting adap-
tive immune responses (49,50,51).

TNF, LTα, LTβ, and LIGHT define the immediate group
of TNF-related ligands that bind four cognate cell sur-
face receptors with distinct but shared specificities. TNF
and LTα both bind two distinct receptors, TNFR1 (p55-60,
TNFR1A) and TNFR2 (p75-80, TNFR1B). The heteromeric
LTαβ2 complex binds the LTβR, which also binds LIGHT
(TNFSF14). LIGHT also engages the herpesvirus entry me-
diator (HVEM, TNFRSF14), which acts as a ligand for
BTLA (31), an immunoglobulin (Ig) superfamily member.
Two distinct human herpesviruses—herpes simplex virus
and cytomegalovirus—target the HVEM-BTLA pathway
using different mechanisms (34) (Figure 25.7).

TNF mediates a diverse range of cellular and physio-
logic responses linked to acute and chronic inflammatory
processes. The diversity of responses is due in part to the
broad expression of TNFR1 and the release of TNF as a
soluble mediator, where it can act in a systemic fashion.

TNF production is triggered by many of the innate recogni-
tion systems, such as the Toll-like receptors, and by T and
B cells, whereby in chronic inflammation, TNF produc-
tion can lead to tissue damage and organ failure. Genes
expressed in response to TNF signaling coordinate the
physiologic responses during inflammation (Table 25.4).
The responses reflect the characteristic of the inflamed
organ and the local or systemic source of TNF and the
duration of TNF signaling. Acute inflammatory responses
involve rapid changes in hemodynamics (plasma leak-
age and edema) and leukocyte adherence, extravasation,
and organ infiltration induced by TNF. TNF production
during chronic inflammation may contribute to systemic
metabolic derangements and wasting (cachexia) or loss of
organ structure and function (bone erosion in joints of pa-
tients with rheumatoid arthritis). In some models, TNF
can promote an inflammatory environment that promotes
tumor formation (52,53,54).

Elucidation of the functions associated with this
TNF/LT signaling network has been aided by studies with
genetically modified mice engineered with null or trans-
gene expression of the cytokine or receptor (Table 25.5).
Deficiency in TNF or TNFR1 but not TNFR2 leads to sim-
ilar phenotypes with alterations in host defense to intra-
cellular bacterial pathogens, like Listeria monocytogenes
and Mycobacterium tuberculosis, but surprisingly mod-
est susceptibility to some viral pathogens. These results
demonstrated a role for TNF in acute-phase response of
the host defense system. In contrast, LTα-deficient mice
showed a failure in formation of peripheral lymphoid or-
gans, a phenotype not observed in mice deficient in either
TNFR or TNF, which implicated the LTαβ complex signal-
ing through the LTβR as a key developmental pathway for
lymphoid organogenesis.

LTαβ-LTβR, a Mammalian Organ
Development Pathway

Gene-deficient mice sharing a common phenotype of no
lymph nodes revealed the framework of a signaling path-
way involved in mammalian organ development. LTα-,
LTβ-, or LTβR-deficient mice fail to develop secondary
lymphoid tissues (55,56). Several other knockout mice, in-
cluding transcriptional regulators Ikaros, ID2, and RORγ t,
also lack lymph nodes (57–61), as do mice deficient in
components of the NF-κB activation pathway, including
TRAF6, NIK, IKKα, and Rel B and their gene targets.
Deficiencies in target genes including CXCR5, the recep-
tor for CXCL13, show defective lymphoid organ struc-
ture, as do CCR7−/− mice (receptor for CCL19/CCL21).
The developmental program of secondary lymphoid organ
formation initiates at 13 days postcoitus, progressing in an
organized fashion from dorsal to lateral movement, with
intestinal Peyer’s patches forming during the first postna-
tal week (62). The defect is irreversible, in that transferring
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FIGURE 25.7 The herpesvirus entry mediator (HVEM)–B and T lymphocyte attenuator (BTLA)
switch. The cartoon depicts the interactions involving HVEM that initiate positive cosignaling
through LIGHT–HVEM interaction or inhibitory signaling through HVEM binding to BTLA.
LIGHT bound to HVEM activates tumor necrosis factor receptor (TNFR)–associated factor–
dependent activation of NF-κB, whereas HVEM-BTLA acts through an immuno tyrosine–based
inhibitory motif (ITIM) of BTLA to recruit the phosphatase SHP2, attenuating kinases activated
by TCR signaling. The herpes simplex virus (HSV) virion envelope protein gD attaches to HVEM,
acting as an entry step for infection. The binding of glycoprotein D (gD) to HVEM can also
competitively block BTLA binding and noncompetitively block the binding of LIGHT, inhibit-
ing both intercellular communication pathways. UL144 of human cytomegalovirus binds BTLA
but not LIGHT, selectively mimicking the inhibitory pathway of HVEM–BTLA. (From Kinkade
A, Ware CF. The DARC conspiracy—virus invasion tactics. Trends Immunol. 2006;27:362, with
permission.)

LTαβ-sufficient bone marrow into an adult LT-mutant
mouse failed to induce lymph node formation. Accumu-
lating studies indicate that the formation of lymphoid or-
gans involves two distinct cell types: an embryonic, LTβR-
expressing mesenchymal stromal cell that responds to
LTαβ expressed in a hematopoietically derived lineage,

◗ TABLE 25.4 Physiologic Correlates of Tumor
Necrosis Factor–Mediated Gene
Induction

Induced Gene Response

iNOS Vasodilation, edema
VCAM-1 Leukocyte margination and extravasation
IL-8 Leukocyte chemotaxis
MHC-1 Antigen presentation
Caspase 8 activation Apoptosis
LPL Cachexia

Caspase 8, cysteine-dependent aspartic acid specific proteinase-8; iNOS,
inducible nitric oxide synthetase; IL-8, interleukin-8 (CXC chemokine);
LPL, lipoprotein lipase; MHC-1, major histocompatibility complex-1;
VCAM-1, vascular cell adhesion molecule-1.

termed the lymphoid tissue inducer (LTi) cell. The LTi cell
develops separately from lymphocytes and myeloid cells
in a pathway dependent on ID2 and RORγ t and differ-
ent cytokines, including interleukin-7 (IL-7), RANK ligand
(TRANCE, TNFSF11), and TNF. These cytokines induce
surface LTαβ in LTi cells that differentially engender for-
mation of lymph nodes and Peyer’s patches (63). Cells of
the LTi lineage are maintained in the adult tissues at low
levels (0.5%), presumably aiding in the homeostasis of lym-
phoid organs (64,65).

The microarchitecture of the white pulp in the spleen
(66) is disrupted in LT- and TNF-deficient mice (67).
Multiple features of the architecture, including missing
macrophages in the marginal sinus and the loss of po-
sitional segregation of T and B cells into discrete zones,
are observed in LT- and TNF-deficient mice. The segrega-
tion of T and B cells into discrete compartments depends
on expression of the tissue-organizing chemokines, with
CCL19 and CCL21 attracting T cells and CXC13L for B
cells. CCL19 and CCL21 act through the chemokine recep-
tor CCR7 expressed on T cells, and CXCR5 acting on B cells
promotes localization in the follicles. An LT-chemokine
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◗ TABLE 25.5 Phenotypes in Mice Deficient in Lymphotoxin and Tumor
Necrosis Factor (TNF) Immediate Family

Phenotype

Gene Deletion LNa PPb Architecturec NKd NK-Te DC f

LTα – – Disrupted Impaired Impaired CD8-DC
LTβ – – Disrupted Impaired Impaired CD8-DC
LIGHT + + + + + +
LTβ-Bg + + Disrupted nr nr nr
LTβ-Tg + + + nr nr nr
TNFh + + + + + Maturation
LTβR – – Disrupted – – CD8-DC
TNFR1 + – Disrupted MZ + + Maturation
TNFR2 + + + + + +
–, absent; +, normal; nr, not reported.
a Lymph nodes (LNs); LTβ−/− mice have ∼75% of mesenteric LNs; LIGHT/LTβ−/− mice have fewer mesenteric

nodes than LTβ−/− mice (55,303,304).
bPeyer’s patches (305,306).
cArchitecture of the splenic white pulp includes T- and B-zone segregation; marginal zone (MZ); germinal center;

follicular dendritic cell network.
d Natural killer (NK) cell deficiency includes reduced cell numbers and enhanced tumor susceptibility (307).
eNK-T cells, Vα14 subset (308).
f CD8− dendritic cell (DC) subsets in spleen are diminished from failure to proliferate (74).
gLTβ conditionally deleted in B cells or T cells (309). LTβ-B cells showed partial disruption in architecture; normal

for LTβ-T, but combined knockout in both B and T cells was worse than LTβ-B.
h Normal architecture observed in TNF point mutant (305); abnormal architecture in TNFR1−/− mice (306).
Modified from Ware CF. Network communications: lymphotoxins, LIGHT, and TNF. Annu Rev Immunol 2005;23:787,

with permission.

circuit is formed by migration of B cells to LTβR+ stro-
mal cells expressing CXCL13, which in turn induces ex-
pression of LTαβ on B cells (68,69,70). Circulating B cells
lack surface LTαβ, but expression is regained on reentry
into the CXCL13-rich microenvironment (70). The forma-
tion of the splenic microarchitecture depends on B cell
expression of LTαβ, which induces differentiation of spe-
cialized stromal cells (e.g., secretion of CCL20 and CXCL13
chemokines) in the spleen during postnatal maturation.
Remodeling of the microarchitecture of the secondary
lymphoid organs occurs during immune responses, which
requires both TNF and LT pathways signaling on fibroblas-
tic reticular cells (71). The viral pathogen cytomegalovirus
can induce specific changes in the splenic microenviron-
ment through modulation of CCL21 expression (72).

The LTβR and TNFR pathways facilitate lymphocyte
entry into lymphoid tissues in part by modulating ex-
pression of adhesion molecules, such as peripheral node
and mucosal addressins on high endothelial venules (73).
LTβR signaling is necessary to maintain networks of fol-
licular dendritic cells involved in capturing antigen and
immune complexes that aid in activating B cells. These
cellular interactions are further enhanced by LTβR signals
that provides growth signal for some conventional myeloid
dendritic cells (DCs) (CD8− subsets) within the lymphoid
organ, whereas TNF plays a role in differentiation of DC
progenitors in bone marrow (74).

T and B cells can communicate with stromal and
myeloid cells via the LTαβ-LTβR pathway and thus dur-

ing the course of an immune response modify their imme-
diate microenvironment. Nonlymphoid tissues suffering
from chronic inflammation associated with autoimmune
disease, graft rejection, or microbial infection often con-
tain organized accumulations of lymphocytes reminiscent
of secondary lymphoid organs, called tertiary lymphoid or-
gans. Activated T and B cells provide the source of LTαβ

that helps to drive the process of forming these structures,
but as antigen is cleared, immune responsiveness subsides
and these structures resolve. A gradation of features may
be found in the tertiary lymphoid organs, including pres-
ence of dendritic cells, expression of chemokines, high en-
dothelial venules, segregated regions of T and B cells, and
germinal centers, but they typically lack the permanence of
a lymph node. TNF also contributes to formation of gran-
uloma that assists in walling off bacteria (75). Thus, the
LTαβ and TNF pathways operative in embryonic life also
play critical roles in the adult in the formation of tertiary
lymphoid structures.

Influence of the LTαβ Pathway on
Lymphocyte Development

Mounting evidence indicates the LTαβ-LTβR pathway
contributes to the ontogeny of unconventional T cells, in-
cluding γ δ T cells and invariant NK T cells, whereas con-
ventional T cell subsets are normal in mice deficient in the
TNF and LTβR pathways. The LTβR pathway seems to
operate at distinct levels during thymic development (76).



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-25 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 10:48

TNF-Related Cytokines in Immunity 789

Double-positive (DP) thymocytes regulate the differentia-
tion of early thymocyte progenitors and γ δ T cells via the
LTβR pathway (77), yet the LTβR is not expressed in thy-
mocytes, suggesting an indirect mechanism. In this regard,
LTβR signaling is required for the proper formation and
function of the thymic stroma, which influences T cell de-
velopment (78). The thymic medulla appears to control the
export of iNKT cells from the thymus (79,80). In addition,
LTβR signaling in thymic stroma affects central tolerance
to peripherally restricted antigens, which may be either
dependent on or independent of the autoimmune regula-
tor Aire (81). Thymic differentiation depends on the LTβR
pathway to mediate the cellular communication between
lymphoid and stromal compartments.

Autoimmunity

Dysregulated expression of several members of the
TNFSF leads to autoimmune-like diseases in humans
and animal models. For example, enforced expression
of TNF or LIGHT, which overrides the normal transient
expression, causes severe autoimmune and inflammatory
processes in mice (82–84). LTα or LTαβ transgenic
expression in the pancreas leads to insulitis and formation
of tertiary lymphoid structures (85). These types of results
have implicated members of the TNF superfamily as
immune regulators and support the notion that LTαβ and

LIGHT pathways contribute to inflammation and tissue
destructive processes.

Infectious Diseases

TNF is a major inflammatory cytokine required for the
acute-phase response to bacterial infection. For instance,
lipopolysaccharide (LPS) in gram-negative bacteria is a
potent inducer of TNF secretion through the TLR4 innate
recognition system, as are all the other TLRs. In mice, LPS
induces a shock syndrome that is rapidly lethal owing to
profound changes in blood circulation; however, mice sur-
vive LPS in the genetic absence of TNFR1 or if treated with
a TNF-neutralizing antibody, indicating that host-derived
TNF mediates pathogenesis (86,87,88). On the other hand,
TNFR1 is essential for resistance to infection with a live or-
ganism, such as L. monocytogenes, through multiple pro-
cesses including enhancement of phagocytosis and bacte-
riocidal destruction by macrophages. By contrast, T cell
immunity is not overtly impaired in TNFR1−/− mice. Hu-
mans treated with TNF inhibitors show some increase in
susceptibility to selective pathogens, particularly M. tuber-
culosis, reinforcing the role of TNF as a critical host de-
fense system (89).

In contrast, LT-deficient mice showed significant vari-
ability in susceptibility to individual pathogens (Ta-
ble 25.6). Increased susceptibility resulted from either

◗ TABLE 25.6 Lymphotoxins in Host Defense: Mouse Models

Pathogen Mouse Modela Susceptibility Mechanism Ref.

Herpesvirus:
MHV68 LTα−/− Minimal nd 310
HSV-1 LTα−/− Increased Decreased effector CD8+ T cells 311
MCMV LTα−/− Increased IFN response; adaptive immunity lost 312, 313
MCMV LTβR-Fc Tg Increased Poor innate defenses 312
LCMV LTβ−/−; LTα−/− Increased Defective architecture 314–316
LCMV LTβR-Fc Decreased Decreased CD8+/IFNγ 317
Theiler’s virus LTα−/−; LTβR-Fc Increased Defective architecture 318
Influenza LTα−/− Minimal nd 319
Vesicular stomatitis virus LTβ−/− Increased Defective architecture 316

Bacteria:
Mycobacterium tuberculosis LTβR−/− Increased NO2 synthase decreased 320
Mycobacterium tuberculosis LTα−/− Increased No T cells in granuloma 321
Mycobacterium bovis LTβR-Fc Increased Poor granuloma formation 322
Listeria monocytogenes LTβR−/− Increased nd 320
Leishmania major LTβ−/− Increased Defective architecture 323
Toxoplasma gondii LTα−/− Increased NO2 synthase decreased 324
Plasmodium berghei LTα−/− Decreased Decreased LTα-dependent inflammation 325

HSV1, herpes simplex virus (α-herpesvirus); IFN, interferon; LCMV, lymphocytic choriomenigitis virus; MCMV, mouse
cytomegalovirus; MHV68, mouse γ -herpesvirus-68; nd, not determined.

a Studies conducted in gene-deficient mice (−/−); LTβR-Fc Tg, mice expressing LTβR-Fc as a transgene; LTβR-Fc, mice
injected protein.

Modified from Ware CF. Network communications: lymphotoxins, LIGHT, and TNF. Annu Rev Immunol. 2005;23:787, with
permission.
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developmentally controlled aspects of lymphoid organ
structure (e.g., lymphocytic choriomenigitis virus, leish-
mania) or a requirement for LTαβ-LTβR pathway as an ef-
fector system in innate and adaptive immune systems (e.g.,
mouse cytomegalovirus). Viewed from an evolutionary
perspective, this variation in the requirement for LT signal-
ing may reflect specific contributions from the pathogen
used to evade the broader TNF- and LT-dependent path-
ways (34,90).

TNF SUPERFAMILY AND T CELL
COSIGNALING

Antigen recognition together with cooperative signaling or
“cosignaling” systems determines the quality of the adap-
tive immune responses. Lymphocyte responses to anti-
gen are dynamic processes that start with the activation
of naive cells and transition through effector and mem-
ory phases. Cosignaling systems assist these phases by
promoting more efficient engagement of antigen-binding
T cell receptor (TCR) molecules to enhance initial cell ac-
tivation and cell division (clonal expansion), augment cell
survival (clonal contraction or memory cell differentia-
tion), or induce effector functions such as cytokine secre-
tion or killer function. Negative signals (inhibitory cosig-
naling) may also be delivered to T cells depending upon
the particular system, which may prevent initial cellular
activation or eliminate excess activated cells to dampen
inflammation. Cosignaling can be quantitative, modifying
thresholds of common signaling intermediates, or qual-
itative, involving signals distinct from other cosignaling
systems or the TCR. Cosignaling receptors and ligands
can be up- or downregulated at the transcriptional and
protein levels depending on the stage of the T cell re-
sponse and the inflammatory milieu. In the absence of
cosignaling, T cells may become unresponsive (anergic) or
die.

The TNF receptor superfamily is one of two major fam-
ilies of cosignaling regulators that modulate T cells. The
other cosignaling systems belong to the immunoglobulin
superfamily, such as CD28 (91), CTLA-4 (92), ICOS (93),
PD1 (94), and BTLA (B-T lymphocyte attenuator) (95,96).
TNF receptor superfamily members involved in cosignal-
ing include Ox40, 41BB, DR3, CD27, CD30, and HVEM
(97–99,100,101), whereas CD40 and BAFFR are more in-
volved in cosignaling in B lymphocytes (102,103); however,
considerable crossover of activities in both lymphocyte
populations can be demonstrated. Death receptors such
as Fas and TNFR1 are thought to be involved clonal con-
traction through apoptosis of activated effector cells, al-
though TNF via TNFR2 also shows costimulatory action in
naive T cells. In tissue culture models several of the TNF-
related signaling pathways show costimulatory activities
for T cells, which probably reflects the common induction

of NF-κB–dependent survival genes, a common trait of TN-
FRSF members. However, analyses of physiologic models
often reveal distinct roles for these molecules in the life
of T cells. Cosignaling systems are emerging as important
targets that enhance immune responses to tumors or at-
tenuate autoimmune diseases (93,104,105–107,108).

Expression and Function of TNFRSF
Cosignaling Molecules During Primary
T Cell Responses

The TNFRs encoded on chromosome 1p36 share a com-
mon function as cosignaling systems for T cells (99,101).
This region (human 1p36.33-1p36.21; syntenic with mouse
4E2-D3) contains the genes encoding GITR, Ox40, HVEM,
DR3, 4-1BB, CD30, and TNFR2, representing an expan-
sion of the region on chromosome12p13 where genes for
TNFR1, LTβR, and CD27 reside. The TNF-related ligands
for these receptors are linked in the MHC paralogs on chro-
mosomes 1, 6, 9, and 19, reflecting a common functional
link as costimulatory molecules modulating T cell differ-
entiation (Figure 25.2).

Expression of TNFRSF members by T cells follows
several distinct patterns during T cell activation: Expres-
sion on naive T cells in peripheral lymphoid tissues (e.g.,
CD27 and HVEM) that follow activation are upregulated
or downregulated, respectively. Ox40, 4-1BB, TNFR2, and
CD30 are only expressed by T cells after activation (99);
TNFR2 is rapidly downmodulated after cleavage by TNFα-
converting enzyme, generating soluble receptors that mod-
ulate TNF availability. The differing time course of expres-
sion of these molecules determines the phase at which they
act in T cell differentiation.

Experimental activation of TNFRSF members can be
achieved with agonist monoclonal antibodies. Antibodies
specific for Ox40, 4-1BB, CD30, or CD27 all augment T cell
clonal expansion and TCR-induced cytokine expression
in tissue culture and mouse models. For example, CD27,
which is expressed at very early stages of T cell activation,
mediates initial cytokine production, cell division, and/or
survival (109,110), whereas Ox40 and 4-1BB, which are
expressed after cellular activation, promote T cell survival
and proliferation during the later stages of the primary
response (111,112,113). Although less is known regarding
the exact timing and function of CD30 in T cell activa-
tion, CD30–CD30L interactions promote primary CD8+ T
cell expansion (114), suggesting functional parallels with
other TNFRSF molecules. Coxpox virus encodes a specific
CD30 mimic to block the action of CD30L as part of its
immune evasion strategy (Table 25.3).

Death receptor-3 engages TL1A, promoting IFNγ ex-
pression by proinflammatory TH1 cells in mice (115) and
humans (116), especially in intestinal tissues. The LIGHT-
HVEM-LTβR pathway is also associated with T cell in-
flammatory processes in mucosal tissues (83,117). Similar
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cosignaling activities are reported for the glucocorticoid-
induced TNF-related receptor (GITR) (118), with the po-
tential of these systems to affect different subsets of
T cells, such as GITR expression on T regulatory subsets.
The role of these TNFRSFs in regulating different subsets
is an active area of research. Deletion of genes for these
members did not affect developmental pathways; how-
ever, immune deficiency is often revealed in response to
infections.

By contrast, HVEM appears to play a role as an inhibitor
of naive T cell activation though engagement of the Ig su-
perfamily member BTLA (119). In this situation, HVEM
acts as a ligand for BTLA, which, through a phosphatase
recruitment domain (immuno tyrosine–based inhibitory
motif [ITIM]) in its cytosolic tail limits signaling by anti-
gen receptor–associated kinases (120). The BTLA-binding
site on HVEM is distinct from the position occupied by
LIGHT, yet membrane LIGHT can disrupt HVEM–BTLA
binding, which suggests that HVEM acts as a regulatory
switch between inhibitory and stimulatory cosignaling.
The HVEM-BTLA pathway likely functions in maintaining
inhibitory control over naive T cells. This pathway appears
particularly effective in controlling CD4 T cell activation
(121), but it is also important in regulating differentiating
memory CD8 T cells (122). Together with the programmed
death-1 cosignaling system (PD1), BTLA is needed to cur-
tail antigen-induced lung inflammation (123).

T Cell Memory

Cosignaling through several TNFRSF members pro-
motes the differentiation of memory T cells. Mice defi-
cient in Ox40-Ox40L, CD27-CD70, or CD30-CD30L path-
ways all display defective memory responses to antigen
(110,114,124–126). The Ox40 system is illustrative of the
costimulatory signals provided to T cells by these TNFRs.
Pharmacologic stimulation of Ox40 with an agonist anti-
body or ligand during a primary antigen-specific response
in mice enhances the generation of memory CD4 T cells
(127,128). The enhanced response of T cells includes in-
creased accumulation of antigen-specific effector T cells at
the site of inflammation producing effector cytokines such
as IFNγ (129). Moreover, blockade of Ox40-Ox40L interac-
tions with monoclonal antibody specific to Ox40L during
recall responses in models of collagen-induced arthritis
(130) and experimental allergic lung inflammation (131)
ameliorates inflammation. In Ox40-deficient mice, CD8 T
cells expand normally; however, their accumulation and
survival at later times in the primary response were signif-
icantly impaired, but the T cells also failed to fully differ-
entiate as measured by loss of expression of effector cell
surface markers, the synthesis of cytokines, and cytotoxic
activity. In contrast, the formation of extrafollicular
plasma cells, germinal centers, and antibody responses
was independent of Ox40. Ox40 signaling induces tran-

scription of survival genes such as Bcl2 and survivin in
T cells, which may serve as the key targets that allow mem-
ory cell differentiation (132,133).

The discovery that HVEM can elicit inhibitory signal-
ing in T cells through engagement of the Ig family member
BTLA highlights the possibility that in certain situations
TNFRSF molecules can counterregulate the stimulatory
actions during T cell responses. Indeed, 4-1BB–deficient
CD4+ T cells in some models are hyperresponsive (134),
and stimulation of 4-1BB can suppress immune responses
in several models of autoimmune disease (135–137,138).
Although activation of 4-1BB enhances the expansion of
human antiviral memory CD8+ T cells in vitro (139), sev-
eral studies demonstrate that the absence of 4-1BB in mice
leads to enhanced T cell responses (134,140), reminiscent
of the phenotype associated with HVEM-deficient mice
(141,142). Moreover, CD30 signals can, in some circum-
stances, suppress cytotoxic T lymphocyte activity (143).
That TNFRSF molecules such as GITR or Ox40 are ex-
pressed on T regulatory cells suggests that costimulatory
pathways may enhance the suppressive function of these
cells during immune responses.

Mouse models of autoimmune diseases such as exper-
imentally induced encephalomyelitis (EAE) and diabetes
uncover critical roles for Ox40-Ox40L (144,145). Blockade
of the CD27-CD70 pathway also ameliorates EAE through
the suppression of TNF induction but not T cell priming
(146). Furthermore, blockade of Ox40, 4-1BB, CD27, or
CD30 costimulation can reduce transplant rejection and/or
graft-versus-host disease (147,148,149,150).

Stimulation of these pathways may also be applicable
for the treatment of diseases in which antigen-specific T
cell responses are ineffective such as in cancer and in-
fectious diseases. Stimulation of Ox40, 4-1BB, CD30, and
CD27 with agonist antibodies augments T cell–mediated
killing of a variety of tumors (reviewed in refs. 99,151).
The critical roles of the cosignaling TNF-TNFRSF mem-
bers are distinguished in immune responses to infectious
pathogens. Similar to the immediate TNF family, the role
of a specific cosignaling pathway in mediating protective
T cell responses during infection depends on the pathogen
(Table 25.7).

CD40L and the BAFF Systems

The CD40 and BAFF systems plays a major role in coordi-
nating a range of costimulatory signals, including those
important to B cell function, such as affinity matura-
tion, isotype switching, immunoglobulin production, and
clonal expansion (102,152,153–155). As are other TNF su-
perfamily members, the CD40 system (Figure 25.3) is a
key communication mechanism in host defense, autoim-
munity, and cancer. Often these pathogenic processes are
centered on the function of B cells. CD40 ligand maps to
the X chromosome. Inducible CD40 ligand expression by
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◗ TABLE 25.7 Tumor Necrosis Factor Superfamily Cosignaling Pathways in
Infectious Diseases

Cosignaling Pathway

Pathogen CD27-CD27L Ox40-Ox40L 4-1BB-41BBL CD30-CD30L

Influenza CD4+, CD8+ (110,326) CD4+ (126,129,327) CD8+ (124) nd
LCMV nd CD4+(129) Normal CD8+ (124) nd
Leishmania major No role CD4+ Th2 (328) No role No role
Helminths nd CD4+ Th2 (329) nd nd
Cryptococcus neoformans nd Enhanced CD4 Th2 (330) nd nd
Mycobacterium avium No role (331) No role (331) No role (331) CD4+, CD8+ (331)
Listeria monocytogenes CD4+, CD8+ (332) nd CD8+ (333) CD8+ (334)

LCMV, lymphocytic choriomenigitis virus; nd, not done.
Unless indicated, the function of the T cells was impaired.
Adapted from Croft M. Co-stimulatory members of the TNFR family: keys to effective T-cell immunity? Nat Rev Immunol.

2003;3(8):609, with permission.

T helper cells promotes humoral immunity and is reg-
ulated by transcription factors NFAT, TFE3, and TFEB.
CD40 ligand is also expressed on a variety of other cells,
including activated B cells, endothelial cells, basophils,
mast cells, and platelets. CD40 is expressed in many
cells, prominently on B cells, using both TRAF3 and 6
to activate NF-κB and AP1 transcription factors, among
other signaling pathways (156). Epstein-Barr virus, a B
cell–transforming herpesvirus, mimics the CD40 pathway
though its LMP1 protein, driving naive B cells into a mem-
ory state (157,158,159).

CD40 signaling is necessary for induction of activation-
induced cytidine deaminase (AID), a key enzyme in class
switching and somatic mutation of Ig genes. This process
occurs in B cells in contact with T helper cells, which ex-
press CD40 ligand. The importance of the CD40 system in
the activity of B cells was revealed in patients with hyper-
IgM syndrome (HIGM). Several mutated genes underlie
this syndrome, including CD40 ligand and CD40 (160,161),
the RelA NF-κB activating kinase subunit IKKγ (NEMO),
and AID, among others (162). HIGM patients with mu-
tated CD40L have elevated levels of IgM, often with no
serum IgG, IgE, or IgA, and display increased suscepti-
bility to bacterial and opportunistic infections. However,
treatment of these patients with passive transfer of human
immune IgG corrects infection by bacteria but not oppor-
tunistic pathogens such as Pneumocystis carinii. This lat-
ter result reflects the importance of CD40 system in T cell
macrophage activation, which controls these opportunis-
tic pathogens. In addition, the CD40 system can supplant
T helper cell signals that allow DC and CD8 T cells to gen-
erate effector cells in the absence of CD4 T cells (163,164).
In some patients, significant amounts of IgA and IgE are
present in serum, even in the complete absence of CD40
ligand, a result indicating that another mechanism(s) can
induce Ig class switching. Evidence has emerged for the
BAFF/APRIL system in inducing Ig class switch indepen-
dent of the CD40 system (165).

Since the discovery of B cell–activating factor of
the TNF superfamily (BAFF, TNFSF13B, BLyS) and a
proliferation-inducing ligand (APRIL, TNFSF13), much
has been elucidated with regard to CD40 ligand-
independent isotype switching and B cell development
and survival in the periphery, as well as implications of
BAFF-APRIL dysregulation in autoimmune disease and
lymphomas (103,166). Although human BAFF maps to
chromosome 13q34 and APRIL to 17p13.1, the proteins are
strikingly more conserved (approximately 50% homology)
than other TNF ligands. TWEAK (TNF-related ligand with
weak apoptosis activity) maps adjacent to APRIL, part of a
clade of genetically similar members that also includes ec-
todermal dysplasin (EDA1/EDA2). BAFF and APRIL form
homo- and heterotrimers that interact with multiple re-
ceptors to form a complex signaling circuit (Figure 25.3).
Membrane BAFF is shed via a furin protease at the cell
surface, whereas APRIL is processed in the Golgi and se-
creted only in soluble form (167), although the receptor-
binding domain of APRIL can be membrane anchored via
an unusual splice variant with the TWEAK cytosolic and
transmembrane domain (TWE-PRIL) (168). The signifi-
cance of membrane-restricted local BAFF expression to
systemic availability of soluble BAFF and APRIL remains
to be established, although BAFF-APRIL heterotrimers are
detected in serum from patients with systemic rheumatic
diseases (7). BAFF and APRIL are inducibly expressed in
monocytes, macrophages, dendritic cells, and T cells in the
spleen and lymph nodes in response to certain cytokines
such as type I and II IFN and IL-10; other TNF family
members like CD40 and LTβR signaling also induce BAFF
and APRIL. BAFF can be expressed in some B cell–derived
chronic lymphocytic leukemia cells, and some epithelial-
derived cancer cell lines and primary tumor tissues express
APRIL. Stromal cell expression of BAFF maintains the ma-
jor mature B cell pool, whereas inducible BAFF expression
in myeloid cells aids in local B cell survival at sites of in-
flammation.
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Three cognate receptors mediate the biological actions
of BAFF. BAFFR (TNFRSF13C), TACI (transmembrane
activator and calcium signal modulating cyclophilin li-
gand interactor, TNFRSF13B), and BCMA (B cell matura-
tion antigen, TNFRSF17) are expressed on B cells and on
other cell types. APRIL also engages matrix proteoglycans
with weak binding, which may serve to enhance access
to TACI and BCMA, or function as a distinct receptor–
ligand interaction (169). Signaling through BAFFR and
BCMA are required for B cell survival and differentiation
at different stages of B cell–mediated humoral response.
BAFFR−/− mice display an almost complete loss of mature
and marginal zone B cells acting at the late transitional
phase of B cell maturation, whereas BCMA deficiency im-
paired the survival of long-lived bone marrow plasma cells
(170,171).

By contrast, APRIL−/− mice develop normally but have
altered class switching to IgA (172,173). TACI signaling
may antagonize BAFFR and BCMA, because TACI−/− mice
have elevated numbers of mature B cells (174). Both classi-
cal and alternative NF-κB pathways have been implicated
in BAFFR and BCMA survival signals, with Bcl2 rescu-
ing the B cell defect in BAFFR−/− mice. BAFFR and TACI
engagement has also been shown to provide the neces-
sary signals for CD40L-independent class switch recom-
bination to IgG and IgE for BAFFR and IgG, IgE, and
IgA for TACI in knockout mice, although IgA produc-
tion seems specifically dependent on APRIL–TACI inter-
action (175). BAFFR is also connected to promoting the B
cell coreceptor complex CD19/CD21/CD81, which binds to
C3b-opsonized antigens to enhance rapid T-independent
antibody response; however, overall impairment of T-
independent antibody response appears to be greatest in
TACI−/− mice and depends on APRIL–TACI interactions
in B1 B cells. BAFFR, and not TACI, has also been proven
to be important in T cell costimulation in in vitro and
in vivo mouse models of allograft rejection response,
where BAFFR−/− and BAFF−/− but not TACI−/− or
BCMA−/− mouse recipients prolong graft survival due to
weakened alloproliferative response (176).

Elevated levels of BAFF and APRIL have been de-
tected in the serum, and especially the synovial fluid, of
patients suffering from inflammatory autoimmune disor-
ders such as systemic lupus erythematosus, rheumatoid
arthritis, Sjörgen’s syndrome, and multiple sclerosis (177).
These levels tend to correlate with increasing amounts
of autoreactive antibodies in serum, but soluble TACI-
Ig treatment can lessen the severity of disease symptoms
and progression in mouse models of lupus and collagen-
induced arthritis (178). It is hypothesized that these ex-
cess quantities of BAFF and APRIL may contribute to the
formation of autoreactive B lymphocytes and loss of toler-
ance during development and perpetuate their survival as
plasmablasts. Emerging evidence connects the BAFF and
APRIL systems to the pathology of B cell–derived cancers

like B cell chronic lymphocytic leukemia, non-Hodgkin’s
lymphoma, and multiple myeloma. Malignant myeloma
cells express high levels of BAFF and APRIL and receive
ligand-induced survival signals, with upregulation of an-
tiapoptotic Bcl-2 and Mcl-1 molecules (179). Therefore,
BAFF and APRIL may bolster tumor survival via autocrine
and paracrine signaling mechanisms.

TWEAK binds Fn14, a fibroblast growth factor (FGF)-
2–inducible gene, limited to a monogamous interaction
compared to its siblings (Figure 25.3). Fn14, a type I
transmembrane protein with one CRD, binds TWEAK ho-
motrimers in a manner similar to BAFF, APRIL, and their
receptors (180,181). The biological functions of TWEAK-
Fn14 system are broad, and perhaps paradoxical, promot-
ing survival or inducing death; they are proinflammatory
or immunorepressive. Due to these seemingly disparate
observations, there is speculation that another, unchar-
acterized TWEAK receptor is involved, or that TWEAK
acts in conjunction with other cosignaling systems that
elicit different effects specific to its immunologic environ-
ment or context. TWEAK, like BAFF and APRIL, may be
cleaved at its furin site to produce an active soluble form
(180). Human and mouse TWEAK share 90% or greater se-
quence identity in the receptor-binding domain and man-
ifest high-affinity cross-species interaction to respective
Fn14 homologs (167). TWEAK has relatively wide organ
mRNA expression, including heart, brain, spleen, lymph
nodes, and human fibroblasts, although in some cells pro-
tein levels do not correlate with mRNA expression; it has
also been detected in established cancer cell lines and
primary tissue samples. TWEAK/Fn14 signaling induces
apoptosis in some cancer lines (HT29, HSC3) and primary
neurons (182,183,184). Other potential described capac-
ities and proposed biological roles include induction of
survival and growth in endothelial cells, migration and
wound closure in endothelial monolayers, enhancement of
proinflammatory cytokines (IL-6, IL-8), and angiogenesis
(180,181). Very recent data connect TWEAK to regulation
of the shift from innate to adaptive immune responsive-
ness by repressing innate inflammatory cytokines (IL-12,
IFNγ ) important in promoting TH1 immunity—a poten-
tial counterbalance to the proinflammatory actions of TNF
(182). TWEAK may also have a potentiating influence in
chronic tissue inflammation when dysregulated, such as
its role in excessive demyelination and ultimate progres-
sion to excessive autoimmune encephalomyelitis (185). In
a mouse collagen-induced arthritis model, elevated levels
of TWEAK in serum correspond to severe disease pro-
gression and enhanced arthritogenic mediator molecules
(186). In obese patients with type 2 diabetes, TWEAK-
Fn14 signaling augments proinflammatory cytokine re-
lease by adipocytes (187). TWEAK may prevent excessive
luteinization after gonadotrophin-induced ovulation by
controlling progesterone production in rats (188). This evi-
dence suggests that the TWEAK-Fn14 system may provide
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important homeostatic functions to counteract inflamma-
tion in various tissues.

DEATH RECEPTORS AND LIGANDS

Fas Ligand and Fas System

The Fas (CD95, TNFRSF6)-Fas ligand (FasL, TNFSF6) sys-
tem is an example of a direct signaling pathway to apop-
totic cell death. The importance of the Fas-FasL system
in immune regulation was revealed by the recognition
that mice and humans with the autoimmune-like disor-
ders lymphoproliferative (lpr) and generalized lymphopro-
liferative disorder (gld) harbored mutations in Fas and Fas
ligand (189,190,191). Mice with the lpr or gld mutation dis-
play autoimmune phenotypes with high accumulation of
activated T cells in the periphery and CD4−CD8− T cells in
the lymph nodes (lymphoadenopathy) and autoantibody
production. The Fas-FasL system is involved in proinflam-
matory responses, tumor survival, and non–immune tissue
homeostasis in osteoclastogenesis and angiogenesis (192).
Activated lymphocytes are particularly sensitive to Fas-
induced apoptosis, suggesting a role for Fas in the clonal
contraction phase of the immune response. The finding
that epithelial cells in the eye express FasL, suggest FasL
may limit inflammation in organs sensitive to immune
damage. FasL is believed to be one of several proapop-
totic systems used as a killing mechanism by cytotoxic
T cells and NK cells. Fas ligand binds Fas and, in primates,
decoy receptor3 (DcR3), which also binds LIGHT and
TL1A (193).

FasL can undergo cleavage by matrix metalloproteases
to produce soluble FasL, which may induce markedly
different events when it engages Fas compared to the
membrane-bound form, such as loss in cytotoxicity (194).
Other findings suggest that soluble FasL may counteract
the proinflammatory properties of membrane-associated
FasL as an immunosuppressive, particularly in the eye and
tumor environments (195,196). Conversely, Fas has also
been linked to lymphoproliferation and activation via NF-
κB signaling pathways.

Essential biological roles of FasL-Fas include regulat-
ing lymphocyte homeostasis (via contraction of clonally
expanded effector T and NK cells), directing cytotoxic T
lymphocyte (CTL)–mediated apoptosis and lysis (immune
surveillance), and establishing immune-privileged organs
and sites. Fas is expressed in a wide variety of tissues such
as the thymus, spleen, heart, and liver, whereas FasL can be
found on activated T cells, NK cells tumor cells, immune-
privileged sites, lung, and other tissues (192,197,198). In
mature activated T and NK cells, Fas-FasL signaling plays
a critical role in the induction of apoptosis during the lat-
ter stages of inflammation or activation-induced cell death
and in shifting lymphocyte population numbers back to
baseline (199). In certain organs like the liver, lung, and

small intestines, FasL on stromal cells can be upregulated
to control the overabundance of activated T cells after an
inflammatory response and ultimately reduce tissue dam-
age. Alternatively, dysregulation during hepatitis C infec-
tions can lead to death of hepatocytes and acute liver dam-
age (200). The Fas system has also been implicated in
curtailing autoantibody production by damping T cell
helper–induced B cell activation and direct elimination of
activated B cells, in which CD40 stimulation also upregu-
lates Fas expression (192).

The Fas-FasL system, together with preforin and
granzymes, is vital to CTL-mediated destruction and clear-
ance of tumor and virally infected cells. Viruses have
evolved multiple mechanisms of suppressing Fas signaling
(90), including downmodulation of Fas (201) and block-
ade of caspase 8 activation (202). Tumor genome insta-
bility may lead to mutations that aid in escaping or resist-
ing death pathways conducive to developing the metastatic
phenotype (203). Uterine and breast cancer patients may
have elevated levels of soluble FasL and Fas, which may
aid in neutralizing CTL- and NK cell–induced lysis, or
even killing Fas-expressing effector cells. HSV-1 infection
in vitro of human neonatal neutrophils—critical effectors
in innate and humoral immunity—upregulates Fas and
FasL surface expression, leading to apoptosis, exemplify-
ing a theme of pathogenic modulation of apoptotic signal-
ing events to evade or attenuate immune responses (204).
FasL is constitutively expressed in the eye, central nervous
system (CNS), testis, fetal trophoblast, and placenta, where
any lymphocyte infiltration could lead to unrestricted, ir-
reversible bystander damage to these tissues (205). The
implications of immune privilege have been applied to
tissue transplantation rejection therapies; however, con-
flicting results on whether FasL expression reduces the
likelihood of allograft rejection (206,207) or potentates ef-
fector responses (208,209) emphasize that induction of im-
mune privilege by the Fas-FasL system is not that sim-
ple and is rather more complex. Fas-FasL interactions are
at the core of graft-versus-host disease (GVHD), where
contaminating donor effector T cells in an allograft ex-
pand to damage the recipient’s tissues. In a mouse model
for acute GVHD, p53-dependent upregulation of Fas on
host stem cells leads to subsequent bone marrow deple-
tion through FasL-mediated apoptosis (210). With regard
to tissue homeostasis, FasL has been reported to enhance
RANKL-mediated osteoclastogenesis and differentiation
in mouse bone marrow–derived macrophages (211). Fas
is also implicated in pulmonary inflammatory diseases re-
sulting in fibrosis after acute lung injury (197).

TRAIL AND TRAIL-RECEPTOR SYSTEM

TRAIL (TNF-related apoptosis-inducing ligand, TNFSF10)
is closely related based on sequence homology to FasL
and TNF. Interest in TRAIL was spurred by its abil-
ity to selectively induce apoptosis in tumor cells (212).
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TRAIL binds five different receptors: TRAILR1 (DR4,
TNFRSF10A), TRAILR2 (DR5, TNFRSF10B), TRAILR3
(DcR1, TNFRSF10C), TRAILR4 (DcR2, TNFRSF10D), and
osteoprotegerin (OPG, OCIF, TNFRSF11B) (Figure 25.3).
TRAILR1, 2, and 4 are type I transmembrane proteins; all
are membrane associated, with the exception of the more
distantly related OPG, a dimeric, soluble decoy receptor,
and the type III transmembrane protein TRAILR3 (213).
TRAILR1 and 2 contain highly homologous DDs in their
cytoplasmic tails that form the death-inducing signaling
complex (214,215) responsible for apoptosis. TRAILR3 is
anchored to the membrane via a glycophosphatidyl in-
ositol tail, whereas TRAILR4 has a truncated, nonfunc-
tional DD (193,216,217). How TRAILR3 and 4 antago-
nize TRAIL-induced apoptosis may not fully be explained
by the “receptor decoy” paradigm of ligand competition.
Nevertheless this does not preclude a “competition”-based
mechanism for TRAILR3, especially if there is differen-
tial surface expression of death versus decoy receptors.
Alternative splicing is a common feature among TRAIL
and its receptors and is believed to regulate programmed
cell death (218). Two variants of human TRAIL, TRAILβ

and TRAILγ , exhibit total loss of their proapoptotic poten-
tial due to incomplete receptor-binding domains. TRAILR2
has two forms, DR5A (short) and DR5B (long) (219), and
the TRAILR4-β variant lacks the first complete CRD1 of
the ligand-binding site (220). The genetic organization of
the TRAIL receptor loci in the mouse differs from that in
humans. The mouse genome has TRAILR2, 3, and 4 ho-
mologs, but the TRAILR4 homolog does not bind TRAIL.

A major function of TRAIL-TRAILR signaling system is
to induce apoptosis and to a lesser degree NF-κB activa-
tion. For example, the apoptotic function of TRAIL system
is necessary for regulating the response of memory CD8+

T cells to rechallenge with antigen. In the absence of CD4
T cell help, CD8 T cells undergo apoptosis mediated by
TRAIL (221,222). In much the same way as Fas, TRAILR
death domains are thought to recruit FADD and initiator
caspases 8 and/or 10 into the DISC to activate downstream
effector caspases in apoptosis. Caspase 8 contribution to
this process is well defined, but caspase 10 involvement
was less so until recent studies in autoimmune lympho-
proliferative syndrome II patients and some carcinoma cell
lines found that mutant caspase 10 ablates TRAIL-induced
apoptosis (216). In some cell types, the extrinsic mitochon-
drial pathway is important in amplifying DISC signals in
TRAIL-induced apoptosis, which is analogous to certain
mechanisms for Fas-FasL signaling (223). TRAIL is be-
ing intensely pursued as an anticancer therapeutic, and it
has been found to be particularly potent in combination
with chemotherapy because TRAILR2 expression can be
increased in response to DNA damage (224).

TRAIL seems most involved in regulating immune
homeostasis and immune surveillance and in clearing vi-
rally infected and cancerous cells. IFNγ treatment of tu-
mor cells increases sensitization to TRAIL-induced death.

This has been observed in melanoma and ovarian carci-
noma cells (216) and is analogous to Fas-FasL apoptotic
signaling in human colorectal carcinoma line HT-29. IFNα

possesses powerful antiviral and antitumor properties as
well and has been shown to upregulate TRAIL via JAK-
STAT pathways in stimulated human multiple myeloma in
vitro. TRAIL is also upregulated on NK cells in response to
IFNγ , enhancing antitumor effector function (225).

TL1A-DR3 SYSTEM

TL1A (VEGI, TNFSF15) is a paralog of FasL, LIGHT, and
LTβ, and its receptor, DR3, is a homolog of TNFR1 (APO3,
TNFRSF25). TL1A also binds decoy receptor-3DcR3, po-
tentially limiting any TL1A signaling mediated by DR3.
Genetic deletion of TL1A or DR3 in mice revealed poor T
cell responses to cosignaling but no overt developmental
abnormalities (115,226,227,228). Specific mutations in the
ligand-binding domain of DR3 are linked to rheumatoid
arthritis, and, of interest, appear to be paralleled in other
TNFRSF members and associated autoimmune patholo-
gies (229).

ORPHAN RECEPTORS

The orphan death receptor-6 (DR6) has no known ligand
related to the TNF superfamily. However, emerging evi-
dence suggests that DR6 has a role in immune function.
In a mouse EAE model, DR6 deficiency was shown to pro-
tect against CNS demyelination and leukocyte infiltration
but also enhance overall CD4+ T cell proliferation and Th2
differentiation, underscoring a role for DR6 in mediating
Th1-specific immune responses in EAE progression (230).

Taj/TROY and RELT also do not bind any of the
known TNF ligands; however, recent evidence indicates
that Taj/TROY functions more like p75NTR, capable of
binding myelin inhibitory factors (29,30). The role of
Taj/TROY and RELT in immune function is unclear.

RANK LIGAND, RANK, AND OPG SYSTEM

Osteoprotegerin (OPG, TNFRSF11B) was initially iden-
tified as a key factor in the mechanism regulating bone
density (231) (Figure 25.3). As a soluble receptor, OPG
is a regulator of the RANK (receptor activator of NF-κB,
TNFRSF11A) and RANK ligand (also known as TRANCE)
signaling pathway involved in the differentiation of bone-
resorptive osteoclasts from hematopoietic progenitors (os-
teoclastogenesis) (232–234). However, this system is also
crucial for development of mammary glands (235), lymph
nodes, and DC–T cell interactions (236,237). Bone re-
modeling needed to sustain skeletal integrity and cal-
cium homeostasis is regulated by a dynamic equilibrium
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between osteoblasts (bone forming) and osteoclasts (bone
resorbing), which is regulated by the RANKL-RANK-OPG
system. Dysregulation of the RANKL-RANK-OPG system
has consequences in inflammatory, osteologic, and cancer
pathophysiology, such as bone loss in inflammatory au-
toimmune diseases, preferential breast and prostate tumor
metastasis to the bone, and gender bias in osteoporosis.

OPG functions as a decoy receptor that binds RANKL
with high affinity, and it also binds TRAIL, albeit at low
affinity in comparison to RANKL (238,239). Despite such
a weak binding, in vitro studies show that OPG can block
TRAIL-mediated apoptosis, which suggests that the OPG-
TRAIL system contributes to osteoclastogenesis. RANK in-
teracts with TRAF2, 5, and 6. The membrane-proximal
TRAF site is highly specific for TRAF6, and several stud-
ies have shown TRAF6 to be essential in RANKL-RANK
signaling in osteoclastogenesis and lymph node genesis
(240,241). Several “osteotropic” factors have been reported
to regulate RANKL and OPG expression in osteoblast
and osteoclast lineages, such as TGFβ, IL-1, TNF, estro-
gen, prostaglandin E2, glucocorticoids, and vitamin D3

(240,242). In a few cases, OPG and RANKL are differen-
tially modulated by the same factor; parathyroid-related
protein increases RANKL while decreasing OPG mRNA
expression in osteoclast-like odontoclasts (243). The com-
ponents in the RANK signaling triad are widely expressed.
RANK is upregulated on CD40L-stimulated maturing DCs,
whereas RANKL is upregulated during T cell activation
and is constitutively expressed in some tumors and mam-
mary gland epithelial cells.

TRAF6−/− and RANK−/− mice lack NF-κB activation in
osteoclasts in response to RANKL and exhibit abnormally
high bone density (osteopetrosis) (244,245). Osteoblasts
and stromal cells stimulate differentiation via direct cell
contact with osteoclast precursors. Macrophage colony
stimulating factor (M-CSF) cooperates with RANKL-
expressing osteoblasts to transmit positive signals through
c-Fms and RANK expressed on precursors, promoting
their differentiation (234), whereas OPG is a negative
regulator by competitively binding RANKL, thus ablat-
ing all signals through RANK. RANK−/− and RANKL−/−

mice phenocopy each other, displaying severe osteopetro-
sis due to absolute lack of osteoclasts (246). Complement-
ing the observations in RANKL and RANK deficiencies is
the finding that OPG blocks osteoclast differentiation in
a dose-dependent manner. OPG overexpression in trans-
genic mice causes acute osteopetrosis, and OPG-deficient
mice suffer from osteoporosis due to excessive osteoclasto-
genesis. In humans OPG and RANK mutations are linked
to juvenile Paget’s disease, familial expansile osteolysis,
and other osteolytic disorders (233,240).

The RANKL-RANK system is proving to be an impor-
tant enhancer of cell-mediated immune responses by pro-
moting DC survival and naive T cell proliferation. RANKL
stimulates DCs to produce proinflammatory cytokines

such as IL-12 (247,248). The RANK pathway may serve to
bolster CD40-CD40L interaction between DCs and T cells
after TCR stimulation or prolong survival of activated DCs
to ensure the establishment of T cell memory. For instance,
in CD40L−/− mice, RANKL-RANK costimulation is pro-
tective against Leishmania infection by inducing IL-12 se-
cretion and consequent Th1 immune response (249).

Bone loss in autoimmune and infectious models of in-
flammatory disease is mediated through slightly different
mechanisms. In recent studies, activated, CD4+RANKL+

T cells have been shown to support osteoclastogenesis
and mediate bone loss in humanized mouse models of
Actinobacillus-specific periodontal disease, suggesting a
role for Th1 immunity in inflammatory bone destruction
(250,251). In HIV-positive patients, the virion envelope
protein gp120 induces disease-related osteoporosis via in-
duction of RANKL on CD4+ T cells and augmentation of
osteoclastogenesis (252).

In mouse models of tumor metastasis, high OPG and
RANK levels are risk factors for metastasis to the bone
and subsequent osteolysis, especially in breast tumors
(253). OPG from human bone marrow stroma can protect
prostate tumors from TRAIL-mediated apoptosis (254),
and treatment with anti-TRAIL neutralizing antibodies
reduces osteoclastogenesis in mixed lymphocyte–bone
marrow cultures from patients with multiple myeloma,
presumably by interfering with OPG-TRAIL complexes
formed by activated T cells expressing TRAIL, OPG, and
RANKL (255). The RANKL-RANK-OPG system has also
been implicated in diabetes-associated osteopenia because
serum levels of OPG are higher in patients with types 1
and 2 diabetes (256). Of interest, these patients are at
greater risk for developing atherosclerotic plaques, per-
haps reflected in the OPG-deficient mice, which suffer from
arterial calcification (257), presumably from unrestricted
bone resorption and Ca2+ release. Although elevated en-
dogenous OPG levels are considered a risk factor in cer-
tain disease manifestations, the complexity of the cytokine
networks that regulate RANKL-RANK-OPG interactions
and vice versa render the clinical relevance difficult to in-
terpret. Use of human anti-RANKL monoclonal antibody
(denosumab) to disrupt RANKL-RANK signaling is being
considered to reduce bone resorption in postmenopausal
osteoporotic women and patients with multiple myeloma
and osseous metastatic breast tumors (258).

TNF AND TNF INHIBITION IN THE THERAPY
OF HUMAN DISEASE

TNF Inhibitors

The TNF superfamily is associated with a wide range
of human diseases, as evidenced by genetic deficien-
cies or mutations in individual components of the TNF
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◗ TABLE 25.8 Human Genetic Diseases Associated with the Tumor Necrosis Factor
(TNF) Superfamily

System Disease Mutation

TNFR1 Familial periodic fever Mutation in first cysteine-rich domain
CD40 Ligand Hyper–immunoglobulin syndrome Multiple mutations affecting receptor binding and processing
EDA X-linked hypohidrotic ectodermal dysplasia Multiple mutations affecting receptor binding, trimerization, and secretion
RANK Familial expansile osteolysis Mutation in the signal peptide
Fas Autoimmune lymphoproliferative syndrome Multiple mutations/deletion in Fas

superfamily and in the therapeutic efficacy of TNF in-
hibitors in autoimmune diseases (Table 25.8). Although
cancer therapy was the original motivation in developing
TNF, the success of TNF inhibitors in autoimmune dis-
eases such as rheumatoid arthritis, ankylosing spondilitis,
psoriasis, and Crohn’s disease provides significant motiva-
tion to explore therapeutics targeting other members of
the TNF superfamily, and this is an active area of research.

In general, TNF inhibitors are designed along the prop-
erties of specific antibodies or soluble receptors (Figure
25.8). Both antibody- and receptor-based reagents block
the capacity of the ligand to bind receptor, functioning
as competitive antagonists. A partially humanized mouse
monoclonal antibody to human TNF (infliximab) and fully
human anti-TNF (adalimumab) are approved for use in hu-
mans. The ectodomain of the TNF receptor-2 genetically
linked to the Fc region of human IgG1 (etanercept) was
used to create a bivalent molecule that has higher avidity
for TNF than naturally occurring soluble receptors. Solu-
ble decoy receptors retain their ability to bind their native
ligands, which in the case of TNFR2-Fc are TNF and LTα,
whereas anti-TNF antibodies are specific for TNF and do
not cross-react with LTα.

Bivalent antibodies directed to TNF receptors can func-
tion as agonists and mimic the ligand, but they are specific
for a single receptor, a feature that may distinguish an an-
tibody from a ligand, such as TRAIL, which has multiple
receptors. Moreover, antibodies are inherently more stable
than the native ligand and provide better pharmacodynam-
ics (serum half-life and bioavailability). Agonist receptor
antibodies (e.g., anti-TRAILR, anti-Ox40) are in preclinical
studies and clinical trials. Although these drugs are classi-
fied as biologics (protein-based drugs) and are inherently
safe, side effects like lymphoma and increased infections
accompany TNF inhibition, as perhaps should be expected
based on understanding the roles TNF plays in innate and
adaptive immune responses.

Effect of TNF Blockade in
Inflammatory Diseases

TNF inhibitors are approved for use in the treatment of
rheumatoid arthritis (RA), psoriatic arthritis, ankylosing
spondylitis, juvenile rheumatoid arthritis, Crohn’s disease,

and ulcerative colitis. Rheumatoid arthritis is a chronic
autoimmune joint disease that occurs in genetically pre-
disposed individuals. Treatment of RA is usually initiated
with disease-modifying antirheumatic drugs (DMARDs),
such as methotrexate or corticosteroids, to improve

FIGURE 25.8 Tumor necrosis factor (TNF) inhibitors. The
main structural features of TNF decoy receptor (etanercept) cre-
ated as a genetic fusion protein of the ectodomain of TNFR2
with the Fc region of human immunoglobulin (Ig) G1, which
forms a disulfide-linked dimer. Monoclonal antibody (mAb) spe-
cific for human TNF derived from mice and partially humanized
(infliximab) or a fully human antibody (adalimumab) contain
both H and L immunoglobulin chains. Both types of inhibitors
are approved for use in treating autoimmune diseases: rheuma-
toid arthritis (RA), psoriasis, and inflammatory bowel diseases
(IBD).
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symptoms and reduce joint damage. The American Col-
lege of Rheumatology uses clinical and laboratory mea-
sures to assess improvement in response to therapy in RA.
A patient with a 70% or greater improvement according
to these parameters is designated as having an ACR-70 re-
sponse. TNF inhibitors in combination with methotrexate
(the most widely used DMARD) produce ACR-70 responses
in 33% to 40% of patients with early RA and in 10% to
27% percent of patients with established RA. In compari-
son to patients receiving methotrexate alone, the ACR-70
responses occurred in 19% to 21% of early RA patients and
fewer than 5% of patients with established disease (259).
In RA, joint damage begins early in the disease course as
articular erosions when visualized by radiographic tech-
niques in 40% of patients in the first year of disease and in
90% by the second year (260). TNF inhibitors slow radio-
graphic progression in RA (261). Of interest, in a random-
ized, controlled trial of 428 patients with active RA, the
combination of infliximab and methotrexate reduced the
radiographic progression in patients that achieved ACR-
20 responses as well as in those who did not meet these
clinical criteria (262).

Inflammatory bowel disease, ulcerative colitis (limited
to colon and bowel), and Crohn’s disease (entire intes-
tine) are chronic inflammatory conditions in which TNF
is disproportionately expressed when the disease is active.
Lamina propria mononuclear cells from patients with in-
flammatory bowel disease produce significantly higher lev-
els of TNF after stimulation by lipopolysaccharide (263).
The formation of fistulating inflammatory granulomas
is a pathologic feature of Crohn’s disease. Clinical trials
demonstrated an initial response in 59% to 69% of pa-
tients and a dose-dependent clinical remission that ranged
between 28% and 38% in nonfistulating Crohn’s disease
and between 64% and 97% of patients with complete fis-
tula disease when categorized by location (264,265). In ul-
cerative colitis (UC), controlled trials (800 patients with
active UC) showed an initial response at week 8 in 65%
in patients treated with anti-TNF (infliximab) versus 35%
in the placebo group, with remission achieved in 35% and
15% in infliximab- and placebo-treated patients, respec-
tively (266). Anti-TNF of human origin (adalimumab) was
efficacious in controlled trials in patients with moderate to
severe Crohn’s disease (264). By contrast, soluble TNFR2-
Fc (etanercept) at doses known to be effective in rheuma-
toid arthritis failed to produce benefit in a controlled trial
for Crohn’s disease (267).

Erythrosquamous lesions containing infiltrating leuko-
cytes and epidermal hypertrophy characterize psoriasis, a
chronic inflammatory skin disease. Skin lesions of pso-
riatic patients contain elevated levels of TNF, and after
treatment with TNF inhibitors, serum and skin levels of
TNF decrease with clinical response (268,269). A signifi-
cant subset of patients with psoriasis develops inflamma-
tory, erosive arthritis (270). In clinical trials, both etaner-

cept and infliximab significantly inhibited disease activity
and improved the quality of life in patients with psoriatic
arthritis (271–273,274,275).

Serious Adverse Effects

Side effects with the use of TNF inhibitors include lupus-
like syndromes, aplastic anemia, hepatotoxicity, intersti-
tial lung disease, optic neuritis, and exacerbations of qui-
escent multiple sclerosis. The rate of serious skin and soft
tissue infections is also higher in treated patients, and there
is also an increased risk of bacterial intracellular infec-
tions, primary tuberculosis and reactivation of latent My-
cobacterium tuberculosis among patients treated with TNF
inhibitors (276,277). Risk due to infection can be mini-
mized and controlled (e.g., a tuberculosis skin test prior to
treatment for patients that have not been previously vac-
cinated for Mycobacterium).

The contribution of anti-TNF therapy to increased risk
of cancer is unclear. A systematic review of randomized
clinical trials using infliximab and adalimumab found a
dose-related increase of malignancies in RA patients (278).
Some of the increased risk of malignancy (i.e., lymphoma)
is difficult to dissect due to the increased association with
RA (277).

TNF has been implicated in the pathogenesis of cardiac
dysfunction, in part due to its negative ionotropic activities
in vitro and in vivo; however, TNF blockade significantly
increased the incidence of cardiac death. This observation
led to the recommendation that TNF inhibitors be discon-
tinued in patients with cardiac dysfunction (279,280,281).

Anti-CD40L

The interaction between CD40 and CD40L is involved in
the pathogenesis of inflammatory diseases (102), and in-
terference with this pathway induces amelioration of au-
toimmune disease and allograft rejection in animal mod-
els (282,283,284–286). Humanized anti-CD40L was tested
in clinical trials of transplantation and autoimmunity in-
cluding idiopathic thrombocytopenic purpura, psoriasis,
Crohn’s disease, and multiple sclerosis (287–289). How-
ever, controlled clinical trials using anti-CD40L for the
treatment of proliferative lupus nephritis was halted be-
cause of thromboembolic events. A partial evaluation of
the trial demonstrated decreased anti-dsDNA antibodies,
increased serum complement levels, and reduced hema-
turia in some of the treated patients, consistent with the
expected immunologic outcome (288). A phase II, double-
blinded, placebo-controlled clinical trial in patients with
mild to moderately active systemic lupus erythemato-
sus using another anti-CD40L antibody was found to be
safe but did not demonstrate efficacy when compared to
placebo (287).
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TNF in Cancer Chemotherapy

Tumor angiogenesis—the formation of vessels to support
cancer growth—is a process essential for tumor growth.
The ability of TNF to induce apoptosis of tumor-associated
endothelial cells can result in the impairment of the tumor
vasculature, leading to necrosis of the tumor. This mech-
anism involves perturbation of cell–cell adhesive junc-
tions and inhibition of αvβ3 integrin signaling in tumor-
associated vessels (290). However, clinical phase I and II
studies in cancer patients receiving recombinant TNF re-
ported “septic shock–like syndrome,” a dose-limiting tox-
icity, in quantities 10 times lower than the calculated an-
titumor dose extrapolated from animal studies (291,292).
Animal studies also revealed the strong hemodynamic ef-
fects of TNF in the mediation of septic shock (293). Al-
though anecdotal, reports of tumor regression after TNF
administration (294) due to the induction of vasoplegia.
TNF’s use as an antitumor agent has been limited to treat-
ment of locally advanced tumors by isolated limb perfu-
sion, which limits systemic toxicity of TNF (295).

Preclinical and early clinical trials are in progress for
many other members of the TNF superfamily. For example,
antibodies to BAFF and LTβR-Fc decoy are in clinical tri-
als for suppressing inflammation in autoimmune diseases
and agonist antibodies to TRAILR for induction of can-
cer cell apoptosis. Modulation of immunity through the
cosignaling members of the TNFR family such as Ox40,
41BB, LIGHT, and others is being considered for targeting
to modify malignant diseases (108,151). Well-controlled
studies are anticipated to help evaluate the efficacy of tar-
geting these members of the TNF superfamily.
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INTRODUCTION

Chemokines (or chemotactic cytokines) are members
of a family of extracellular immunoregulatory proteins
defined by sequence homology and a common struc-
tural fold (1). Differentially expressed by most cell types,
chemokines can be loosely divided into two main im-
munologic groups: homeostatic chemokines, which are
expressed constitutively; and inflammatory chemokines,
which are induced by infection and injury or in the set-
ting of inappropriate inflammation (2–15). At the biochem-
ical level, both types act by binding to one or more mem-
bers of a large subfamily of seven-transmembrane-domain

G-protein–coupled receptors, signaling mainly through
Gi2 (16,17). At the cellular level, chemokine action in the
immune system is determined by differential expression of
chemokine receptors on both lymphoid and myeloid cells,
and classically results in directed cell migration (chemo-
taxis), although effects on activation, specific effector func-
tion, memory, proliferation, and apoptosis may also oc-
cur. At the biologic level, chemokines play critical roles
in immunity and inflammation, acting at multiple levels,
including immune system development (18), transendo-
thelial migration (19,20), leukocyte positioning within
microenvironments (21,22), and both phagocyte and
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lymphocyte activation (23–25). As a result, chemokines
may function both beneficially, for example, in the setting
of antimicrobial host defense and tissue repair, or harm-
fully, for example, in the setting of cancer, chronic inflam-
mation, autoimmunity, and infectious disease. The dis-
covery of pathogens that encode multispecific chemokine-
binding proteins and chemokine receptor antagonists able
to subvert chemokine action provides compelling evidence
for the importance of chemokines in host defense and
for the significance of their redundant functions (26–28).
Some pathogens, most notably HIV and Plasmodium vi-
vax, go further and actually co-opt and exploit parts of
the host chemokine system as essential virulence fac-
tors (16,29,30). Some chemokines also have nonimmuno-
logic functions, including regulation of organ develop-
ment (31,32), angiogenesis (33), and cancer (34–36). To-
gether these physiologic and pathologic properties have
suggested potential chemokine-based therapeutic oppor-
tunities, both as drug targets (37,38) and as immunologic
response modifiers, for example, as adjuvants in DNA vac-
cines (39,40). To date, >100 chemokines, chemokine re-
ceptors, and viral chemokine mimics have been discov-
ered, each having its own interesting place in immunology.
The goal of this chapter is to delineate the basic principles
of how chemokines are organized as a system, and to illus-
trate classic and more recently discovered immunologic
roles using well-established examples.

MOLECULAR ORGANIZATION OF THE
CHEMOKINE SYSTEM

Chemokines

Chemokines are defined by structure, not by function, al-
though almost all chemokines have strong chemotactic ac-
tivity for at least one subtype of leukocyte. Most mature
chemokines are 66 to 111 amino acids long, and all oc-
cupy a common sector of sequence space bounded loosely
by ∼20% identity for any pairwise comparison; tertiary

structure is highly conserved, in part because of conser-
vatively spaced disulfide-bonded cysteines (Figure 26.1)
(41). Chemokines are subclassified based on variation in
cysteine number and location; all have at least two cys-
teines, and all but two have at least four (Tables 26.1,
26.2). In the four-cysteine group, the first two are either
adjacent (CC motif, n = 24) or separated by either one
(CXC motif, n = 16) or three (CX3C motif, n = 1) non-
conserved amino acids. The C chemokines (n = 2) have
only two cysteines, corresponding to C-2 and C-4 in the
other subgroups. Disulfide bonds link C-1 to C-3 and C-2
to C-4. The conserved chemokine fold contains three β

sheets arranged in the shape of a Greek key, overlaid by a
C-terminal α-helical domain and flanked by an N-terminal
domain that lacks order. Sequence identity is <30% be-
tween members of different groups, but ranges from ∼30%
to 99% among members of the same group. The group mo-
tifs are used as roots, followed by the letter L for ligand and
a number (e.g., CXCL1), in a systematic nomenclature that
was established to resolve competing aliases (42).

CC and CXC chemokines can be subclassified by addi-
tional motifs that may have functional significance. The
seven human CXC chemokines with Glu-Leu-Arg (ELR)
N-terminal to C-1 are >40% identical, attract neutrophils,
bind the same receptor CXCR2, and are angiogenic (Table
26.1) (43). Among CXC chemokines that lack ELR, only
CXCL12 is angiogenic and attracts neutrophils, but by us-
ing a distinct receptor, CXCR4 (44); CXCL9–11 also are
>40% identical and share a receptor (CXCR3), but are an-
giostatic, not angiogenic (45). The CC group has two large
subgroups, the MCPs (monocyte chemoattractant protein)
and the MIPs (macrophage inflammatory protein), whose
members typically chemoattract monocytes/macrophages
but not neutrophils, in addition to having differential
cell targets (46). CXCL16 and CX3CL1 cross groups to
form a unique multimodular subgroup (47,48). Each has
a chemokine domain, a mucinlike stalk, a transmembrane
domain, and a C-terminal cytoplasmic module and can ex-
ist as a membrane-bound or shed form, mediating direct

CX3C: ……………CXXXC…………………… C…………………C………………  CX3CL1   1
non-ELR CXC: ……………CX__C………………………C…………………C………………  CXCL#    9
ELR CXC: …ELR…CX__C………………………C…………………C………………  CXCL#    7
4C CC: ……………C___C………………………C…………………C………………  CCL#    19
6C CC: ……………C___C…………C…………C…………………C……C………  CCL#     5
C: ………………………C……………………………………………C………………  XCL#     2

Class Names

Structural Signature

n

FIGURE 26.1 Chemokine classification and nomenclature. Chemokine classes are defined by
the number and arrangement of conserved cysteines, as shown. Brackets link cysteines that form
disulfide bonds. ELR, Glu-Leu-Arg; X, an amino acid other than cysteine. The underscore is a
spacer used to optimize the alignment. The N and C termini can vary considerably in length
(not illustrated). For the molecules with four cysteines, there are approximately 24 amino acids
between Cys-2 and Cys-3 and 15 amino acids between Cys-3 and Cys-4. At right are listed the
nomenclature system and the number of human chemokines known in each class (n).
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◗ TABLE 26.1 The Human CXC, CX3C, and C Chemokine Families

Common Main Immunologic Chromosomal
ELR Motif Chemokine Aliases Main Source Roles Location

ELR+ CXCL1 GROα

MGSA
Many tumors Neutrophil trafficking 4q21.1

CXCL2 GROβ

CXCL3 GROγ

ELR− CXCL4 PF-4 Preformed in platelets Procoagulant
CXCL4L1 Preformed in platelets ND

ELR+ CXCL5 ENA-78 Induced in epithelial cells of gut & lung;
N, Mo, Plts, EC

Neutrophil trafficking

CXCL6 GCP-2 Induced in lung microvascular EC; Mo;
alveolar epithelial cells, mesothelial
cells, EC & M�

CXCL7 NAP-2 Preformed in platelets
CXCL8 IL-8 Induced in most cell types

ELR− CXCL9 Mig Induced in PMN, M�, T cells, astrocytes,
microglial cells, hepatocytes, EC,
fibroblasts, keratinocytes, thymic
stromal cells

Th1 response

CXCL10 IP-10 Induced in ECs, Mo, keratinocytes,
respiratory & intestinal epithelial cells,
astrocytes, microglia, mesangial cells,
smooth muscle cells

CXCL11 I-TAC ECs, Mo,

CXCL12 SDF-1, PBSF Constitutive in bone marrow stromal
cells; most tissues

Myelopoiesis
HPC, neutrophil homing to BM
B lymphopoiesis

10q11.21

CXCL13 BCA-1 Constitutive in follicular HEV of
secondary lymphoid tissue

Naı̈ve B- & T-cell homing to
follicles

B1-cell homing to peritoneum
Natural Ab production

4q21.1

CXCL14 BRAK Constitutive in most tissues, breast
and kidney tumors

Macrophage migration 5q31.1

ELR+ (CXCL15) (mouse only) Constitutive in lung epithelial cells Neutrophil trafficking NA

ELR− CXCL16 Sexckine Constitutive in spleen; DCs of the
T zone

T-cell and DC homing to
spleen

17p13

NA CX3CL1 Fractalkine EC, neurons, Mo, DC NK, monocyte, M�,and Th1
cell migration;
neuroprotection

16q13

XCL1 Lymphotactin α γ δ epidermal T cells, NK, NK-T, activated
CD8+ and Th1 CD4+ T cells

CD62Llow T-effector cell
migration

1q24.2

XCL2 Lymphotactin β

NA, not applicable; ND, not determined; Mo, monocyte; PMN, neutrophil; DC, dendritic cell; EC, endothelial cell; HEV,
high-endothelial venule; MPC, myeloid progenitor cell; plt, platelet; M�, macrophage; GRO, growth-related oncogene;
PF-4, platelet factor-4; GCP, granulocyte chemoattactant protein; ENA-78, 78-amino acid epithelial cell-derived
neutrophil activator; NAP, neutrophil-activating protein; IL-8, interleukin-8; Mig, monokine induced by IFNγ ; I-TAC;
interferon-inducible T-cell α chemoattractant; SDF, stromal cell–derived factor; BCA, B-cell–activating chemokine;
BRAK, breast- and kidney-associated chemokine.

cell–cell adhesion and chemotaxis, respectively. The dis-
covery of “chemokine” DMC (human dendritic cell- and
monocyte-attracting chemokinelike protein) by sequence
threading techniques, not primary sequence homology
(49), provides proof of principle that the boundaries of
chemokine sequence space can expand substantially as
protein structures are determined or modeled.

Chemokine monomer, dimer, and tetramer structures
may occur, and complex quaternary structures bound to
glycosaminoglycans (GAGs) on the surface of cells may be
important for function in vivo (50). Location of the GAG-
binding domains is variable and depends on the highly
basic nature of these proteins. Chemokine heterodimers
have been described, both CC/CC and CC/CXC (51,52),
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◗ TABLE 26.2 The Human CC Chemokine Family

Chromosomal Common Main Immunologic
Location Chemokine Aliases Sources Roles

17q11-12 CCL1 I-309 Inducible in Mo & CD4+ and CD8+ αβ and
CD4−CD8− γ δ T cells

Th2 response

CCL2 MCP-1 Inducible in Mo, fibroblasts, keratinocytes, EC, PMN,
synoviocytes, mesangial cells, astrocytes, lung
epithelial cells & M�

Constitutively made in splenic arteriolar lymphatic
sheath and medullary region of lymph node, many
tumors, & arterial plaque EC

Innate immunity
Th2 response
CD4+ T-cell differentiation

CCL3 MIP-1α
LD78α
MIP-1αS

Inducible in Mo/M�, CD8+ T cells, B cells, plts, PMN,
Eo, Ba, DC, NK, mast cells, keratinocytes,
fibroblasts, mesangial cells, astrocytes, microglial
cells, epith cells

Innate immunity
Th1 response
CD4 T-cell differentiation

CCL3L1 LD78β
MIP-1αP

Similar to CCL3 Probably similar to CCL3

CCL4 MIP-1β Similar to CCL3 Innate immunity
Th1 response

CCL5 RANTES Inducible in EC, T cells, epithelial cells, Mo,
fibroblasts, mesangial cells, NK cells

Constitutively expressed and stored in plt and Eo
granules

Innate immunity
Th1 and Th2 response

NA (CCL6) Mouse only Inducible in bone marrow and peritoneal-derived M� ND

17q11-12 CCL7 MCP-3 Inducible in Mo, plts, fibroblasts, EC, skin, bronchial
epithelial cells, astrocytes

Th2 response

CCL8 MCP-2 Inducible in fibroblasts, PMN, astrocytes
Constitutively expressed in colon, small intest, heart,

lung, thymus, pancreas, spinal cord, ovary, placenta

Th2 response

NA (CCL9/10) Mouse only Constitutively expressed in all mouse organs except
brain; highest in lung, liver, & thymus

Induced in heart & lung

ND

17q11 CCL11 Eotaxin Epithelial cells, EC, smooth muscle, cardiac muscle,
Eo, dermal fibroblasts, mast cells, MI,
Reed–Sternberg cells

Th2 response
Eosinophil trafficking
Mast cell trafficking
Basophil trafficking,

degranulation

NA (CCL12) Mouse only Inducible in lung alveolar M� & smooth muscle cells;
spinal cord

Constitutive expression in lymph node and thymic
stromal cells

Allergic inflammation

17q11-12 CCL13 MCP-4 Inducible in nasal and bronchial epithelial cells;
dermal fibroblasts; PBMCs; atherosclerotic plaque
EC & M�

Constitutively expressed in small intestine, colon,
thymus, heart, & placenta

Th2 response

CCL14a HCC-1 Constitutively expressed in most organs; high plasma
levels

ND

CCL14b HCC-3 Same as CCL14b except absent from skeletal muscle
and pancreas

ND

CCL15 HCC-2
Lkn-1

Inducible in Mo and DC
Constitutive RNA expression in liver, gut, heart, &

skeletal muscle, adrenal gland & lung leukocytes.

ND

CCL16 HCC-4
LEC

Constitutively expressed in liver, possibly many other
organs. Also, Mo, T cells, & NK cells express mRNA

DC maturation factor

16q13 CCL17 TARC Constitutive in normal DC and Reed–Sternberg cells of
Hodgkin’s disease

Th2 response

(continued )
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◗ TABLE 26.2 The Human CC Chemokine Family (Continued)

Chromosomal Common Main Immunologic
Location Chemokine Aliases Sources Roles

17q11.2 CCL18 DC-CK1
PARC

Constitutive in Mo/M�, germinal-center DC DC attraction of naı̈ve T cells
Hematopoiesis

9p13.3 CCL19 ELC, MIP-3β Constitutive on interdigitating DC in secondary
lymphoid tissue

Naı̈ve and memory T cell & DC
homing to lymph node

2q36.3 CCL20 LARC
MIP-3α

Constitutive in follicle-associated epithelium
overlying GALT inductive sites (Peyer patches &
isolated lymphoid follicles)

Inducible in GALT, Th17 cells

GALT development
B and DC homing to GALT
IgA humoral response in gut
Th17 response

9p13.3 CCL21 SLC
6Ckine

Constitutive in lymphatic EC, HEV, & interdigitating
DC in T areas of 2◦ lymphoid tissue, thymic
medullary epith cells, & EC

Naı̈ve and memory T cell & DC
homing to lymph node

16q13 CCL22 MDC Constitutive in DC and M�

Inducible in Mo, T & B cells
Th2 response

17q12 CCL23 MPIF-1 Constitutive in pancreas & skeletal muscle ND

7q11.23 CCL24 Eotaxin-2 Inducible in Mo Eosinophil migration

19p13.3 CCL25 TECK Constitutive in thymic stromal cells & small intest Thymocyte migration
Homing of memory T cells to gut

7q11.23 CCL26 Eotaxin-3 Constitutive in heart & ovary
Inducible on dermal fibroblasts & EC

Th2 response

9p13.3 CCL27 CTACK
Eskine

Constitutive in placenta, keratinocytes, testis, &
brain

Homing of memory and effector
T cells to skin

5p12 CCL28 MEC Constitutive in epith cells of gut, airway Homing of T cells to mucosal
surfaces

NA, not applicable. Mo, monocyte; PMN, neutrophil; DC, dendritic cell; EC, endothelial cell; HEV, high-endothelial venule;
MPC, myeloid progenitor cell; plt, platelet; M�, macrophage MCP, monocyte chemoattractant protein; MIP,
macrophage inflammatory protein; RANTES, regulated upon activation normal T cell expressed and secreted; MRP,
MIP-related protein; HCC, hemofiltrate CC chemokine; TARC, thymus and activation-related chemokine; PARC,
pulmonary and activation-related chemokine; ELC, Epstein–Barr virus–induced receptor ligand chemokine; LARC, liver
and activation-related chemokine; SLC, secondary lymphoid tissue chemokine; MDC, macrophage-derived chemokine;
MPIF, myeloid progenitor inhibitory factor; TECK, thymus-expressed chemokine; CTACK, cutaneous T-cell–associated
chemokine; mucosal epithelium chemokine; MEC, mucosa-associated epithelial cell chemokine.

and some may form preferentially over homodimers in a
GAG-dependent manner (53); native heterodimers have
also been identified (54). It will be important to define
the functional significance of this so-called interactome
(55).

Chemokine Receptors

Chemokine receptors are defined as mediators that ac-
tivate cellular responses upon binding chemokines. All
19 known human subtypes, together with receptors for
the classical lipid and peptide chemoattractant receptors
(16), are members of the rhodopsinlike 7TM superfam-
ily of G-protein–coupled receptors (see www.gpcr.org/7tm
for a Web site devoted to this superfamily). Apart from
odorant receptors, this is the largest known subfamily of
GPCRs, itself the largest protein family from Caenorhab-
ditis elegans to human (16,17,56). Chemokine-binding,
membrane-anchoring, and signaling domains are formed
from a single polypeptide chain. Although homo- and
heterodimers have been reported, the precise physiologic
form has not been clearly delineated (57–59).

Usually the chemokine ligand–receptor relationship is
promiscuous but chemokine subgroup–restricted (Table
26.3). A systematic nomenclature formula exploits this
as follows: receptor name = ligand subgroup root + R
(for “receptor”) + number, in order of discovery. An ex-
ception is the C-chemokine receptor XCR1, where “X”
distinguishes it from CR1, the previously assigned name
for complement receptor 1. For consistency, the XCR1 li-
gands are named XCL1 and XCL2. Each chemokine has a
unique receptor-specificity profile, and each receptor has
a unique chemokine-specificity profile. Promiscuous li-
gands of a given receptor interact with the same receptor
chain, which contrasts with other types of cytokines that
share receptors. Almost all chemokines are chemotactic
agonists, and a few are both agonists at one receptor and
antagonists at another.

Atypical Chemokine System Components

Atypical chemokine system components have been known
since 1993 and continue to be discovered in large num-
bers. Some have been shown to play important functional

http://www.gpcr.org/7tm
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roles. Perhaps most intriguing are the functional chemo-
kines and 7TM chemokine receptors encoded by pox-
viruses and herpesviruses, a clear result of “molecular
piracy” of their hosts, and presumably of great impor-
tance in pathogenesis, although precise roles have not yet
been well defined. A second category includes three hu-
man 7TM proteins (Duffy, D6, and CCX CKR) that bind
chemokines promiscuously but do not signal (60,61). Sev-
eral herpesviruses and poxviruses (26), as well as Schis-
tosoma mansoni (62) and ectoparasitic ticks, also encode
promiscuous chemokine-binding proteins, but they have
unique non-7TM structures and are secreted. Duffy, also
known as DARC (Duffy antigen receptor for chemokines),
is expressed mainly on red cells and is an extreme excep-
tion to the ligand rule because it binds with high affinity
many, but not all, CC and CXC chemokines. Expressed
in placenta and on lymphatic endothelium, D6 is cat-
alytic and not stoichiometrically restricted in its ability
to scavenge inflammatory CC chemokines by a process
of rapid internalization and recycling to plasma mem-
brane. CCX CKR binds multiple CC chemokines (63).
One theory is that nonsignaling chemokine-binding pro-
teins function as anti-inflammatory chemokine buffers.
Accordingly, they have been referred to as chemokine scav-
engers, interceptors, and silent or decoy receptors. Ev-
idence from knockout mouse experiments with D6 and
Duffy suggest that this may be the case in some but not
all contexts.

Several endogenous nonchemokine ligands bind che-
mokine receptors, including aminoacyl tRNA synthetases,
some of which function as autoantigens in autoimmune
disorders (64); β defensin 2, which activates CCR6, possi-
bly linking innate to adaptive immunity (65); chemokine-
like factor 1, an agonist at CCR4 (66); and CD82 (KAI1),
a tetraspanin expressed on leukocytes and cancer cells
that binds to endothelial cell–expressed DARC, triggering
senescence in tumor cells and suppression of metastasis
(67). CCR5 acts as a dendritic cell pattern-recognition re-
ceptor for myHsp70, a heat-shock protein produced by
Mycobacterium tuberculosis, promoting T-DC synapse for-
mation and effector immune responses (68). Numerous
chemokines bind scavenger-receptor ligands, such as oxi-
dized LDL, through their receptor-binding domains (69).
The prototype is CXCL16, which was originally called SR-
PSOX (scavenger receptor for phosphatidyl serine and ox-
idized LDL). CXCL16 has also been shown to function as
a transporter for CpG oligonucleotides across the plasma
membrane for action at TLR9 (70), as well as to me-
diate bacterial phagocytosis by antigen-presenting cells
(APCs) (71).

In contrast, a truncated form of CCL23, unlike full-
length CCL23, has not been shown to activate any
chemokine receptors yet is an agonist at FPRL1, a mem-
ber of the classical chemoattractant fMet-Leu-Phe recep-
tor subfamily (72). Perhaps the most surprising example of
an alternative chemokine receptor agonist is the tripeptide

Pro-Gly-Pro, a breakdown product of collagen from ex-
tracellular matrix that is found in bronchoalveolar lavage
samples from patients with chronic obstructive pulmonary
disease. This peptide shares structural homology with a
domain in CXC chemokines (73), is a chemotactic ago-
nist at CXCR2, and has been shown to recruit neutrophils
via CXCR2 activation in a mouse model of lung inflam-
mation. Examples of non-chemokine chemokine receptor
ligands (agonists or antagonists) have been identified in
numerous pathogens. For example, HIV Tat is an antago-
nist at CXCR4 (74), and M. tuberculosis heat-shock protein
Hsp70, Toxoplasma gondii cyclophilin, and HIV gp120 are
all agonists at CCR5.

Immunologic Classification of the
Chemokine System

Chemokines and chemokine receptors have differential
leukocyte specificities but together regulate the full spec-
trum of leukocytes. As such, they can be loosely divided
into two main functional subsystems, homeostatic and
inflammatory (Table 26.4). Homeostatic chemokines are
differentially and constitutively expressed primarily in spe-
cific microenvironments of primary and secondary im-
mune organs, and recruit hematopoietic precursor cells,
mature dendritic cells (DCs), and naı̈ve and central mem-
ory lymphocyte subsets via constitutively expressed recep-
tors. Inflammatory chemokines are induced by noxious
stimuli in diverse tissue cells and leukocytes. Inflamma-
tory chemokine receptors are constitutively expressed on
myeloid cells, natural killer (NK) cells, and effector but not
naı̈ve lymphocytes. Dynamic shifts in receptor expression
occur during DC and NK cell maturation and during lym-
phocyte maturation, activation, and differentiation (75–
78). This is not an absolute classification, because constitu-
tive chemokines may be further induced, and chemokines
that are highly inducible in some cell types may be consti-
tutively expressed in others.

Evolution of the Chemokine System

Comparative whole-genome analysis has identified che-
mokine genes and chemokine receptor homologs in all ver-
tebrates examined so far, including jawless fish, but not
in any invertebrates including sea squirt and sea urchin,
placing the system’s origins between 564 and 650 million
years ago. Forty-two human, 23 chicken (Gallus galli), 25
frog (Xenopus tropicalis), and, surprisingly, 63 zebrafish
(Danio rerio) chemokine genes have been identified in the
draft sequences for these organisms (79,80). Several hu-
man chemokines (e.g., CXCL8, CCL18) lack mouse coun-
terparts and vice versa. CXCL12 and its receptors CXCR4
and RDC1/CXCR7 are all exceptionally highly conserved,
and all three genes regulate both development and immu-
nity and, at least in mouse, are essential for life (81). By

(text continues on page 813)
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◗ TABLE 26.3 Chemokine Specificities for Human 7TM Chemokine Receptors and Chemokine-Binding Proteinsa,b

CXCR2 CXCR3 CXCR4
CXCR1 (CD128) (CD183) (CD184) CXCR5 CXCR6 CXCR7 CCR1 CCR2

CXCL1/Groα +++
CXCL2/Groβ +++
CXCL3/Groγ +++
CXCL4/PF-4 ++
CXCL4L1

CXCL5/ENA-78 + +++
CXCL6/GCP-2 ++ +++
CXCL7/NAP-2 +++
CXCL8/IL-8 +++ +++
CXCL9/Mig +++
CXCL10/γIP-10 +++
CXCL11/I-TAC +++ ++
CXCL12/SDF-1 +++ +++
CXCL13/BCA1 + +++
CXCL14/BRAK
∗CXCL15/lungkine

CXCL16 +++
CCL1/I-309

CCL2/MCP-1 + +++
CCL3/MIP-1α +++
CCL4/MIP-1β Antag
CCL5/RANTES +++
∗CCL6/MRP-1

CCL7/MCP-3 +++ +++
CCL8/MCP-2 ++ +++
∗CCL9/10/MRP-2 ++
CCL11/eotaxin Antag Antag
∗CCL12/MCP-5 ++
CCL13/MCP-4 +++ +++
CCL14a/HCC-1 +++
CCL14b/HCC-3

CCL15/HCC-2 +++
CCL16/HCC-4 + +
CCL17/TARC

CCL18/PARC

CCL19/ELC

CCL20/LARC

CCL21/SLC +
CCL22/MDC

CCL23/MPIF-1 +++
CCL24/eotaxin-2

CCL25/TECK

CCL26/eotaxin-3

CCL27/CTACK

CCL28/MEC

XCL1/Lymphotactin α
XCL2/ lymphotactin β
CX3CL1/fractalkine

aThe standard name and most commonly used alias are listed for each chemokine.
bFor each receptor, + indicates that the corresponding chemokine is an agonist, and “Antag” denotes an antagonist. For

the 7TM chemokine-binding proteins CCX CKR, D6, and Duffy, the + signs indicate high-affinity binding without signaling.
∗Denotes mouse chemokines that may not have human counterparts.
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contrast, mice that lack CXCL14, the only other highly con-
served chemokine, appear healthy and immunologically
intact, and its putative receptor has not yet been identified
(82). Orthologs for other chemokines among different ver-
tebrate classes are difficult or impossible to assign. A model
of chemokine system evolution has been proposed involv-
ing lineage-specific en bloc and tandem duplications. It has
been speculated that the diverse roles of the chemokines
were established early in their ontogeny, and that expan-
sion accompanied the origin of recombination-activation
gene (RAG)-based adaptive immunity (79).

Genes encoding inflammatory chemokines are found
in two main clusters on human chromosomes 4q12-q21
(CXC) and 17q11-q21 (CC); CXCL16 is an exception, be-
ing located on chromosome 17 but on the other side of the
centromere from the CC gene cluster. Genes for homeo-
static chemokines are scattered alone or in small clusters
on chromosomes 1, 2, 5, 7, 9, 10, and 16. Chemokine genes
typically are ∼4 kb long and usually have four exons in the
case of CXC chemokines and three exons in the case of CC
chemokines.

The 19 human chemokine receptor genes and three
chemokine-binding-protein genes can be divided by chro-
mosomal location into three groups: a large cluster on
chromosome 3p21-23 including multiple CCRs, CX3CR1,
XCR1, and CXCR6, plus D6 and CCX CKR (n = 12);
CXCR1, CXCR2, and one receptor pseudogene clustered
on 2q34-q35; and the rest unclustered. With the exception
of CCR9, genes in the two clustered groups lack introns in
the open reading frame (ORF) but have at least one and
as many as 10 introns separating the promoter from the
ORF. In contrast, an intron divides the N terminus of the
majority of unclustered receptor genes (CXCR3, 4, and 5;
CCR6, and 10). Several of these undergo alternative splic-
ing creating isoforms with distinct N termini, and in the
case of CXCR3 this is functionally significant. CXCR3A
and B both bind CXCL9, 10, and 11 with similar affin-
ity, whereas only CXCR3B also binds the distantly related
CXCL4. CXCR3A is selectively expressed on Th1 cells and
mediates chemotactic responses in a Gi-dependent man-
ner, whereas CXCR3B is expressed on microvascular en-
dothelial cells and mediates the angiostatic effects of all
four of its ligands through a distinct signaling mechanism
(83).

With regard to horizontal evolution, variation in gene
dosage among individuals has been observed for only a
few chemokines. CCL3 is an example in humans, and the
plt locus (paucity of lymph node T cells) is an immuno-
logically important example in mouse. In contrast, gene
polymorphism is common among individuals for most
chemokine and chemokine receptors, although the degree
of polymorphism varies greatly among different genes. The
most extreme and important example is the CCR2-CCR5 lo-
cus, in which combinations of common dimorphic single-
nucleotide polymorphisms (SNPs) in the CCR5 promoter

with a SNP in the ORF of CCR2 named CCR2 V64I and
a 32-base pair (bp) deletion in the ORF of CCR5 named
CCR5�32 together form at least eight distinct haplotypes
that may modulate susceptibility to and progression of var-
ious diseases, including HIV (84,85).

The Issue of Chemokine Redundancy

Two chemokines that bind to the same receptor may still
have highly specific biologic roles, as a result of differential
expression in time and space; activation of the same recep-
tor via different signal transduction pathways or the same
pathway with differential efficacy; or activation of addi-
tional differentially expressed receptors. A good example
of differential expression is CXCL7 (NAP-2, neutrophil-
activating protein-2) and CXCL8. Both are agonists for
neutrophil CXCR2, but CXCL7 is stored in platelet α gran-
ules and released upon platelet activation, whereas CXCL8
is made by virtually all cell types upon gene induction
by proinflammatory stimuli. There are few inflammatory
processes in which only one chemokine is involved. They
typically act cooperatively, on the same or separate cell
types, but in a hierarchical manner through promiscuous
receptors. The net result is that there may be enough func-
tional redundancy in the whole system such that loss of
a single inflammatory chemokine or chemokine receptor,
for example, in a knockout mouse, does not cause altered
susceptibility to naturally acquired infections or other dis-
eases, yet there may not be sufficient redundancy to handle
a stronger stress when one particularly important com-
ponent is missing. In contrast, homeostatic chemokines
act much less redundantly, with typically only one or two
ligands per receptor, and their loss has been associated
with major defects in development and basal leukocyte
homing.

Chemokine Presentation Mechanisms

Chemokines typically act locally, and are thought to be
concentrated for cell activation by tethering to endothe-
lial cells via GAGs or transmembrane domains, or to
matrix (22). GAG-dependent oligomerization has been
shown to be important for in vivo activity of CCL5 and
CXCL10 (86,87). The tethering cell may have produced
the chemokine or else imported it by transcytosis from
neighbors (88). The ligand-binding site includes the recep-
tor N terminus and one or more extracellular loops, de-
pending on the specific chemokine, which allow docking of
the chemokine N-loop domain, and 7TM domains, which
then accept the chemokine’s N terminus and are critical for
triggering. Tyrosine sulfation on the receptor N terminus
has been shown to facilitate chemokine receptor binding
to both chemokine and nonchemokine ligands (e.g., HIV
gp120) (89).
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LEUKOCYTE RESPONSES TO CHEMOKINES

Both homeostatic and inflammatory leukocyte trafficking
require transendothelial migration, a multistep process in-
volving an endothelium- and leukocyte-specific molecu-
lar code, in which chemokines regulate at least two steps
(19,90). In an initial chemokine-independent step, leuko-
cytes roll on inflamed endothelium in a selectin-dependent
manner. Next, chemokines posted on endothelium stimu-
late rolling leukocytes to express activated β2 integrins,
which mediate shear-resistant adhesion via endothelial
ICAMs. Leukocytes respond to chemokine gradients by
changing their shape to produce a front and a back and
by crawling toward the front (91,92). Motion is based
on shear-dependent coordinated cytoskeletal remodeling,
involving expansion of the front (lamellipodium), myosin-
based contraction at the back (uropod), release of the uro-
pod from substrate, and membrane lipid movement. Navi-
gation through tissue may require relays of chemokines
and adhesion molecules. Fine navigation within tissue
microenvironments has also been shown to be directed
by specific chemokines up to the point of immunologic
synapse formation (93,94), and there is now evidence that
CCR5 and CXCR4 may accumulate in the immunologic
synapse formed by CD4+ T cells and dendritic cells in vitro,
and that this may provide chemokine-dependent costimu-
latory signals (95,96).

Chemokines and their receptors have been increasingly
implicated in other cell functions, including regulation
of apoptosis (97–100), regulation of antigen sampling by
immature DCs (e.g., CCR7 and CX3CR1), maturation of
DCs (CCR7), and inhibition of mature DC endocytosis
(CCR7) (101). Inflammatory chemokines may induce me-
diator release (e.g., defensins, proteases, perforins, his-
tamine, eicosanoids), resulting in cytotoxic or vasomotor
responses. Some chemokines even have direct antibacte-
rial activity (102), which could explain why they may be
found constitutively at high concentrations in body fluids
such as sweat.

CHEMOKINE SIGNALING PATHWAYS

Gi-Dependent Effectors

Chemokines trigger chemokine receptors to act as gua-
nine nucleotide exchange factors (GEFs), especially for
Gi2 (103). G-protein activation involves exchange of GDP
for GTP by the α subunit, leading to dissociation of
the trimer into α and βγ subunits. The duration of G-
protein signaling is regulated in part by intrinsic GTPase
activity possessed by the α subunit, which can be
markedly increased by GTPase-activating proteins (GAPs)
known specifically as RGS proteins (regulators of G-
protein signaling). Signaling appears to be mainly me-

diated by βγ , which activates diverse effectors, includ-
ing phospholipases A2, C (subtypes β2 and β3) and
D, phosphatidylinositol-3-kinase γ (PI3Kγ ), protein ty-
rosine kinases (PTK) and phosphatases, low–molecular-
weight GTPases, and mitogen-activated protein kinases
(Figure 26.2). The requirements of these enzymes for
chemotaxis are both chemoattractant- and cell-type de-
pendent, and the complex mechanistic details underlying
specificity remain to be elucidated.

PLC hydrolyzes PI(4,5) bisphosphate (PIP2) to form
1,2-diacylglycerol (DAG) and inositol-1,4,5-trisphosphate
(IP3). IP3 induces Ca2+ release from intracellular stores,
which acts with DAG to activate protein kinase C (PKC).
PI3Kγ phosphorylates PIP2 to form PIP3, which recruits
proteins containing pleckstrin homology (PH) or Phox
(PX) domains to lamellipodium, thereby converting shal-
low extracellular chemokine gradients to steep intra-
cellular effector gradients (104,105). Four PH-domain–
containing targets—Akt, and GEFs for Rac, Rho, and
cdc42—modulate distinct phases of cell movement in
various model systems. Rho regulates cell adhesion and
chemotaxis, and myosin contraction. Rac and cdc42 con-
trol lamellipodia and filipodia formation, respectively.
Downstream targets of Rac include PAK1, which also reg-
ulates myosin contraction. In neutrophils, signal ampli-
fication, gradient sensing, and cell orientation have been
shown to be further amplified and reinforced by ATP re-
lease at the leading edge, which provides autocrine feed-
back signaling through P2Y2 nucleotide receptors. This
is further amplified by conversion of ATP to extracellular
adenosine, which signals through A3 receptors mobilized
to the leading edge (106). Motility, phagocytosis, and im-
munologic synapse formation are all critically dependent
on local polymerization of actin, coordinated by a large
number of actin-binding proteins.

Gi-Independent Effectors

Many chemokine receptors couple to G proteins other than
Gi in vitro; however, the role of these proteins in vivo is not
well defined. There is in vitro evidence from studies of the
fMet-Leu-Phe receptor that G12/13, through activation of
Rho, may be important in formation of the uropod (107).
Mice that lack both G12 and G13 selectively in B cells
have reduced numbers of splenic marginal-zone B cells,
resulting in a delay of antibody production in response to
thymus-independent antigens. However, responsiveness of
these cells to chemokines is normal. Instead, the pheno-
type may be a result of impaired sphingosine-1-phosphate
signaling (108).

Chemokines may activate effectors such as MAP kinases
and nonreceptor PTKs by a variety of Gi-independent
mechanisms. A recent example is CXCR4, which has been
shown to associate physically with TCR in a CXCL12-
dependent manner, resulting in activation of ZAP-70 and
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FIGURE 26.2 Chemokine signal transduction in chemotaxis. Depicted are key steps in two of
the main pathways induced by most chemokines. The PI3Kγ pathway is particularly important
for cell migration. Chemokines are able to activate other pathways as well, including non–Gi-type
G proteins, protein tyrosine kinases, and MAP kinases, resulting in effects on cell proliferation and
activation. Model is modified from the Alliance for Cell Signaling www.signaling-gateway.org).
PLC, phospholipase C; PI3K, phosphatidylinositol 3-kinase; RGS, regulator of G-protein signal-
ing; DAG, diacylglycerol; IP3, inositol trisphosphate; PIP, phosphatidylinsol phosphate; GAG,
glycosaminoglycan; CK, chemokine; PKC, protein kinase C; GRK, G-protein–coupled receptor
kinase; GEF, guanine nucleotide-exchange factor.

downstream effectors, including ERK, calcium flux, AP-1,
and costimulation of cytokine secretion (96).

REGULATION OF CHEMOKINE ACTION

Chemokine and chemokine receptor expression may be
positively or negatively regulated at the transcriptional
level by diverse factors, including proinflammatory cy-
tokines, hypoxia, viruses, bacterial products, cell adhe-
sion, shear stress, antigen uptake, T-cell costimulation,
and diverse transcription factors. Proinflammatory cy-
tokines such as IL-1, TNF, and IL-15 induce expression

of many of the inflammatory chemokines involved in in-
nate immunity such as CXCL8, whereas immunoregula-
tory cytokines such as IFN-γ and IL-4 are more tightly
focused on Th1 (e.g., CXCL9-11)- and Th2 (e.g., CCL11)-
selective chemokines, respectively. Interferons, glucocor-
ticoids, and anti-inflammatory cytokines (e.g., IL-10)
may inhibit inflammatory chemokine gene expression.
Chemokines may also be regulated at the level of mRNA
stability and cell type–specific polyubiquitinylation and
proteasomal degradation (109,110).

A chemokine gene may generate families of proteins
that vary dramatically in activity and potency by alterna-
tive splicing and posttranslational modification, especially

http://www.signaling-gateway.org
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N- and C-terminal proteolytic trimming. Proteases may tar-
get many chemokines (e.g., CD26 [dipeptidyl peptidase IV]
and matrix metalloproteinases [MMP]) (111,112), or few
or only one (e.g., TACE [the TNFα-converting enzyme],
plasmin, urokinase plasminogen activator, and cathepsin
G), and the cleaved forms may be the dominant forms
in biologic fluids, as shown for several CCR1 ligands
(113). Chemokine action may be blocked by chemokine-
binding proteins (e.g., Duffy), endogenous receptor antag-
onists, receptor decoys, and autoantibodies. In addition,
cytokines may convert a signaling receptor into a decoy
(e.g., IL-10 inactivates CCR2 and other receptors on mono-
cytes/macrophages) (114). Also, a receptor may have dif-
ferent functions on different cell types. In addition to RGS
proteins, chemokine receptor signaling may be regulated
by homologous and heterologous desensitization, which
involves phosphorylation by G-protein–coupled receptor
kinases or PKC and PKA, respectively, and internaliza-
tion by clathrin-dependent and -independent mechanisms
(115). Release mechanisms may vary dramatically for dif-
ferent chemokines. CXCL4 is stored in platelet α granules,
whereas the highly related CXCL4L1 is continuously pro-
duced and released (116). CCL5 is released from T-cell
granules that are preassociated with GAGs (117). CCL3
is released multidirectionally from activated T cells, pre-
sumably to create chemotactic gradients, unlike IL-2 and
IFN-γ , which are secreted directly into the immunologic
synapse (118).

CHEMOKINE REGULATION OF
HEMATOPOIESIS

CXCL12 and CXCR4

Originally identified as a pre–B-cell-stimulatory factor
from stromal cells that also enhanced HPC colony forma-
tion ex vivo, CXCL12 is the most abundant chemokine in
bone marrow. Its production is under the control of G-
CSF and adrenergic neurotransmission, among other fac-
tors (119). Mice that lack CXCL12 or its receptor CXCR4
have severe defects in bone marrow myelopoiesis and
B-cell lymphopoiesis (81). The CXCL12/CXCR4 axis is
also critical for mobilization of human peripheral blood
progenitor cells and neutrophils from bone marrow in
patients and for engraftment of human hematopoietic
stem cells in SCID mice (120). Consistent with this,
myelokathexis, or neutropenia without maturation ar-
rest, is a defining phenotype of WHIM syndrome, a rare
autosomal-dominant immunodeficiency disorder charac-
terized by warts, hypogammaglobulinemia, infection, and
myelokathexis, which has been linked to truncating muta-
tions in the C tail of CXCR4 that prolong receptor signaling
by delaying desensitization and blocking internalization
(121). GM-CSF treatment overcomes this defect; moreover,

patients can appropriately mobilize neutrophils in the set-
ting of bacterial infection, so that the condition is usually
not life-threatening. The exact mechanism underlying the
selective predisposition to papillomavirus infection in this
syndrome is unknown. AMD3100, a selective full CXCR4
antagonist, is able to mobilize HPCs and is under develop-
ment for that indication in the setting of transplantation
(122,123), but it has not been tested in WHIM patients.
Other chemokines such as CXCR2 agonists may also reg-
ulate marrow egress and homing of neutrophils and stem
cells (124,125), and this may be relevant for patients with
WHIM who lack CXCR4 mutations.

CXCR4 is also expressed on platelets, megakaryocytes,
and most mature peripheral blood leukocytes, as well as
on some normal and malignant epithelial cells. CXCL12
and CXCR4 knockout mice die in the perinatal period with
multiple developmental abnormalities, including a ven-
tricular septal defect, defective gastric vascularization, and
defects in cerebellar development (81,126,127). A develop-
mental role for CXCR4 has also been found in zebrafish,
in which the ortholog cxcr4b mediates gonadal germ-cell
migration and self-organizing tissue migration in the lat-
eral line during morphogenesis (128). CXCL12 also binds
to a second highly conserved and highly selective GPCR,
formerly known as the orphan RDC1, a close relative of
the adrenomedullin receptor (129,130). Provisionally des-
ignated CXCR7, it appears to play a limited role in im-
munology (it affects positioning of marginal-zone B cells),
but an essential role in development of the heart, partic-
ularly for all four cardiac valves. Curiously, mice that are
deficient in CXCL12 do not exhibit this developmental de-
fect, suggesting that CXCR7 may have other, more relevant
ligands. Moreover, although CXCL12 binds to CXCR7 with
high affinity, persuasive evidence of receptor triggering is
lacking, thus the designation CXCR7 is provisional.

Consistent with a more general role in vascular biology,
CXCR4 is expressed on vascular and cancer stem cells un-
der the control of oxygen tension. These cells home to vas-
cular niches under hypoxic conditions that occur during
wound healing and in tumors. Hypoxia induces reduction
of pVHL, which derepresses transcription factor HIF-1, a
strong inducer of CXCR4 expression (131–133).

Myelosuppressive Chemokines

When added to bone marrow culture systems ex vivo, many
chemokines are able to suppress growth factor–dependent
colony formation, apparently by acting directly on stem
cells and early progenitors. The biologic significance of
this remains unclear except for CXCR2. CXCR2−/− mice
develop massive neutrophilia, splenomegaly, myeloid hy-
perplasia, and expansion of HPCs. CXCR2-dependent
myelosuppression may be important for opposing over-
stimulation of hematopoiesis induced by environmental
flora, because this phenotype is absent in mice derived in
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germ-free conditions. These mice also develop lymph node
B-cell hyperplasia, which may occur by an indirect mech-
anism.

T Lymphopoiesis

During development, T cells must migrate from thymic
cortex to medulla. Chemokines and chemokine receptors
are differentially expressed in thymus and could coordi-
nate migration, but precise roles have not been clearly de-
lineated by phenotypes of gene-targeted mice or by other
approaches. This is more likely to be a result of functional
redundancy than lack of active chemokines in the thymus.

CCR9 and its ligand CCL25 may be important be-
cause competitive transplantation of CCR9−/− bone mar-
row is less efficient than normal marrow at repopulat-
ing the thymus of lethally irradiated Rag-1−/− mice (134).
CCL25 is expressed by medullary dendritic cells and both
cortical and medullary epithelial cells, and CCR9 is ex-
pressed on the majority of immature CD4+CD8+ thy-
mocytes, but is downregulated during transition to the
CD4+ or CD8+ single-positive stage. Just before thymic
egress, thymocytes become CCR9-negative and upregu-
late L-selectin. Transition from CD4+CD8+ thymocytes in
the cortex to CD4 or CD8 single-positive thymocytes in
the medulla is also associated with upregulation of CCR4
and CCR7, receptors for CCL22, and CCL19 and CCL21,
respectively, which are expressed on endothelial cells of
medullary venules. Studies with knockout mice have sug-
gested that CCR7-dependent cortex-to-medulla migration
of positively selected thymocytes may be essential for es-
tablishing central tolerance but not for maturation or ex-
port of thymocytes in vivo (135).

Hematopoietic Cell Positioning in
Peripheral Tissue

Recent work has begun to clarify chemokine-dependent
mechanisms that control homeostatic positioning of
leukocytes in peripheral tissues. The gut has been partic-
ularly well studied. CCL11 and its receptor CCR3 are im-
portant for migration of eosinophils to the gastrointesti-
nal tract (and spleen) (136). CCL20 and its receptor CCR6
regulate positioning of immature myeloid CD11c+CD11b+

DC in the subepithelial dome of Peyers patches (137,138),
which may explain in part why humoral immune re-
sponses within the gut mucosa and defense against entero-
invasive pathogens are abnormal in CCR6−/− mice. CCR6
is also expressed on gut-homing B and T cells, which
may become rapidly activated by CCR6+ DCs. CX3CR1
also regulates location of myeloid DCs in Peyers patches
and may promote dendrite protrusion into the lumen as a
method of antigen sampling. Consistent with this, CX3CR1
is important for controlling Salmonella infection after oral
challenge (139). CCL25/CCR9 signaling regulates gut cryp-

topatch formation and subsequent positioning of intraep-
ithelial lymphocytes (138).

CHEMOKINE REGULATION OF THE
IMMUNE RESPONSE

Innate Immunity

Platelet-Derived Chemokines

Made primarily during platelet development, stored in
platelet α granules, and rapidly released during platelet
degranulation, CXCL4, CXCL4L1, and CXCL7 may be
among the first chemokines to appear at sites of tissue in-
jury and infection, particularly when there is hemorrhage
and vascular damage, and may reach high concentrations
(140). CXCL4 aggregates to form tetramers that are criti-
cal for binding to chondroitinsulfate proteoglycans and to
CXCR3B on endothelial cells. In contrast, CXCL7 is acti-
vated by sequential proteolysis of its N terminus. The pre-
propeptide form, named platelet basic protein (92 amino
acids [aa]), is trimmed during platelet maturation to pro-
duce the 85-aa major stored form, named connective tis-
sue activating peptide-III (CTAP-III), which is inactive on
neutrophils. CTAP-III is further processed during degran-
ulation to 81-aa β-thromboglobulin, also inactive. This is
then cleaved by a cell surface–bound, cathepsin G–like en-
zyme on neutrophils to form 70-aa CXCL7, which has high
homology to CXCL4 (70% aa identity). Thus CXCL7 may
function as an immediate-early mediator of neutrophil re-
cruitment released from platelets at sites of inflammation.
Although it is not a prominent leukocyte chemoattractant
and does not induce degranulation of neutrophil lysoso-
mal enzymes, CXCL4 is able to induce secondary granule
exocytosis and release matrix-degrading enzymes, which
may facilitate neutrophil penetration of infected or injured
tissues. Both CXCL4 and CXCL4L1, the product of the
highly homologous nonallelic variant gene of CXCL4, PF-
4var1/PF-4alt, are strong angiostatic factors (141). In con-
trast, another platelet-derived chemokine, CXCL12, may
be a major determinant of revascularization, as suggested
by an ischemic hindlimb mouse model, in which its re-
lease could be regulated by Kit ligand and thrombopoietin
and it functions to recruit CXCR4+ VEGFR+ hemangio-
cytes to the site of injury (142). The ultimate response in
inflammation and revascularization may depend on the
relative concentration and activities of these counterregu-
latory chemokines.

Neutrophil-Targeted Chemokines

All seven ELR+ CXC chemokines preferentially recruit
neutrophils in vitro by binding to CXCR2. One of these,
CXCL8, is also a potent agonist at CXCR1, which is coex-
pressed at similar levels on neutrophils (Figure 26.3) (143).
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These seven chemokines are rapidly inducible but may dif-
fer biologically as a result of temporal and spatial differ-
ences in expression, which may provide a mechanism for
graded navigation of neutrophils through tissue. Blocking
studies in multiple animal models have demonstrated the
importance of CXCL8 and CXCR2 in neutrophil accumu-
lation in response to infectious and noninfectious stimuli.
The role of CXCR1 in vivo has not yet been defined and
is difficult to analyze, because its major human agonist,
CXCL8, is not found in the mouse; instead, the sole specific
agonist identified for mouse CXCR1 is CXCL6 (GCP-2),
which has relatively low potency in chemotactic assays in
vitro. In a human blister model, endogenous CXCL8 peaks
at ∼24 hours, whereas C5a and leukotriene B4, which also

recruit neutrophils, appear earlier. Thus the primary role
of CXCL8 may be to amplify recruitment of neutrophils
initiated by other chemoattractants.

Intradermal injection of CXCL8 in man causes rapid
(<30 minutes) and selective accumulation of large num-
bers of neutrophils in perivascular regions of the skin
without causing edema. Tissue-specific transgenic overex-
pression of the mouse CXCL8 paralogs KC and MIP-2 re-
sults in a similar picture, suggesting that in vivo these fac-
tors may recruit cells but not independently activate cyto-
toxic mechanisms. In vitro, the ability of CXC chemokines
to activate neutrophil cytotoxic responses is modest. In-
stead, they may prolong survival of neutrophils in the set-
ting of bacterial infection and paradoxically provide an
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intracellular niche in which at least some bacterial species
such as Staphylococcus aureus may persist (144). Studies
in mice have revealed that αβ CD4+ T cells are critical
in providing CXC chemokines that foster abscess forma-
tion in several models of experimental S. aureus infection,
and that the absence of these cells results paradoxically in
smaller/fewer abscesses with reduced bacterial burden. In
addition, pathogens such as Streptococci may actively in-
terfere with the action of CXC chemokines by degrading
them with specific proteases (145). Thus, although there is
no question that neutrophils are critical in defense against
bacterial and fungal pathogens and that CXCR2 agonists
are critical for neutrophil trafficking in the setting of in-
fectious disease, the ultimate outcome of infection may
be determined by a balance between CXCR2-dependent
neutrophil recruitment, niche development, and negative
regulatory mechanisms.

CXCL1, -2, -3, -7, and -8 have also been reported to in-
duce basophil chemotaxis and histamine release in vitro,
which together with other factors such as complement-
derived anaphylatoxins may promote vasodilatation dur-
ing early stages of the innate immune response. CC
chemokines can also activate human neutrophils, but this
typically requires prestimulation of the cells with IFN-γ
and other factors able to induce expression of appropriate
receptors. Conversely, late apoptotic neutrophils can ac-
tively promote the resolution phase of acute inflammation
by terminating chemokine signaling through scavenging
by CCR5, which is expressed in a manner that depends on
caspases and anti-inflammatory lipid mediators (146).

Monocyte/Macrophage-Targeted Chemokines

Circulating blood monocytes can be divided into two prin-
cipal subsets with distinct migratory properties based
on chemokine receptor expression (147). Inflammatory
monocytes are short-lived CX3CR1lowCCR2+Gr1+ cells
that are actively recruited to inflamed tissues in the
mouse. These cells correspond to human CD14+CD16−

monocytes, which are CX3CR1low. Resident monocytes
are long-lived CX3CR1highCCR2−Gr1− cells in the mouse,
characterized by CX3CR1-dependent engraftment and re-
cruitment to noninflamed tissues. These cells correspond
to human CD16+ monocytes that are CX3CR1high but do
not express inflammatory chemokine receptors. Both sub-
sets can differentiate in vivo into DCs that stimulate naı̈ve
T cells. There are numerous examples of the functional im-
portance of these receptors in the monocyte/macrophage
lineage in vivo. CX3CR1 is particularly important in mi-
croglial cell migration and function in the inflamed central
nervous system (148), and has been linked to macular de-
generation in aged mice and in human disease. Both recep-
tors play a role in macrophage accumulation in atheroscle-
rotic plaque (149). In a Listeria model, CCR2 was shown to
be important for release of monocytes from the bone mar-

row to the circulation, but not for migration of circulating
cells to the spleen (150).

Monocytes express additional inflammatory chemokine
receptors including CCR1, CCR5, CXCR1, and CXCR2.
Differentiation in vitro to macrophages is associated with
downregulation of CCR2 and induction of CCR5 and
CX3CR1. Polarized M1 and M2 subsets of macrophages
have been described in keeping with the Th1/Th2 polar-
ization paradigm for T cells. In this regard, the classic
anti-inflammatory Th2 cytokine Il-10 is able to down-
regulate signaling by inflammatory chemokine receptors
on macrophages (24). CCR4, which is a key receptor
in Th2-mediated immune responses, has also been re-
ported to play a dominant role in innate immunity in
mouse models, including endotoxic shock and bacterial
peritonitis, through effects on macrophage differentia-
tion (151).

NK Cell–Targeted Chemokines

Human NK cell subsets express unique repertoires of
chemokine receptors (77). The CD56dimCD16+ subset,
which is associated with high cytotoxic capacity and
low cytokine production, expresses primarily CXCR1 and
CX3CR1, whereas the minor subset of CD56brightCD16dim

cells, which produce large amounts of cytokines but have
low killing capacity, preferentially express CCR7. The ex-
act profile of chemokine receptor expression can be mod-
ulated by adherence and stimulation ex vivo with IL-2.
Cognate chemokines chemoattract NK cells, and promote
degranulation and killing. The importance of chemokines
in NK cell function in vivo is well illustrated by mouse
cytomegalovirus (MCMV) infection, a cause of hepatitis.
MCMV induces CCL3 production in the liver that is re-
quired for recruitment of NK cells. NK cells are the ma-
jor source of IFN-γ in this model, and IFN-γ induces
CXCL9, which is required for protection. Thus a cytokine-
to-chemokine-to-cytokine cascade is required for NK cell–
mediated host defense against this pathogen (152).

Dendritic Cells and Transition to the Adaptive
Immune Response

Transition from innate to adaptive phases of the immune
response involves antigen uptake by antigen-presenting
cells, especially dendritic cells, mediated by Fc and com-
plement phagocytic receptors, as well as pattern-recogni-
tion receptors (PRRs), including DC-SIGN and Toll-like re-
ceptors (TLRs). Through specific PRR ligands, pathogens
may shape the nature and magnitude of the immune re-
sponse in a specific direction, in part by inducing produc-
tion of specific sets of chemokines with distinct leukocyte
specificities (153).

Chemokine receptor expression and function also de-
pends on the nature of the inflammatory stimulus, but also
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on the type of DC. For example, blood-derived plasmacy-
toid and myeloid DCs express a similar repertoire of in-
flammatory chemoattractant receptors, but they are func-
tional only on myeloid DCs. CCL3, CCL4, and CCL5 may be
particularly important for recruiting additional mononu-
clear phagocytes and DCs to sites of infection. This can am-
plify the late stage of the innate immune response, and in
the extreme may devolve into endotoxic shock. Consistent
with this idea, genetic disruption of the CCL3/CCL4/CCL5
receptor CCR5 renders mice relatively resistant to LPS-
induced endotoxemia. CCR4−/− mice are also resistant
to endotoxic shock, and this is associated with reduced
macrophage extravasation to the peritoneum and produc-
tion of the CCR4 ligand CCL17, which can be produced by
DCs (151).

Adaptive Immunity

Afferent Trafficking to Secondary Lymphoid Tissue

The homeostatic receptors CXCR4, CXCR5, and CCR7 and
their ligands are major regulators of lymphoid develop-
ment and the adaptive immune response (21,78,154–158).
DC maturation in peripheral tissues is associated with
downregulation of inflammatory receptors, which may be
important for recruitment, migration, and retention in the
periphery, and reciprocal upregulation of CCR7, which
mediates mature DC migration via afferent lymphatics to
draining lymph nodes in response to CCL21 expressed on
lymphatic endothelial cells. Inflammatory receptors may
also contribute, as demonstrated for CCR2 on Langerhans
cells in a mouse model of Leishmania infection (159).

With regard to lymphocytes, CCR7, and to a lesser ex-
tent CXCR4, mediate both B- and T-cell entry from blood
into lymph node. In lymph node and Peyers patch T zone,
CCL21 is produced by HEV endothelial cells, whereas
CCL19 (the second CCR7 ligand) and the CXCR4 ligand
CXCL12 are produced by adjacent stromal cells. All three
chemokines are displayed on the luminal and ablumi-
nal sides of the HEV, appropriately positioned to mediate
transendothelial migration from the blood of naı̈ve B and
T lymphocytes, which both coexpress CCR7 and CXCR4
(160). CCR7 plays a dominant role in mediating B- and T-
cell adhesion, but CXCR4 also contributes. CCR7−/− mice
and the plt mouse, which is naturally deficient in CCL19
and the CCL21 isoform expressed in secondary lymphoid
organs, have similar phenotypes: atrophic T-cell zones pop-
ulated by a paucity of naı̈ve T cells. This, plus the failure
of activated DC to migrate to lymph node from the skin of
these mice, explains why contact sensitivity, delayed-type
hypersensitivity, and antibody production are severely im-
paired.

CXCR5 is expressed on all peripheral blood and tonsil-
lar B cells, but on only a fraction of bone marrow B cells.
Its ligand CXCL13, produced selectively by HEV endo-

thelial cells and follicular stromal cells, is constitutively
displayed on follicular HEV. CXCL13/CXCR5 supports
∼50% of the signaling required for B-cell entry from blood
to Peyers patch, although CXCR4 may also contribute
(160,161). In CXCR5−/− mice, B cells do not migrate to
lymph nodes, Peyers patches are abnormal, and inguinal
lymph nodes are absent. CXCL13 is also required for
B1-cell homing, natural antibody production, body cav-
ity immunity, and lymphoneogenesis in the setting of au-
toimmunity. CXCR5−/− mice still can produce antibody,
perhaps in part because B cells and follicular DC, by an
unknown mechanism, are able to form ectopic germinal
centers within T zones of the periarteriolar lymphocyte
sheath of spleen. In Peyers patches, B-cell entry is also de-
pendent on CCR7 and CXCR4.

CXCR5 and CCR7 are probably not the only chemokine
receptors responsible for afferent trafficking of leukocytes
to lymph node. CCL9 has been reported to mediate mono-
cyte homing. In addition, inflamed peripheral tissues may
exert “remote control” for monocyte homing to draining
lymph nodes from the blood by “projecting” their local
chemokine profile to HEVs of the draining lymph node
(162). Migration of T cells to splenic red pulp may in-
volve local production of CXCL16. NK-T cells and acti-
vated CD4+ and CD8+ T cells are found in this area and ex-
press the CXCL16 receptor CXCR6. CXCL16 is also made
by DCs in the T zone, and CXCR6 is also found on in-
traepithelial lymphocytes. Thus, CXCL16 may function in
T cell–DC interactions and in regulating movements of ac-
tivated T cells in the splenic red pulp, and in peripheral
tissues.

Migration within Lymph Node Microenvironments

CXCR5 and CCR7 also appear to be important for lympho-
cyte movement within the lymphoid microenvironment.
So-called follicular helper T cells (TFH), a CD57+ subset,
lack CCR7 but express CXCR5, which appears to facili-
tate migration from the T zone following activation to the
follicles in response to CXCL13, where they provide help
for B-cell maturation and antibody production. They do
not produce Th1 or Th2 cytokines upon activation (163).
Reciprocally, B cells activated by antigen in the follicles
upregulate CCR7 and move toward the T zone in response
to CCL21 (164). Thus B–T interaction may be facilitated
by reciprocal movement of these cells, which may be de-
termined in part by the balance of chemokines made in
adjacent lymphoid zones.

CXCR4 signaling may also be important in naı̈ve and
memory B-cell trafficking to germinal centers. An ac-
tive chemokine-dependent process has also been identi-
fied for CD4+ T-cell–dependent activation of rare antigen-
specific naı̈ve CD8+ T cells (94). After immunization in a
TCR-transgenic mouse model, but before antigen recog-
nition, naı̈ve CD8+ T cells in immunogen-draining lymph
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nodes upregulate CCR5, permitting the cells to home to
sites of CD4+ T cell–dendritic cell interaction in lymph
nodes, where CCL3 and CCL4 are produced. Interference
with this process inhibits antigen-specific memory CD8+

T cell generation. There is also evidence that T-cell zone
chemokines such as CCL21 are bound to the surface of
lymph node DCs in vivo and function to capture and prime
naı̈ve T cells for activation by peptide-MHC. Thus T cells
are costimulated ”in trans” and sequentially after initial en-
gagement with their chemokine-rich environment (165).

Efferent Trafficking

Critical determinants of lymphocyte egress from lymph
node are sphingosine 1-phosphate and its receptor S1P
(21). Naı̈ve lymphocytes that do not encounter antigen
continue to recirculate between the blood and secondary
lymphoid tissue without acquiring any tissue-specific
homing properties. In contrast, most antigen-stimulated
T cells die by apoptosis. The survivors may be divided into
functionally distinct subsets that preferentially express cer-
tain chemokine receptors. Within the CD4+ subpopula-
tion, three memory subsets and three primary effector sub-
sets have been proposed. The memory subsets include TFH

cells, described previously, and effector memory (TEM) and
central memory cells (TCM) (166). Memory cells classically
express CD45RO. In addition to this, classic TCM cells also
express L-selectin (CD62L) and CCR7, which are thought
to mediate homing of the cells from blood to secondary
lymphoid organs across HEV; these cells are not polarized
and lack immediate effector function. Instead, they are
thought to interact with DCs in lymph node and differenti-
ate into TEM upon secondary stimulation. TEM cells express
L-selectin but lack CCR7, and were originally proposed to
differentiate from TCM and to traffic through peripheral
tissues as immune surveillance cells, rapidly releasing cy-
tokines in response to activation by recall antigens.

It is increasingly clear that the original TCM/TEM

paradigm requires revision, in part because CCR7+ effec-
tor memory cells have been detected in inflamed tissues
and CCR7 facilitates their exit into lymphatics (167,168).
Rather than a dualism with a single precursor–product re-
lationship, analysis of freshly isolated human peripheral
blood CD4+ T cells has suggested that memory-cell dif-
ferentiation may be a continuum with multiple branch
points arising probabilistically, giving rise to many sub-
populations that preferentially express certain chemokine
receptors (169).

Upon activation, the classic polarized effector subsets,
Th1 and Th2, downregulate CXCR5 and CCR7 and up-
regulate inflammatory chemokine receptors (170). This
switch facilitates exit from lymph node via efferent lym-
phatics and homing to inflamed sites. In vivo, Th1 cells,
which by the simplest definition secrete IFN-γ but not IL-
4 and which control cellular and humoral immunity to

intracellular pathogens, more frequently express CXCR3,
CXCR6, CCR2, CCR5, and CX3CR1 than Th2 cells. The
most highly differentiated CD4+ memory T cells, so-called
‘first responders,’ express CCR2 and CCR5. In contrast, Th2
cells, which express IL-4 but not IFN-γ , and are associ-
ated with cellular and humoral immunity to extracellular
pathogens and allergic inflammation, more frequently ex-
press CCR3, CCR4, and CCR8 than Th1 cells. CXCR3 ex-
pression is dependent on T-bet expression and has been
most consistently associated with Th1 immune responses
and Th1-associated disease. Consistent with this, its ago-
nists CXCL9-11 are highly induced by IFN-γ but not by
IL-4. Thus, in Th1 immunity there is the potential for a
positive feedback loop in which IFN-γ induces produc-
tion of CXCL9-11, which then recruit CXCR3+ Th1 cells
that produce IFN-γ . The “Th1 chemokines” may also help
maintain Th1 dominance in part through their ability to
block CCR3. Specific cytokines, microenvironments, and
inflammatory stresses may differentially regulate CXCL9-
11 expression, which may account for specialized biologic
roles. For example, though all three chemokines are in-
ducible by IFN-γ , CXCL10 and CXCL11 but not CXCL9
are also inducible by type I interferon. There is evidence
that Th1 and Th2 cell recruitment into tissue is differen-
tially regulated by Stat1 and Stat6, respectively, and that
Stat1 controls recruitment of Th1 cells through the induc-
tion of CXCR3 ligands and CXCL16 (171).

Conversely, research on chemokine expression and tar-
gets has led to a model of Th2 immunity in which IL-4
and IL-13 made at inflamed sites in the periphery may in-
duce production of CCL7, CCL11 and other CCR3 ligands,
the CCR4 ligands CCL17 and CCL22, and the CCR8 ligand
CCL1. CCR3 is expressed on a subset of Th2 T lymphocytes
as well as on eosinophils and basophils, the three major
cell types associated with Th2-type allergic inflammation,
and Th2 cells are associated with CCR4 expression. Ar-
rival of Th2 cells amplifies a positive feedback loop through
secretion of additional IL-4. Moreover, CCL7 and CCL11
may block Th1 responses by antagonizing CCR2, CXCR3,
and CCR5. Many chemokine receptors have been identi-
fied on CD4+ regulatory T cells, including CCR4, CCR5,
and CCR8. CCR5 has been shown to play an important
role in homing of these cells to skin during Leishmania
major infection, favoring pathogen persistence (172).

Recently, IL-17 producing T cells or Th17 cells, have
emerged as an important third subset of CD4+ effector
cells, involved in autoimmunity and host defense. All Th17
cells express CCR6 (172a).

T-Cell Differentiation

Some chemokines appear to regulate not just trafficking
but also T-cell polarization, at least in certain contexts.
CCL2 and its receptor CCR2 have been most extensively
studied in this regard, but the results are complex and
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appear at first glance contradictory because in vivo CCR2 is
strongly associated with Th1 immune responses and CCL2
is associated with Th2 responses (173). CCL2 appears to
promote Th2 polarization directly, by inhibiting IL-12 pro-
duction in monocytes, and by enhancing IL-4 but not
IFN-γ production in memory and activated T cells. Thus,
CCL2 influences both innate immunity, through effects
on monocyte trafficking, and adaptive immunity, through
control of T-helper cell trafficking and potentially T-cell po-
larization. In the case of aerosol challenge with M. tuber-
culosis in CCR2−/−- mice, DC migration to draining lymph
node is markedly impaired, which preempts any direct ef-
fects of CCL2 on T cells. Why CCL2 and CCR2 have oppo-
site effects on Th polarization is unclear but is most likely
a result of ligand-receptor promiscuity.

Tissue-specific Lymphocyte Homing

CLA+ T lymphocytes, which home to skin, preferentially
express CCR4 and CCR10. The CCR4 ligand CCL22 is made
by resident dermal macrophages and DCs, whereas the
CCR10 ligand CCL27 is made by keratinocytes. Blocking
both of these pathways, but not either one alone, has been
reported to inhibit lymphocyte recruitment to the skin
in a DTH model, implying that in this model these two
molecules act redundantly and independently of inflam-
matory chemokines (174).

Homing to small intestine is determined in part by T-
lymphocyte expression of the integrin α4β7 and CCR9. The
α4β7 ligand MAdCAM-1 and the CCR9 ligand CCL25 colo-
calize on normal and inflamed small intestinal endothe-
lium, and most T cells in the intraepithelial and lamina pro-
pria zones of the small intestine express CCR9. These cells,
which are mainly γ δ TCR (+) or CD8αβ(+)αβTCR(+),
are reduced in small intestine from CCR9−/− mice. CCL20
and its receptor CCR6 are also important in gut mucosal
immune responses. CCL20 is constitutively expressed in
follicle-associated epithelial cells (FAE) overlying GALT-
inductive sites (Peyer patches and isolated lymphoid folli-
cles), but can also be induced in GALT under inflammatory
conditions. It is important for GALT development and for
B and DC homing to GALT. CCR6+ DC recruited to the
dome region of Peyer patches upon invasion of FAE by an
enteric pathogen has been shown to mediate rapid activa-
tion of pathogen-specific T cells (175).

As B cells differentiate into plasma cells, they also
downregulate CXCR5 and CCR7 and exit the lymph node.
B immunoblasts expressing IgG coordinately upregulate
CXCR4, which promotes homing to the bone marrow,
whereas B immunoblasts expressing IgA migrate specif-
ically to mucosal sites. Like gut-homing T cells, gut hom-
ing IgA-secreting B immunoblasts express α4β7 integrin
and CCR9 and respond to CCL25. Intestinal dendritic cells
may help shape mucosal immunity by generating gut-
homing IgA-secreting B cells through the synergistic ac-

tion of several mediators, including retinoic acid, IL-5, and
IL-6 (176–178). The chemokine requirements for traffick-
ing to the colon and other mucosal sites have not been
worked out yet.

CHEMOKINES AND DISEASE

There is a vast literature correlating the presence of
chemokines with diverse human diseases, but strong ev-
idence that they are actually involved in pathogenesis is
available for only a small subset of these (Tables 26.5, 26.6).
Many pathogenetic mechanisms have been proposed, in-
cluding activation of innate immunity, activation of adap-
tive immunity, and cell trafficking. These mechanisms may
cooperate so that, for example, nonspecific activation of
innate immunity may markedly enhance susceptibility to
destruction of a solid organ by adaptive immune mecha-
nisms (179).

HIV

HIV infection requires fusion of the viral envelope to a
target cell membrane, a process that is initiated by direct
binding of the HIV envelope glycoprotein gp120 to both
CD4 and a coreceptor on the target cell (30,180). Although
many chemokine receptors and related GPCRs can func-
tion as coreceptors in vitro, CCR5 and CXCR4 appear to be
the most relevant on primary cells. Their interaction with
CD4 may be constitutive and stabilized by gp120. The us-
age of these receptors is so important that HIV strains are
now functionally classified and named according to their
specificity for CXCR4 (X4 strains), CCR5 (R5 strains), or
both (R5X4 strains).

The importance of CCR5 in clinical HIV/AIDS was es-
tablished by the seminal discovery that CCR5�32, a non-
functional allele founded more than 5,000 years ago in
Caucasians and now present in ∼20% of North American
Caucasians, is a strong AIDS-restriction factor, protecting
homozygotes from initial infection and slowing the rate of
progression to AIDS in infected heterozygotes (181). Addi-
tional genetic risk factors affecting the rate of HIV disease
progression have been identified in the CCR5 signaling sys-
tem, including SNPs in the promoters for CCR5 and its li-
gand CCL5, and variation in the gene copy number of the
CCR5 ligand CCL3L1, which cumulatively may account for
∼9% of the risk of slow progression to AIDS (182–185). Ge-
netic restriction factors have also been identified in some
but not all studies for the CXCR4 ligand CXCL12 (SDF1-
3′A) and the minor HIV coreceptors CCR2 (CCR2-64I) and
CX3CR1 (CX3CR1-M280), but their biologic significance
and mechanisms remain undefined. The pattern of genetic
variation at CCR5�32 is most consistent with neutral evo-
lution (186). CCR5�32 homozygotes appear healthy, as
do unstressed CCR5 knockout mice. Drug development
programs by several pharmaceutical companies targeting
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◗ TABLE 26.5 Some Phenotypes of Chemokine-Receptor Knockout Mice

Phenotype

Receptor Infectious Disease Inflammation Development

CXCR2 Increased susceptibility to:
T. gondii
Brain abscess
Onchocerca volvulus
E. coli pyelonephritis

Reduced:
Wound healing
A. fumigatus AHR
Urate crystal-induced synovitis

Expansion of neutrophils & B cells
in blood, marrow, & lymphoid
organs (not seen when derived in
germ-free environment)

CXCR3 Increased susceptibility to MTb Delayed cardiac allograft rejection
CXCR4 Perinatal lethality

Defective:
Ventricular septum
Bone marrow myelopoiesis
B-cell lymphopoiesis
Gastric vascularization
Cerebellar granule cell migration

CXCR5 Few Peyer patches, no inguinal LN
Defective germinal centers &

B-cell homing to LN
CXCR7 Defective cardiac development
CCR1 Increased susceptibility to:

T gondii
Pneumonia virus of mice
A. fumigatus

Increased:
Th1 response and glomerular injury in

nephrotoxic nephritis model
Th2 response to SEA

Reduced:
Neutrophilic alveolitis in pancreatitis–ARDS

model
Airway remodeling and Th2 response in

A. fumigatus model
Th1 response & resistance to EAE
Th1 response to PPD
Delayed cardiac allograft rejection

NR

CCR2 Increased susceptibility to:
C. neoformans
L. monocytogenes
L. major
M. tuberculosis

Resistance to:
L. donovani
Influenza A

Decreased:
EAE
DVT resolution
Response to PPD
Atherosclerosis
Cardiac allograft rejection
AHR to CRA
Dextran sulfate–mediated colitis
Thioglycollate-induced peritonitis
FITC and bleomycin-induced pulmonary fibrosis
M� recruited to injured nerve
DTH
Monocyte extravasation

Increased:
AHR to OVA
AHR to A. fumigatus
Glomerulonephritis in antiglomerular basement

membrane antibody model

Enhanced myeloid progenitor cell
cycling and apoptosis

(continued )
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◗ TABLE 26.5 Some Phenotypes of Chemokine-Receptor Knockout Mice (Continued)

Phenotype

Receptor Infectious Disease Inflammation Development

ip OVA sensitization → OVA challenge:
Increased AHR & airway mast cells; decreased
airway eos, trapped between elastic lamina and
endothelial cells

CCR3 Epicutaneous OVA sensitization → OVA
challenge:
Protection from allergic skin inflammation &

AHR. Eos and mast cells not recruited to skin
or lung

Decreased IL-13–induced pulmonary
eosinophilia & remodeling

CCR4 Increased susceptibility to lps
CCR5 Increased susceptibility to:

L. monocytogenes
C. neoformans
T. gondii
Influenza A
L. major
West Nile Virus

Resistance to:
L. donovani

Decreased:
Dextran sulfate-mediated colitis
Lps toxicity
Mouse hepatitis virus-induced demyelination

due to decreased M� recruitment to CNS
Cardiac allograft rejection

Increased:
DTH
Humoral response to T-dependent Ag

CCR6 Impaired humoral immune
response to orally administered
antigen and to rotavirus

Defective CRA-induced allergic airway
inflammation

Increased contact hypersensitivity to
2,4-dinitrofluorobenzene

Resistance to DTH to allogeneic splenocytes
Decreased arthritis

Absent myeloid CD11b+ CD11c+

dendritic-cells in subepithelial
dome of Peyer patches

Increased T cells in intestinal
mucosa

CCR7 Delayed humoral response
Defective contact sensitivity
Defective DTH
Defective renal fibrosis & fibrocyte accumulation

in unilateral ureteral obstruction

Defective lymphocyte and DC
migration to LN

Undeveloped T-cell zones
Impaired trafficking of T cells and

DC to LN
CCR8 Defective SEA-induced granuloma formation;

decreased OVA- and CRA-induced allergic
airway inflammation

Decreased inflammation in IBD models
CCR9 Decreased preproB cells, but nl T

and B cells
Decreased ratio of gut

intraepithelial T-cell-to-epithelial
cell ratio due to decreased γ δ T
cells

CX3CR1 Increased susceptibility to
Salmonella infection

Resistance to cardiac allograft rejection in
cyclosporin A–treated animals

Duffy Increased or decreased neutrophil mobilization,
depending on the model

D6 Increased CFA- or TPA-induced psoriasiform
dermatitis

Reduced EAE

fetal loss

SEA, Schistosoma mansoni–soluble egg antigen; OVA, ovalbumin; CRA, cockroach antigen; AHR, airway hyperreactivity;
LN, lymph node; DC, dendritic cell; DTH, delayed-type hypersensitivity; NR, not reported.
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◗ TABLE 26.6 Chemokine System and Human
Diseasea

WHIM syndrome (warts, hypogammaglobulinemia, infection,
myelokathexis) and CXCR4

Plasmodium vivax malaria and Duffy
HIV/AIDS and CCR5
West Nile virus disease and CCR5
Kaposi sarcoma and human herpesvirus 8 vGPCR
Atherosclerotic cardiovascular disease and CX3CR1
Autoimmune heparin-induced thrombocytopenia and CXCL4
Chronic renal allograft rejection and CCR5
Rheumatoid arthritis and CCR5
Eosinophilic esophagitis and CCL26

aThe list includes diseases for which there is consistent evidence for
chemokine regulation of pathogenesis in humans. Chemokines have been
implicated in many other human diseases by physical expression in
disease sites, or by studies in animal models, but clear and consistent
evidence for a functional role in human disease pathogenesis is not yet
available, for example, from genetic studies or drug trials.

CCR5 have succeeded in identifying small-molecule an-
tagonists, and Pfizer’s Maraviroc has been approved by
the FDA for the treatment of HIV/AIDS—the first ap-
proved drug targeting the chemokine system. Resistance
to CCR5 antagonism has been documented for R5 HIV,
but the mechanism involves usage of alternative drug-
insensitive domains of CCR5, not conversion to CXCR4
tropism.

CCR5 is also important in the neuropathogenesis of
West Nile virus (WNV) infection, in both humans and in
a mouse model of disease, but unlike HIV, here it plays a
protective role by facilitating antiviral leukocyte trafficking
to the brain (187). CCR5-blocking agents could theoreti-
cally increase the risk of symptomatic WNV disease in in-
fected patients, particularly in the setting of HIV/AIDS, in
which the immune system is already compromised. Patho-
genesis in the mouse model of WNV is also regulated by
neuronal CXCL10 through recruitment of CD8+ T cells to
the brain (188). CXCL10 also controls pathogenesis in a
mouse model of the related flavivirus Dengue virus, both
by regulating T-cell recruitment through CXCR3 and by
competitively inhibiting viral binding to cell-surface hep-
aran sulfate (189).

X4 HIV strains typically do not transmit disease, but
instead appear to evolve from R5 quasispecies in a mi-
nority of patients late in infection during the transition
to clinical disease. Consistent with this, these strains ap-
pear more virulent than R5 strains in vitro. The reason is
not fully defined, but it is important to note that the per-
centage of CD4+ T cells expressing CXCR4 greatly exceeds
that expressing CCR5. Moreover, the X4 envelope protein
expressed on CD4+ T cells has been shown to induce au-
tophagic programmed cell death of uninfected bystander
cells by binding to CXCR4 on the cell membrane, signal-
ing in a non–Gi-, non–caspase 3-dependent manner (190).
An unresolved question is why X4 strains do not readily

transmit disease, given the broad expression of CXCR4 on
macrophages and CD4+ T cells.

Malaria

Analagous to CCR5 and HIV, Duffy, the 7TM promiscu-
ous chemokine-binding protein, is required for infection
of erythrocytes by Plasmodium vivax, a major cause of
malaria. The parasite ligand, which is named the Plasmod-
ium vivax Duffy-binding protein (PvDBP), is expressed in
micronemes of merozoites and binds to the N-terminal
domain of Duffy via a cysteine-rich domain (191). This
interaction is required for junction formation during in-
vasion, but not for initial binding or parasite orienta-
tion. Duffy deficiency, which is due mainly to an in-
herited single-nucleotide substitution named −46C at an
erythroid-specific GATA-1 site in the Duffy promoter, is
fixed in sub-Saharan Africa but not in other malaria-
endemic regions of the world. Accordingly, P. vivax malaria
is rare in sub-Saharan Africa but common in Central and
South America, India, and Southeast Asia. Fixation of
the mutation in Africa presumably occurred because of
positive selective pressure from malaria. Together with
CCR5�32, Duffy −46C is the strongest genetic resistance
factor known for any infectious disease in humans. Duffy
deficiency in humans and knockout mice is not associ-
ated with any known health problems under unstressed
conditions. Chemokine control of P. falciparum malaria is
less well studied, although in an intriguing development
endothelial cell CX3CL1 was reported to bind parasite-
infected erythrocytes in vitro (192), suggesting that the par-
asite expresses a mimic for the CX3CL1 receptor CX3CR1.
Conversely, the G glycoprotein of respiratory syncytial
virus has been reported to function as a CX3CL1 mimic,
binding to CX3CR1 to induce chemotaxis and possibly pro-
mote viral entry (193), and human cytomegalovirus en-
codes US28, a chemokine receptor that is able to bind
CX3CL1, possibly to mediate viral attachment to target
cells. Together, these examples show the rich dialogue be-
tween hosts and pathogens using the chemokine system as
a preferred method of communication.

Kaposi’s Sarcoma

A full discussion of the many virally encoded chemokines
and chemokine receptors is beyond the scope of this chap-
ter (Table 26.7) but can be found in recent reviews (26,27).
HHV8 ORF74 deserves special mention, however (194).
HHV8 encodes three CC chemokines, vMIP-I, -II, and -III,
as well as a constitutively active CC/CXC chemokine re-
ceptor named vGPCR, encoded by ORF74. All of these fac-
tors are angiogenic and may contribute to the pathogenesis
of Kaposis sarcoma (KS), a highly vascular, multicentric,
nonclonal tumor caused by HHV8, typically in a setting
of immunosuppression such as in HIV/AIDS. Consistent
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◗ TABLE 26.7 The Viral Chemokine Systema

Structural classification

Chemokines (e.g., HHV8 vMIP-I, -II, and -III; Molluscum
contagiosum virus MC148-R)

7TM chemokine receptors: ligand-regulated and/or constitutively
active (e.g., HCMV US28, HHV8 vGPCR)

Unique structure
Chemokine-binding proteins (e.g., γ HV68 vCKBP-III)
Chemokine mimics (e.g., HIV gp120)

Functional classification

Cell entry factors (e.g., HIV gp120)
Leukocyte chemoattractants (e.g., HHV8 vMIP-II)
Immune evasion
Chemokine scavengers (e.g., γ HV68 vCKBP-III)
Chemokine-receptor antagonists (e.g., Molluscum contagiosum

virus MC148-R)
Angiogenic factors (e.g., HHV8 vGPCR)
Growth factors (e.g., HHV8 vGPCR)

aThe role of chemokines in immunoregulation may be revealed by studying
the viral chemokine system. Viral chemokine elements may also have
applications as therapeutic agents.

with this, vGPCR induces KS-like tumors when expressed
constitutively or inducibly in transgenic mice on endothe-
lial cells. The mechanism may involve signaling through
diverse pathways, including the nonconventional G pro-
tein Gq, and phosphorylation of tuberin, which promotes
activation of mTOR, a rapamycin-sensitive target, through
direct and paracrine mechanisms (195). The latter may in-
clude activation of NFκB and induction of angiogenic fac-
tors such as VEGF and proinflammatory chemokines and
cytokines. Thus, this virus appears to have converted a hi-
jacked receptor, probably CXCR2, into a regulator of gene
expression. The model identifies rapamycin as a candidate
therapeutic in Kaposi’s sarcoma.

Atherosclerosis

There is now compelling genetic evidence from knockout
mice and human disease cohorts that CX3CR1 is a sig-
nificant proatherogenic factor. The mechanism remains
unclear but may involve induction of CX3CL1 on vas-
cular smooth muscle cells, and recruitment and reten-
tion of CX3CR1-positive monocytes to plaque through the
dual chemotactic and adhesive functions of this ligand–
receptor pair (196). The evidence in humans is based in
part on consistent association of a defective receptor vari-
ant named CX3CR1 M280, with reduced risk of cardiovas-
cular disease endpoints in multiple cohort studies (197).
There is also extensive evidence in mouse models for a
proatherogenic role for CCL2 and its receptor CCR2 (5).

Adoptive transfer studies of bone marrow from knock-
out mice have also revealed a role for CCR5 and CXCR2
in mouse models of atherosclerosis. CXCR2 may work
by promoting monocyte adhesion to early atherosclerotic

endothelium, through interaction with its mouse ligand
KC and activation of the VLA-4/VCAM-1 adhesion system
(198). Immunoneutralization experiments have revealed a
role for CCR7 on foam cells in a mouse model of atherore-
gression (199). Surprisingly, CCR1 and CXCL16 deficiency
appeared to increase inflammation in atherosclerosis mod-
els (200). CXCL10 has also been implicated in atheroge-
nesis in a mouse model, possibly acting by recruitment
of CXCR3+ Th1 cells. Lack of CXCL10 was also associ-
ated with a relative increase of regulatory T cells in plaque
(201). Additional work will be needed to integrate these
findings into a mechanistic model of how chemokines reg-
ulate atherosclerosis.

Autoimmunity

Two human diseases have been identified in which chemo-
kines act as autoantigens for autoantibodies. The first,
heparin-induced thrombocytopenia (HIT), is the only hu-
man autoimmune disease directly linked mechanistically
to chemokines (202). An established risk factor for throm-
boembolic complications of heparin therapy, HIT occurs in
1% to 5% of patients treated with heparin and is the result
of autoantibodies that bind specifically to CXCL4/heparin
complexes in plasma. The second, autoimmune myositis,
is associated with autoantibodies to histidyl tRNA syn-
thetase, a protein synthesis factor that is also able to in-
duce DC chemotaxis, apparently by acting as an agonist
at CCR5 (64). Its exact importance in promoting inflam-
mation in myositis has not been established. Several other
autoantigens have also been shown to activate chemokine
receptors in vitro.

In general, T-cell–dependent autoimmune diseases
in humans such as psoriasis, multiple sclerosis (MS),
rheumatoid arthritis (RA), and type 1 diabetes mellitus
are associated with inflammatory chemokines and tissue
infiltration by T lymphocytes and monocytes expressing
inflammatory chemokine receptors. Rheumatoid arthri-
tis has been consistently negatively associated with ho-
mozygous CCR5�32, suggesting that CCR5 is important
in pathogenesis in humans (203). Consistent with this,
Met-RANTES, a chemically modified variant of CCL5
that blocks CCR1, CCR3, and CCR5, was beneficial in a
collagen-induced arthritis model in DBA/I mice.

Numerous chemokine receptors affect immunopatho-
genesis in mouse experimental allergic encephalomyeli-
tis (EAE), a model of MS. In most cases, for example,
CCL2, CCL3, and CCR2, gene disruption results in atten-
uation of disease. Neutralization of CCL3 and CCL2 with
MAbs markedly reduced the early and relapsing phases
of EAE, respectively. In contrast, CX3CR1−/− mice have
increased mortality, nonremitting spastic paraplegia, and
hemorrhagic inflammatory lesions in EAE. The phenotype
is associated with a selective defect in migration of NK
cells, which strongly express this receptor, to the central
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nervous system, suggesting that NK cells are negative im-
munoregulators in this context (204). Mice that lack D6,
the chemokine scavenger, have decreased severity of EAE,
because of decreased T-cell infiltration, which is opposite
to prediction for a negative regulator, and opposite to what
was observed for D6 knockouts in a psoriasis model (205).
CCR5�32 homozygotes have been reported who have MS,
indicating that this receptor is not required for disease.

Paradoxically, in some cases, blocking chemokine re-
ceptors may lead to increased inflammation, as has been
shown for CCR1 and CCR2 in nephrotoxic nephritis and
glomerulonephritis mouse models. This is associated with
increased renal recruitment of CD4+ and CD8+ T cells and
macrophages and enhanced Th1 immune responses; how-
ever, the exact mechanism is not defined.

Acute Neutrophil-mediated
Inflammatory Disorders

Many neutrophil-mediated human diseases have been as-
sociated with the presence of CXCL8, including psoriasis,
gout, acute glomerulonephritis, acute respiratory distress
syndrome (ARDS), rheumatoid arthritis, and ischemia-
reperfusion injury. Systemic administration of neutraliz-
ing anti-CXCL8 antibodies is protective in diverse models
of neutrophil-mediated acute inflammation in the rab-
bit (skin, airway, pleura, glomeruli), providing proof-of-
concept that CXCL8 is a nonredundant mediator of innate
immunity and acute pathologic inflammation in these set-
tings. Moreover, CXCR2 knockout mice are less suscep-
tible to acute urate crystal-induced gouty synovitis, and
SB-265610, a nonpeptide small-molecule antagonist with
exquisite selectivity for CXCR2, prevents neutrophil accu-
mulation in the lungs of hyperoxia-exposed newborn rats.
Together the results identify CXCL8 and its receptors as
candidate drug targets for diseases mediated by acute neu-
trophilic inflammation. CXCR2 knockout mice also have
delayed wound healing.

Transplant Rejection

An advantage of transplant rejection over other animal
models of human disease is that in both the human
and animal situations, the time of antigenic challenge is
known precisely. The most extensive analysis of the role of
chemokines in transplant rejection has been carried out in
an MHC class I/II-mismatched cardiac allograft rejection
model in the mouse, which is mediated by a Th1 immune
response (206). Similar sets of inflammatory chemokines
are found in the mouse model as in the human disease.
ELR+ CXC chemokines and CCL2 appear early, and are
probably made by engrafted blood vessel endothelial cells.
These are associated with neutrophil and mononuclear cell
accumulation. On day 3 after engraftment, CCL2 is still
present, and the three CXCR3 ligands CXCL9–11 and the

CCR5 ligands CCL4 and CCL5 appear. Of the CXCR3 li-
gands, CXCL10 appears earliest and in largest amounts,
probably in response to IFN-γ coming from NK cells.
This phase is associated with transition to an adaptive im-
mune response with accumulation of trafficking of recipi-
ent T cells, macrophages, and DCs to the graft, followed by
acute and chronic rejection. Graft arteriosclerosis, which
is distinct from the lipid-driven disease, may be driven in
part by CXCL10 and IFN-γ . Analysis of knockout mice
has demonstrated that while multiple chemokine recep-
tors contribute to rejection in this model, there is a marked
rank order: CXCR3 >> CCR5 > CCR1 = CX3CR1 = CCR2.
Most impressively, rejection and graft arteriosclerosis do
not occur if the recipient mouse, treated with a brief, sub-
therapeutic course of cyclosporin A, is CXCR3−/− or if the
donor heart is CXCL10−/−, identifying this axis as a poten-
tial drug target. Neutralization of CXCL9, a CXCR3 ligand
that appears later than CXCL10, can also prolong cardiac
allograft survival, and delay T-cell infiltration and acute re-
jection in class II MHC–disparate skin allografts. In rats,
BX-471, a nonpeptide small-molecule antagonist of CCR1,
was reported to be effective in heart transplant rejection.
In humans, CCR5 may be important in chronic kidney al-
lograft rejection, because individuals who are homozygous
for CCR5�32 are underrepresented among patients with
this outcome in a large German kidney transplantation co-
hort (207).

Allergic Airway Disease

Chemokine receptors associated with asthma include
CXCR2, CXCR4, CCR3, CCR4, and CCR8. CCR3 is present
on eosinophils, basophils, mast cells, and some Th2 T cells,
and CCR4 and CCR8 identify airway T cells of allergen-
challenged atopic asthmatics. CCR8 knockout mice have
reduced allergic airway inflammation in response to three
different Th2-polarizing antigens: Schistosoma mansoni–
soluble egg antigen, ovalbumin, and cockroach antigen
(208). The situation with the CCR4 axis is unsettled, be-
cause neutralization of the CCR4 ligand CCL22 was pro-
tective in a mouse model of airway hyperreactivity and
eosinophilic inflammation, but CCR4 gene knockout was
not. Because CCR4 is expressed on both Th2 effector cells
and CD4+CD25highFoxp3+ regulatory T cells, the relative
functionality of other chemokine receptors on these cells
would be expected to determine the overall effect of block-
ing CCR4 on allergic disease. A role for the CCR3 axis in
asthma has been supported by CCL11 neutralization in
guinea pig, and CCR3 gene knockout in mouse. Only one
of three studies of CCL11 knockout mice found protec-
tion, ∼40% reduction in airway eosinophils in ovalbumin-
sensitized/challenged mice, possibly as a result of com-
pensation by other CCR3 ligands. The net effect of CCR3
knockout was expected to be more profound, but the exact
phenotype depends dramatically on the specific method of
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sensitization and challenge, because of complex and op-
posite effects on eosinophil and mast cell trafficking. Thus
CCR3−/− mice sensitized IP have reduced eosinophil ex-
travasation into the lung but an increase in mast cell hom-
ing to the trachea, with the net result being a paradoxical
increase in airway responsiveness to cholinergic stimula-
tion. Mast cell mobilization is not seen after epicutaneous
sensitization, and these animals therefore have reduced
airway eosinophilia on challenge and no increase in air-
way hyperresponsiveness (209,210). CCR3 and its ligands
have also been clearly shown to play a critical role in an
Aspergillus-induced chronic allergic airway disease mouse
model, in part because of failure of eosinophils to traf-
fic to the lung (211). CCR6 also appears to play a role,
because CCR6−/− mice have decreased allergic airway in-
flammation in response to sensitization and challenge with
cockroach antigen, which is consistent with the induction
of its ligand CCL20 in this model. CXCL12/CXCR4 may
be more than a homeostatic regulator, because neutraliza-
tion of either ligand or receptor resulted in decreased lung
eosinophilia and airway hyperreactivity in a mouse model
of allergic airway disease (212).

Cancer

Many chemokines have been detected in situ in tumors,
and cancer cells have been shown to produce chemokines
and express chemokine receptors (34). However, the exact
role played by endogenous tumor-associated chemokines
in recruiting tumor-infiltrating lymphocytes and tumor-
associated macrophages and in promoting an antitumor
immune response has not been delineated. On the con-
trary, there are data from mouse models suggesting that the
overall effect may be to promote tumorigenesis through
additional effects on cell growth, angiogenesis, apoptosis,
immune evasion, and metastasis (213). Controlling the bal-
ance of angiogenic and angiostatic chemokines may be
particularly important (214). This has been shown in sev-
eral instances, including human non-small-cell lung carci-
noma (NSCLC), in which the ratio of ELR to non-ELR CXC
chemokine expression is high, and where in a Scid mouse
model neutralization of endogenous tumor-derived CXCL8
(angiogenic) could inhibit tumor growth and metastasis
by about 50% through a decrease in tumor-derived vessel
density, without directly affecting tumor-cell proliferation.
Chemokine receptors on tumor cells have been shown to
mediate chemokine-dependent proliferation directly, for
example in the case of CXCL1 in melanoma, and metas-
tasis, in the case of CXCR4 in a mouse model of breast
cancer and glioblastoma. Moreover, chemokines may func-
tion in cancer by reprogramming cancer-associated stro-
mal fibroblasts to a senescent pro-tumorigenic state, as
shown recently in ovarian cancer for CXCL1 (215). It re-
mains to be seen how general these effects are in other
cancers.

THERAPEUTIC APPLICATIONS

Chemokines and Chemokine Receptors as
Targets for Drug Development

Although chemokine-targeted drug development is still in
the early stages and there are no approved drugs, there are
already two accomplishments that deserve special men-
tion: first, chemokine receptors are the first cytokine recep-
tors for which potent, selective nonpeptide small-molecule
antagonists have been identified that work in vivo, and sec-
ond, targeting host determinants, as in the case of CCR5
and CXCR4 in HIV/AIDS, is a new approach in the de-
velopment of antimicrobial agents. Other reasonable dis-
ease indications are Duffy in P. vivax malaria; CXCR2
in neutrophil-mediated inflammation such as chronic ob-
structive pulmonary disease; CXCR3 and CCR2 in Th1-
driven disease; CCR2 and CX3CR1 in atherosclerosis;
CCR3 and possibly CCR4 and CCR8 in Th2 diseases such
as asthma; and CCR9 in inflammatory bowel disease.

As of early 2007, potent and selective nonpeptide small-
molecule antagonists had been discovered for CXCR1-4
and CCR1-5, reported in ∼250 patent applications, and
tested in nine clinical trials (37). A nitrogen-rich core is a
common structural feature for many of these molecules,
which typically block ligand binding by acting at a con-
served allosteric site analogous to the retinal-binding site
in the transmembrane region of rhodopsin.

To date, Maraviroc is the only FDA-approved drug tar-
geting the chemokine system, blocking CCCR5 in HIV/
AIDS. AMD 3100 targeting CXCR4 has been shown to be as
effective as GCSF in Phase 3 clinical trials for hematopoi-
etic stem cell mobilization. Although small molecules
taken as pills are the main goal, other blocking strate-
gies are being actively pursued, including ribozymes, mod-
ified chemokines (e.g., amino-terminally modified ver-
sions of CCL5) and intrakines, which are modified forms of
chemokines delivered by gene therapy that remain in
the endoplasmic reticulum and block surface expression
of newly synthesized receptors. Strategies to block che-
mokine/GAG binding are also under investigation (216).

Success in therapeutically targeting the chemokine sys-
tem must overcome numerous potential and actual ob-
stacles, including chemokine redundancy, the inability to
treat in advance of most clinical illnesses, and the unreli-
ability of many preclinical disease models.

Chemokines as Biologic Response Modifiers

Both inflammatory and homeostatic chemokines are be-
ing evaluated for therapeutic potential as biologic re-
sponse modifiers, acting mainly as immunomodulators or
as regulators of angiogenesis. Studies to date have not re-
vealed major problems with toxicity, and efficacy has been
observed in animal models of cancer, inflammation, and
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infection. To date, clinical trials in cancer and stem-cell
protection have been disappointing. Chemokines are also
being developed as vaccine adjuvants, delivered either as
pure protein, as immunomodulatory plasmid, or as recom-
binant protein within antigen-pulsed DC. Chemokine gene
administration has also been shown to induce neutralizing
antibody against the encoded chemokine, and has success-
fully blocked immune responses and improved EAE and
arthritis scores in rodent models.

Many chemokines, when delivered pharmacologically
as recombinant proteins or by plasmid DNA or in trans-
fected tumor cells, are able to induce immunologically
mediated antitumor effects in mouse models and could
be clinically useful. Mechanisms may differ depending on
the model but may involve recruitment of monocytes, NK
cells, and CD8+ cytotoxic T cells to tumor. Chemokines
may also function as adjuvants in tumor antigen vac-
cines. Chemokine–tumor antigen fusion proteins repre-
sent a novel twist on this approach that facilitate uptake of
tumor antigens by APCs via the normal process of ligand-
receptor internalization. Non-ELR CXC chemokines such
as CXCL4 also exert antitumor effects through angiostatic
mechanisms. Despite impressive antitumor effects in ani-
mal models, translating chemokines to patient therapy re-
mains a major challenge.

CONCLUSION

The immune system, unlike all others, is a system in mo-
tion, and the study of chemokines has provided major
new insights into how order is maintained as cells en-
ter a tissue, traffic to a target, and in some cases leave
and recirculate. In addition, chemokines are increasingly
appreciated as multifunctional cytokines, playing large
roles in some cases such as CXCL12 in development,
and perhaps smaller or less well-appreciated ones in
immune-activation processes. Most impressive is the de-
gree to which pathogens and cancer cells have co-opted
the chemokine system for harmful purposes. A major chal-
lenge for future research will be to attempt to target this
misuse therapeutically, and great progress has been made
in HIV toward this end.
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INTRODUCTION

Nontransformed cells have a finite lifespan. After a charac-
teristic number of divisions, cells can undergo senescence,
stop dividing, and subsequently die. Most of our cells will
die long before we do, and evidence suggests that this is
important for our health. However, adult vertebrates, as
well as their internal organs, generally stay a constant size,
so a form of homeostasis is implied (1). In certain organs,
this involves a constantly fluctuating dynamic equilibrium.
A prime example is the immune system, which employs
cell renewal, expansion, and elimination in carrying out
its function (2,3,4,5). These changes can be systemic or lo-
calized to anatomic sites proximate to an antigen stimulus
and may affect specific subsets of immune cells as dictated
by the stimulus.

Programmed cell death (PCD) denotes a set of internal
biochemical mechanisms that cause specific cells to die

under defined conditions that are typically advantageous
to the organism (6). Reasons for cell elimination include
cell excess, improper cell differentiation, cell transforma-
tion, genetic damage to cells, and infection. In addition
to this operational definition, considering a death event
“programmed” usually means that one or more genes are
required. This chapter has been organized so that we start
with a broad overview of general immunoregulatory prin-
ciples and then provide details on the molecules involved in
PCD in specific sections at the end. Although there are con-
ceptual antecedents from the 19th century, the selection of
cells for survival or death by specific external stimuli was
introduced by Levi-Montalcini for neural cells in the 1940s
and later by Burnet for lymphocytes. Investigation into the
molecular mechanism of PCD began in the mid-1980s and
accelerated rapidly. DNA sequence databases permitted
the rapid identification molecules involved in PCD (7). Al-
though PCD is a large and contentious area of cell biology
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research, molecular advances have established a firm and
tractable theoretical foundation. Remarkably, much of
what we will discuss was almost completely unknown two
decades ago. Yet these pathways are at work every day in
our bodies to control responses to infectious agents, estab-
lish cellular homeostasis, prevent autoimmunity, and avert
lymphoid malignancies.

OVERVIEW: CELLULAR HOMEOSTASIS
AND PCD IN MULTICELLULAR
ORGANISMS

Internal programs of death are likely to exist in all mam-
malian cells. Martin Raff has suggested that these internal
programs must be constantly and actively suppressed (8).
For experimental investigation, it is thus important to dis-
criminate between accidental cell death and that initiated
or “programmed” by an internal biochemical mechanism.
The term apoptosis, a Greek word meaning “falling off”
as in leaves from a tree, was introduced in 1972 by An-
drew Wyllie and coworkers to describe the normal, pre-
sumably programmed, attrition of cells (9). It was defined
microscopically as cell shrinkage with nuclear and cyto-
plasmic condensation within an intact, but blebbed, cell
membrane (10) (Figure 27.1B, C). This cell phenotype has
long been associated with cell death (11). Apoptosis is now
mainly identified by the biochemical effects of the caspase
family of proteases (12). Caspases are important in two re-
spects. First, they are a feature of most, if not all, apoptosis
pathways. Second, once highly activated, they usually rep-
resent a commitment to apoptosis that is not reversible,
although there are suggestions that low-level caspase ac-
tivation may occur during lymphocyte activation (13,14).
For these reasons, caspases have been regarded as a final
common pathway of apoptosis. In fact, the concept of PCD
was significantly strengthened by the identification of cas-
pases and other molecules that comprise dedicated inter-
nal biochemical death pathways. In general, the molecu-
lar components of the death mechanism are preassembled
and available without new gene transcription or protein
synthesis (6). For example, caspases are constitutively ex-
pressed in the cytoplasm of the cell as zymogens. Once pro-
teolytically activated, caspases carry out specific protein
cleavages leading to the morphological changes of apopto-
sis. The proteolytic substrates of caspases are highly selec-
tive because most proteins remain uncleaved. A panoply of
molecular events entrained to caspases includes cleavage
of chromosomal DNA, nuclear chromatin condensation,
exposure of phosphatidylserine on the exterior of the cell
membrane, proteolysis of specific proteins including other
caspases, and mitochondrial changes. These processes are
detectable by simple assays in tissue culture cells in vitro
or, in some cases, in vivo. Protocols for these assays have
been well described (15,16).

Cells that die without the characteristics of apoptosis
typically undergo what is usually called necrosis. While
necrosis is often associated with accidental cell death, it
may also result from programmed mechanisms. In cer-
tain cases, nonapoptotic mechanisms of cell death can be
promoted by caspase inhibition (17). The appearance of a
necrotic cell differs dramatically from apoptosis. Necrotic
cells swell and lose the integrity of internal organelles and
the cell membrane, giving an enlarged, “fractured” appear-
ance under the microscope (Figure 27.1D). Recently, vari-
ous research groups have begun to define molecular pro-
grams resulting in necrotic death (18). Several varieties of
“programmed” necrosis that share the hallmarks of early
loss of plasma membrane integrity and excessive reactive
oxygen species (ROS) have been described. Programmed
necrosis that involves the RIP serine/threonine kinase has
been well documented in lymphocytes, especially under
conditions of caspase inhibition (17,18). A closely related
variant of this cell death program has been defined as
necroptosis (19). Finally, the induction of autophagy has
been genetically linked to a necrotic program of death (20).
Autophagy is induced by starvation or other stimuli and
involves internal membrane rearrangement leading to en-
gulfment of portions of the cytoplasm, which are then de-
graded by fusion with lysosomes. Under death conditions,
this mechanism leads to membrane damage and necro-
sis by ROS, which overaccumulate because of accelerated
catalase degradation (21). The precise role of these necro-
sis programs, especially autophagic cell death, in immune
function has not yet been worked out. However they are of-
ten provoked by the inhibition of caspase-dependent apop-
tosis.

Thus, it is important to distinguish between “pro-
grammed” necrosis and necrosis due to accidental causes,
because these involve very different molecular events. It
has been generally argued that apoptosis, which preserves
membrane integrity, prevents inflammation from released
cellular contents, whereas necrosis results in total cellular
breakdown and content release which causes an inflamma-
tory response (22). There are contrasting views on whether
remnants of apoptotic or necrotic cells are more immuno-
genic when engulfed by antigen presenting cells (APCs),
though exposure to necrotic cells can cause dendritic cell
(DC) maturation (23,24,25). The distinct immunological
effects due to apoptosis and necrosis remain the subject of
substantial experimental exploration.

As we will argue later in this chapter, the necessity of
cellular homeostasis as well as the acute need to elim-
inate cells that are harmful or nonfunctional led to the
early emergence of conserved cell death mechanisms dur-
ing evolution (11). Work by Horvitz and colleagues genet-
ically identified several molecules essential for the death
of specific cells during the development of the roundworm
C. elegans that have subsequently been found to be homo-
logues for mammalian PCD genes (26). It is clear from this
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FIGURE 27.1 Electron microscopy elucidates the morphology of different forms of PCD. A: A
normal, unstimulated Jurkat leukemia cell. B: Jurkat cell undergoing apoptosis in response to
Fas receptor stimulation. Notice the condensed chromatin and the blebbing, but maintenance
of plasma membrane integrity. C: Jurkat cell undergoing apoptosis in response to staurosporine
treatment. Note the prominent nuclear condensation. D: Necrosis of human peripheral blood T
lymphocyte infected with the human immunodeficiency virus. Notice the general loss of cellular
integrity as well as the lack of chromatin condensation in the dying cell. (Figure courtesy of Diane
Bolton and Jan Orenstein)

simplified system that the molecular logic of one form of
cell death was likely established early in evolving multicel-
lular organisms (27). PCD mechanisms are now evident in
most contemporary multicellular organisms from plants
to humans, although it is not clear whether convergent
evolution or conservation of function is responsible. How-
ever, the molecular pathways in worms and other simple
organisms are rudimentary compared with the complex-
ity found in mammalian PCD systems. To understand how
these mechanisms contribute to immunity, we focus on

mice and humans, which are the subjects of most immuno-
logical research.

PCD AND IMMUNE REGULATION

The fundamental unit of immune responsiveness is the
cell. Lymphocytes, the major immune cells, are distin-
guished by expressing a unique clonotypic antigen re-
ceptor. A large number of lymphocytes with different
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receptor specificities are generated during ontogeny (e.g.,
the “immune repertoire”), and these cells can be pro-
grammed to expand or die throughout the life of the or-
ganism. Somatic hypermutation during B cell expansion
in the germinal center can expand the repertoire. Although
the level of antigen presentation, the degree of lymphocyte
responsiveness (versus nonresponsiveness or anergy), and
other factors also play important roles, the presence or ab-
sence of cells with specific recognition properties at any
given time is a primary determinant of the quantitative
response to any antigenic stimulus. The homeostasis of
major lymphocyte populations is independently regulated
such that deficits in B cells, T cells, or even major T cell
subpopulations (αβ versus γ δ-, or CD4 versus CD8) may
qualitatively alter but do not prevent the normal home-
ostasis of the remaining populations. During development,
lymphocytes respond to the antigenic environment with ei-
ther survival or death (28). Developmental PCD eliminates
lymphocytes that cannot recognize antigen appropriately
or have potentially dangerous self-reactivity (28,29). In the
mature immune system, death is principally a negative
feedback response that counterbalances proliferative re-
sponses to antigen (30). Although the clonal selection the-
ory of F. M. Burnet encompassed clonal elimination during
ontogeny, in the mature immune system, it allowed only
selective expansion of antigen-stimulated lymphocytes.
However, antigen-specific regulation of mature lympho-
cyte survival also powerfully controls immune responses
and tolerance (4,30,31). Since the organism encounters an
unpredictable universe of antigens in a lifetime, it is es-
sential that there is feedback regulation of adaptive im-
mune responses. Feedback is an essential element of any
dynamic system in which final outcomes cannot be pre-
dicted from the starting conditions (32). To achieve mea-
sured immune responses, proliferation and death are co-
ordinated by feedback regulation to control the number
of immunologically responsive cells. Moreover, during im-
mune reactions, potentially harmful self-reactive cells may
unexpectedly increase; because they continue to signal,
these self-reactive cells are preferentially eliminated by
feedback death mechanisms. Hence, homeostasis of both
lymphocyte numbers and reactivities can be continuously
maintained.

Thymic Deletion: Positive and
Negative Selection

Thymic selection represents an intriguing example of
apoptosis in which the same receptor—the clonotypic T
cell receptor (TCR)—can lead to diametrically opposite
outcomes depending on the level of stimulation (28,29).
During development, when thymocytes express the TCR
and both the CD4 and CD8 coreceptors (the “double-
positive” stage), thymocytes will undergo apoptosis if they
receive no TCR stimulation. This has been called death by

neglect (33). This process will eliminate thymocytes that
have not productively rearranged the TCR genes or have no
capacity to recognize antigen in the context of self–major
histocompatibility complex (MHC). “Low-level” stimula-
tion of the TCR antagonizes death by neglect. This protec-
tive event insures MHC-specific antigen recognition by T
cells and is called positive selection (34). While weak TCR
signals can deliver an anti-apoptotic stimulus, strong TCR
engagement of double-positive thymocytes delivers a pro-
apoptotic signal. This event, termed negative selection, pre-
vents the emergence of strongly autoreactive lymphocytes
from the thymus (33). This deletion step is a major mech-
anism of central tolerance and the prevention of autoim-
munity (35). These processes of selection employ caspase-
dependent apoptosis and rapid phagocytosis of the dead
thymocytes (36,37). Hence, thymocytes travel a narrow
bridge of TCR avidity during development and will die if
they deviate from it.

The differences between the neglect (or null), weak, and
strong signals that result in life or death appear to be de-
termined at early stages of TCR signaling (38,39). Death
receptors (discussed later) appear not to be crucial; in-
stead, there is a direct connection of the TCR signaling
apparatus to mitochondrial death pathways (40,41,42,43).
Although there is not complete certainty about how the
TCR dictates life or death at specific antigen levels, the an-
swer to this puzzle will almost certainly reside in the com-
plex signal pathways emanating from this receptor. TCR
engagement that causes transient induction of the Erk ki-
nase is associated with positive selection, whereas slow
but constant Erk activity is associated with negative se-
lection (44–46). Other distinctions in TCR signaling have
been identified. Signaling through phosphotidylinositol-
3 kinase, the anti-apoptotic Akt kinase, and the retinoid
orphan receptor (ROR)–gamma may promote thymocyte
survival (reviewed in [38,47]). Gene knockouts in mice
have revealed that several transcription factors, such as
E2A, Id3, and IRF-1, can affect thymic cellularity, indi-
cating that differential signaling may trigger transcrip-
tional events that regulate cell survival (48–50,51). Finally,
Andreas Strasser has emphasized that various forms of
physiological cell death are likely to involve the subset of
BH3-only proteins in the Bcl-2 family (52,53). The activa-
tion of proapoptotic BH3-only proteins, such as Bak, Bid,
and especially Bim, by TCR signals initiates mitochondrial
apoptosis during thymic selection processes. Thus, early
TCR-induced signaling differences directly entrain tran-
scriptional events that modulate BH3-only regulators of
mitochondrial apoptosis. These distinct signals are tied to
specific microenvironments within the thymus in which
positive and negative selection occur (54). Hence, by in-
tracellular communication with distinct apoptosis regula-
tory molecules, the TCR has a remarkable ability to sig-
nal life or death by the apparent strength of stimulus it
receives.
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PCD and the Homeostasis of Peripheral
T Cells

Death of peripheral T cells differs markedly from thymo-
cyte selection in that PCD of mature lymphocytes occurs
mainly in cells that have proven usefulness (i.e., they have
been already activated by antigen). This is because PCD of
mature T cells is employed primarily to counter antigen-
driven proliferation of activated T cells. In general, most
naı̈ve lymphocytes survive and circulate in the body in
a resting state (G0). The survival of such resting T cells
is constitutively maintained by the presence of contact
with MHC, the cytokine IL-7, and expression of the anti-
apoptotic protein Bcl-2 (35,55,56,57 ). During an active im-
mune response, T lymphocyte proliferation can involve as
much as a 1,000-fold expansion within days. Such explo-
sive proliferation is necessary to counter the extraordinar-
ily rapid propagation of microbial pathogens. However,
these activated and cycling T cells are potentially dam-
aging due to toxic effector functions and potential cross-
reactivity with self-antigens. Activated T cell expansion
does not go unchecked and is subject to negative feedback

in the form of cell death. However, because immune re-
sponses are directed at specific antigens, they must be in-
dependently regulated since some responses might expand
while others contract. The immune system has developed
propriocidal mechanisms to control independent popu-
lations of activated T cells. Propriocidal regulation refers
to the various negative feedback death mechanisms that
maintain homeostasis of mature peripheral T cells in an
antigen-specific manner. These potently restrain antigen-
activated T cells and tightly control lymphocyte numbers
during and at the conclusion of immune responses.

Propriocidal regulation of T cells is triggered by re-
markably simple attributes of T cell activation—the level of
cell cycling and the level of antigen restimulation (30,55).
These two features are ideally suited for triggering neg-
ative feedback death because they provide both a “sens-
ing” mechanism for the level of active T cell proliferation
and a negative response mechanism sensitive to the level
of antigen stimulation. There are essentially two differ-
ent mechanisms: 1) active or antigen-stimulated PCD, and
2) passive or lymphokine withdrawal PCD (Figure 27.2)
(4,58,59,60). These have different roles and occur at

FIGURE 27.2 Propriocidal reg-
ulation of immune cells. Shown
are the apoptosis pathways that
govern T lymphocyte homeosta-
sis by the antigen-restimulated
(extrinsic death) and no anti-
gen (cytokine withdrawal [intrin-
sic death]) pathways of apoptosis.
Also shown are the regulation of B
cells by FasL expressed by T cells,
and DCs by TRAIL expressed by T
cells.
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different times, as will be described in detail later. In some
respects, it is paradoxical that lymphocytes that respond
well to foreign antigen and presumably could have pro-
tective value are actively eliminated. However, it is vi-
tal to constrain the number of activated T cells to pre-
vent unhealthy effector or autoimmune reactions. During
a strong immune response, lymphocytes that cross-react
with self-antigens may proliferate. The propriocidal mech-
anisms that cause these cells to die upon encountering self-
antigens could be an important mechanism of preserving
self-tolerance. By this formulation, tolerance is a quanti-
tative effect that is due to the low number of significantly
self-reactive lymphocytes in the naı̈ve organism. Clonal ex-
pansion during immune responses can unleash dormant
or infrequent self-reactive clones, called forbidden clones
by Burnet, creating an autoimmune diathesis. Proprioci-
dal death reduces these clones and thereby promotes tol-
erance. Active antigen-induced propriocidal death, which
is induced by high or repeated doses of antigen, is espe-
cially well suited for the elimination of self-reactive clones
since self antigen is likely to be present in continuously
high amounts (30,55).

Extrinsic or Antigen-stimulated
T Lymphocyte Death

The extrinsic death mechanism involves apoptosis of ma-
ture T cells in response to antigen stimulation. This re-
quires the T cells to be activated and cycling at the time
that they undergo strong antigenic restimulation (30,55).
The death is indirect in the sense that it requires the
antigen-induced secretion of death ligands that engage
specific apoptosis-inducing death receptors (DRs) in the
tumor necrosis factor receptor (TNFR) and ligand super-
families (Figure 27.2) (61,62). Current evidence suggests
that Fas ligand (FasL) as well as TNF are the key death
ligands that mediate this process in mature CD4+ and
CD8+ T cells (4,5,63). Th2-differentiated CD4 cells are
less sensitive than their Th1-differentiated counterparts
to Fas-mediated killing (64). Instead, they preferentially
die through a suicidal pathway that triggers internal re-
lease of granzyme B (65,66). Nagata originally observed
that the lymphoproliferative and autoimmune phenotype
of lpr mice was due to genetic alterations of Fas, and a
similar disease in gld mice was due to a mutation in FasL
(67,68). Defects in Fas (CD95) or FasL cause severe de-
rangements of lymphocyte homeostasis and tolerance that
will be detailed later in this chapter. In humans, defects
in Fas and FasL cause the autoimmune lymphoprolifera-
tive syndrome (ALPS) types Ia and Ib, respectively (69).
An alternative mechanism of propriocidal regulation is
via perforin, which is a chief mediator of cytolytic T cell
killing of target cells. Perforin defects in both mice and
humans cause impaired clearance of activated CD8+ T
cells (70,71,72,73). Often these forms of death are called

“activation-induced cell death” (AICD), but this is a mis-
nomer (74). AICD has been used to describe any form of
death of activated T cells, thus causing confusion among
investigators working on molecularly distinct death path-
ways (4,75). Activation per se does not directly cause cell
death; instead, extrinsic death induction requires antigenic
restimulation of activated T cells (i.e., TCR reengagement
after the initial activation). For resting T cells, antigen en-
counter under costimulatory conditions leads to activation
with very little cell death. Obviously, if the initial activa-
tion directly induced death, this would preclude immune
responses. On the contrary, activated, cycling T cells do
not spontaneously die by FasL or TNF unless they are
strongly restimulated by antigen in the activated state,
which causes up-regulation of the genes for these death
cytokines and responsiveness to them (76).

Extrinsic death is a negative feedback mechanism,
which explains why it is triggered by lymphokine-induced
cell cycling (usually caused by IL-2) and reengagement
of the TCR. IL-2-induced cell cycling indicates that there
has been a productive antigen response and the T cells
are multiplying. Because T cells can expand rapidly to
great numbers, a large fraction of cycling T cells dictates
a need to down-regulate the response to any further anti-
gen exposure. The presence of repeated or continuously
high amounts of antigen would be a powerful stimulus
to greater proliferation. Under these conditions, the sys-
tem programs a fraction of the restimulated cells to un-
dergo apoptosis by death ligand production or perforin.
Unchecked exponential T cell expansion is thereby pre-
vented by a simple and specific feedback loop. Like most
negative feedback systems, the propriocidal response di-
rectly reverses the ongoing process of proliferation by elim-
inating activated T cells. Antigen-induced death provides
an explanation for many historical observations in the lit-
erature that show that reapplication or continuous pres-
ence of high concentrations of antigen can lead to sup-
pression rather than augmentation of an immune response
(reviewed in [55]).

Sensitivity to the extrinsic death mechanism is chiefly
due to the effect of IL-2 in inducing cell cycle progression
into late G1 or S phase, which confers susceptibility to
death (77–79). The requirement for cell cycle progression
has not been fully explained but appears to be necessary for
apoptosis induced by TCR engagement or with direct Fas
stimulation. Other cytokines that augment T cell cycling
such as IL-4, IL-7, and IL-15 can also promote cell death
to some degree but none with the potency of IL-2 (76).
Hence, the theory of propriocidal regulation advanced the
concept that IL-2 would have an important regulatory role
in the elimination of activated T cells in addition to its pre-
viously known role in lymphocyte proliferation (55). This
concept was later validated when genetic deficiencies of
IL-2 and IL-2 receptor in mice were found to have de-
fective apoptosis of activated T cells and autoimmunity
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(80,81,82). Although the immunopathology in these ani-
mals has been also recently attributed to T regulatory cells,
the latter may constitute another form of clonal deletion
by cytokine competition. This surprising property of IL-2
is important to consider in the use of IL-2 as a therapeu-
tic agent or vaccine adjuvant. It also underscores an im-
portant feature of feedback regulation—that to achieve a
maximal response for, say, a vaccine, more stimulation is
not necessarily better. In a variety of test situations, extrin-
sic antigen-induced death decreases the number of T cells,
but does not completely eliminate the T cell immune re-
sponse (30,31). In certain extraordinary conditions, such
as high levels of a noncytopathic or chronic virus, essen-
tially all responding T cells can be eliminated (83). FasL
expressed on T cells also causes the death of B cells, which
do not themselves express FasL (84). This causes a paral-
lel regulation of B cell proliferation by Fas-induced death
that can be antagonized by B cell receptor (BCR) engage-
ment (Figure 27.2). Antigen-induced death therefore pro-
vides a mechanism to eliminate specific antigen-reactive
lymphocytes under chronic stimulatory conditions when
they might cause the host more harm than good.

Antigen-induced expression of death receptors and
their ligands shunts a proportionate fraction of the
antigen-specific activated cells, but not bystander cells,
into the death pathway. The activated T cells still carry out
their effector function when restimulated by antigen, but
their ultimate fate is death instead of proliferation (76,83).
Since the agents of cell death—Fas and other TNFRs—
have no inherent antigen specificity, it is important to con-
sider how the clonal specificity of antigen-induced apop-
tosis is achieved (30). For the death of activated T cells,
the simple engagement of Fas by its ligand is insufficient
(85,86). Efficient death induction also requires a “compe-
tency” signal from the TCR delivered at the same time FasL
binds Fas (85,87). However, these signals do not require
new protein synthesis and are delivered rapidly in a few
hours or less (85,86). The requirement for simultaneous
engagement of Fas and TCR plays a critical role in estab-
lishing the antigen-specificity of death. For example, it was
shown that TCR stimulation of a specific subpopulation
within a pool of Fas-expressing T cell blasts, such as with
agonistic anti-Vβ8 antibody, leads only to the death of that
subpopulation despite the apparent exposure of other sub-
types of T cells to the Vβ8-expressing cells that have been
induced to express FasL (30,85). Also, deletion in vivo is
antigen-specific (88). The molecular nature of the compe-
tency signal is presently unknown.

Intrinsic Growth Factor Withdrawal
T Cell Death

As important as it is to avert over-reaction during an im-
mune response through extrinsic, TCR-induced death, it
is equally important for the immune system to down-

modulate the immune reaction after successful elimina-
tion of the pathogen. Lymphokine withdrawal death is a
form of T cell apoptosis that occurs naturally at the end
of an immune response when the accumulation of effec-
tor cells becomes unnecessary and potentially damaging
(89). When the trophic cytokine for activated T cells, typ-
ically IL-2, decreases because of reduced antigen stimula-
tion, the excess T cells undergo apoptosis (90). This form
of negative feedback death may affect specific classes of T
cells, for example, “effector” versus “memory” cells, though
this distinction may be difficult to discern experimentally.
Because most T cells in the expanded population are
antigen-specific, this represents clonotype-specific T cell
propriocidal regulation controlled by antigen and cell cy-
cle progression. The activated cells can “sense” decreased
antigen drive and decreased trophic cytokine, which pro-
grams them for apoptosis. The elimination of the expanded
pool of activated cells, except for a small amount of mem-
ory cells, reestablishes homeostasis in T cell numbers. It
has been shown that if IL-2 is exogenously delivered dur-
ing a proliferative response to superantigen, the reactive T
cells persist as long as lymphokine is provided (91). There-
fore, the lack of IL-2 is a key element in the feedback regu-
lation of the cellular response. Antigen and IL-2 therefore
mediated propriocidal regulation in the midst of an im-
mune response and at its conclusion downregulate T cell
numbers.

Genetic studies reveal that the molecular mechanism
of lymphokine withdrawal death is different than antigen-
induced apoptosis (58,59). Although this event is often
confused with extrinsic cell death mediated by Fas, DRs
are not involved. Rather, cytokine withdrawal for 2 hours–
4 hours commits the cell to a death pathway requiring
new protein synthesis (92). Apoptosis is initiated through
the mitochondrial pathway and is orchestrated by the
Bcl-2 family of proteins. In fact, the ratio between the
pro- and the anti-apoptotic Bcl-2 family members is be-
lieved to determine the fate of the cells. In the presence of
growth factors, the anti-apoptotic Bcl-2, Bcl-XL, and Mcl-1
proteins sequester the BH3-only activators Bim and Bid,
thereby preventing the executioners Bax and Bak from per-
meabilizing the mitochondrial outer membrane (MOM)
(see later discussion) (93). Bim is an essential up-stream
regulator of Bax and Bak during cytokine withdrawal-
induced apoptosis in lymphocytes (for review, see [94]). Cy-
tokine deprivation rapidly upregulates Bim mRNA levels
through activation of the forkhead-like transcription fac-
tor FOXO3A. CD4+ and CD8+ T cells from mice homozy-
gously deficient for Bim survived much longer than their
wild-type counterparts following in vitro and in vivo activa-
tion with the superantigen Staphylococcus aureus entero-
toxin B (95). Moreover, Bim is critical for both IL-2- and
IL-7-withdrawal-induced cell death of T cells (52,95,96).
PUMA, another BH3-only protein, functions synergisti-
cally with Bim downstream of FOXO3A in lymphoid
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cells and accounts for the Bim-independent death (97,98).
When the trophic cytokine is present, the Ser/Thr ki-
nase Akt phosphorylates key substrates and prevents mito-
chondrial collapse. For example, Akt suppresses FOXO3A
activity. Akt also phosphorylates the pro-apoptotic Bad
protein, which is then sequestered by the 14-3-3 scaffold
protein (99,100). Another target inactivated by Akt is glyco-
gen synthase kinase-3 (GSK-3), which phosphorylates
Mcl-1 on residue S159 when cytokines are removed.
The rapid degradation of phosphorylated Mcl-1 by the
ubiquitin-proteasome pathway disrupts the fragile equilib-
rium between the pro- and the anti-apoptotic Bcl-2 family
members and promotes cell death (101). Thus, Akt can
preserve viability by targeting appropriate Bcl-2 family
members.

T Regulatory Cells

An intriguing area of immune tolerance research is the
emerging understanding of a subset of CD4 T cells, termed
T regulatory or Treg. These cells express the forkhead box
P3 (FoxP3) transcription factor and suppress the expres-
sion of many TCR-induced genes, including cytokines and
cytokine receptors (102,103). Similar to other subsets of
T cells in their “activated” state, Tregs require common
gamma chain cytokines for survival. In particular, they
characteristically express the IL-2 alpha chain receptor
(CD25) and require IL-2 to persist in the periphery (104).
IL-7 can also act as a survival factor for Treg cells (105).
A postulated function of Treg cells has been an ability to
“suppress” immune responses, although the mechanism
by which this is achieved has been obscure (106). One line
of evidence suggests that they may have the ability to cause
death by a perforin or granzyme B mediated mechanism
(107,108). Tregs have been proposed to use this mechanism
to kill APCs, B cells, and T cells as a means to suppress
immune responses (109,110). This possible death mecha-
nism is still controversial but could involve clonal deletion
(110a).

T Cell Memory

T cells, once activated, can persist as “memory” cells. One
view is that the process involves an escape from apopto-
sis (37,111–113). Hence, such cells would have to avoid
elimination by the propriocidal mechanisms. Increasing
evidence supports the concept that memory is due to the
long-term survival of antigen-specific T cells even without
further antigen exposure. Several means to achieve such
survival are possible. To escape killing by Fas and other
death receptors, T cells could express c-FLIP (cellular
FLICE Inhibitory Protein), which is a homologue of
caspase-8 and -10 that has no enzymatic function but
can interpose itself into the death receptor complex and
block caspase activation (114). This type of inhibition has
been demonstrated in B cells by the ability of Ig stimu-

lation, which upregulates c-FLIP (115,116), to block Fas
killing (117). Various “inhibitor of apoptosis proteins”
(IAPs) might also interfere with DR killing (118,119). Fur-
ther, the mitochondrial death pathway could be atten-
uated by upregulation of Bcl-2 and Bcl-XL. These anti-
apoptotic molecules, which are upregulated in CD8 and
CD4 memory cells (113,120), have been shown to block
lymphokine withdrawal apoptosis (93). The necessity of
these inhibitory molecules for the persistence of a mem-
ory population of T cells is unknown.

Another view is that long-term survival, in a nonpro-
liferative “resting” state characteristic of “virgin” T cells,
is never reestablished by memory cells. Recent work by
Phillipa Marrack, Rafi Ahmed, and others reveal a surpris-
ingly dynamic T cell memory pool. Their study proposes a
constant, low-level proliferation of memory CD8+ T cells
that is antigen-dependent and maintained by IL-15 and to
a lesser extent by IL-7 (121,122) (reviewed in [123]). Also,
the fraction of memory cells remains constant over time,
indicating that death is continuously maintaining a bal-
ance. Hence, the balance of slow proliferation and slow
death ensures memory cell maintenance. As the molecular
mechanism of the memory state is further elucidated, the
differing views of “memory” are likely to be reconciled.

The mitochondrial pathway of death is likely to play a
prominent role in the generation of memory cells. In addi-
tion to their proliferative effects, the cytokines IL-15 and
IL-7 appear to promote survival of memory cells through
their induction of anti-apoptotic molecules such as
Bcl-2 (124–126). This countervailing effect is consistent
with a recently demonstrated Bim-dependent mechanism
for limiting memory CD8 T cells (127). In addition, a Bim-
independent mechanism for expunging memory T cells
was shown (127), and this is likely to involve death re-
ceptors. For instance, CD4 T cell help is required for CD8
T cell memory. In the absence of CD4 help, TRAIL is ex-
pressed on and mediates apoptosis of CD8 cells upon anti-
gen restimulation (128). TRAIL deficiency, however, only
delayed the loss of CD8 memory cells, revealing that non-
TRAIL mechanisms also contribute to the homeostasis of
CD8 memory cells (129). Further studies are needed to dis-
sect the PCD mechanisms contributing to T memory cell
generation and homeostasis.

B Cell Homeostasis

We have focused most of our attention on T lymphocyte
apoptosis thus far because it has received the greatest ex-
perimental examination and more details are known. How-
ever, PCD also governs B cell homeostasis and is regulated
in ways that have similarities and differences with T cells.
Both DR triggering and withdrawal of trophic stimuli con-
tribute to B cell elimination. Similar to T cells, B cells
developing in the bone marrow undergo a series of pro-
liferative expansion and apoptotic contraction events to
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shape the final B cell repertoire (130). Immunoglobulin
(Ig) gene rearrangement starting at the pro-B stage gen-
erates the BCR. The cytokine IL-7, which promotes the
survival of developing thymocytes (131,132), is crucial for
sustaining survival at the pro-B/pre-B juncture (133,134).
IL-7 induces transcription of the anti-apoptotic molecule
Mcl-1, which selectively binds to and antagonizes the pro-
apoptotic Bcl-2 family member Bim (135,136). Then selec-
tion for B cells occurs in two developmental steps with suc-
cessive gene rearrangements at the heavy- and light-chain
Ig loci. B cells that fail to generate a productive BCR, due to
abortive Ig gene rearrangements, are eliminated by PCD.
At the other end of the spectrum, B cells that express BCRs
directed against self-antigens are eliminated by apoptosis
or undergo receptor editing to acquire new antigen speci-
ficity (137). The survival and antigen responsiveness of im-
mature B cells can also be increased by lipopolysaccharide
(LPS) exposure, presumably to enhance B cell production
during infections (138). Fas, TNFR-1 or perforin are not
involved in the death of developing B cells (reviewed in
[139]). Rather, death appears to be a consequence of a di-
rect signaling event generated by the BCR (140).

In contrast to B cells in development, mature B cells
rely heavily on TNFR family receptors such as CD40, Fas,
and BAFF for regulating their survival and death. It is also
clear that T cells control PCD of mature B cells. Christo-
pher Goodnow and colleagues have illustrated the impor-
tance of CD40 and Fas in the balance of life and death
in B cells using the hen egg lysozyme (HEL)–transgenic
and HEL-specific TCR transgenic mice (141,142). Naı̈ve,
HEL-specific B cells undergo proliferation in the presence
of HEL and HEL-specific CD4 T cell help. Hence, proper
B cell activation requires triggering of the BCR as well
as “help” in the form of CD40L expressed on activated T
cells. The primary function of CD40L is to prevent death
of the activated B cells. Survival allows further differenti-
ation and function (143). However, anergic HEL-specific
B cells from HEL transgenic animals undergo apoptosis
in the presence of the same HEL-specific CD4 T cell help.
This antigen-specific B cell death is absent in Fas-deficient
B cells (141), thus suggesting a role for Fas in causing the
death of anergic antigen-specific B cells. Fas killing of ma-
ture B cells can also be abrogated by BCR engagement
and IL-4, which promote antibody responses (144,145).
An imbalance of CD40 and Fas signals might contribute
to autoantibody production consequent to Fas and FasL
mutations in both human and mouse. More recent stud-
ies using similar transgenic systems suggest that whereas
Fas can mediate apoptosis of activated B cells by CD4 T
cells, BCR-induced death of immature or resting mature
B cells is primarily Fas-independent. Central to this Fas-
independent pathway is up-regulation of the pro-apoptotic
molecule Bim (146,147,148). Moreover, the recently dis-
covered B cell survival and maturation factor BAFF serves
as a survival factor for mature B cells by sustaining the

MAPK Erk signals that in turn inhibit Bim accumulation
(149).

The attenuation of B cell responses at the end of an
immune reaction is likely to involve cytokine withdrawal
death similar to that of T cells, but this phenomenon is
less well characterized. Cytokines such as IL-7 and IL-15,
which enhance cellular survival through the up-regulation
of Bcl-2, Bcl-XL, or Mcl-1, may be responsible (136,150).
Lymphokine withdrawal death in B cells, like T cells, re-
quires de novo RNA/protein synthesis (151). An interesting
observation is that a secreted lipocalin, identified through
microarray analysis of an IL-3 dependent pro-B cell line,
was implicated as a potential mediator for IL-3 withdrawal
death (152). This protein appears to regulate intracellular
iron levels, which may modulate Bim levels for apoptosis
induction (153). However, it remains to be seen whether
lipocalins or other similar molecules are involved in lym-
phokine withdrawal death in primary mature B or T cells.
As we will discuss later in this chapter, survival genes such
as Bcl-2 can protect cells against lymphokine withdrawal
death and therefore play an important role in mature B
cell homeostasis. Moreover, Bcl-2 can contribute to the
survival of B lymphoma cells as revealed by the t(14:18)
translocation of Bcl-2 to the Ig locus in follicular B cell
lymphomas (154).

DC Homeostasis

Understanding the cell fate regulation of DCs is still in its
infancy. However, emerging evidence suggests that these
highly efficient APCs are also subject to homeostatic reg-
ulation by PCD. The natural turnover of DCs was demon-
strated in the mouse by Jenkins and coworkers (155). Us-
ing elegant cell-labeling experiments, they showed that
antigen-laden DCs stimulate the formation of a cluster
of activated antigen-specific T cells and then disappear.
This process was antigen- and T cell–dependent. Later, it
was shown that the TNF homologue TRAIL (TNF-related
apoptosis-inducing ligand), which is produced by acti-
vated T cells, could induce apoptosis in DCs and that this
mechanism could be defective in patients harboring muta-
tions in caspase-10 (156). Together these data introduced
the concept that there is homeostatic regulation of DCs in-
volving recruitment and differentiation followed by their
active elimination by stimulated T cells. Early removal of
DCs has the benefit of allowing the activation of T cells but
avoiding T cell restimulation and propriocidal death too
soon in the response to antigen. Recent work in mice genet-
ically engineered to selectively express the p35 apoptosis
inhibitory protein in DCs reveals that apoptotic removal of
DCs is essential to preserve tolerance and prevent autoim-
munity (157). Moreover, autoimmunity was accelerated
when such mice were backcrossed onto the autoimmune-
prone MRL strain. A similar acceleration in autoimmunity
is observed when mice with T and B cell apoptosis defects
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are on an MRL genetic background. Thus, impaired DC
apoptosis can collaborate with other genetic and environ-
mental factors to powerfully predispose to autoimmunity.

PCD as an Immune Effector Mechanism

Although this topic will be covered authoritatively else-
where in the book, it is important to recognize that
the same pathways that participate in homeostatic cell
death also are used as immune effector mechanisms. The
Fas pathway is now recognized as the principal Ca2+-
independent pathway of cytotoxic T cell (CTL) killing (71).
Fas ligand displayed by either CD4+ or CD8+ T cells can
eliminate Fas-bearing cells that may be infected or malig-
nant by inducing caspase-mediated apoptosis. Similarly,
the Ca2+-dependent CTL mechanism involving perforin
and granzymes also can induce PCD in target cells. The
two main proteases are granzyme A and granzyme B; this
latter is the only serine protease capable of processing cas-
pases (158–162). When perforin breaches the target cell
membrane, granzyme B gains access to the cytoplasm
and proteolytically activates caspases leading to apopto-
sis. Although this cytoplasmic pathway of death does not
emanate from the mitochondria, the latter may amplify
the death signal by Bid cleavage (163,164,165,166,167 ).
These parallels may provide an insight into why lympho-
cytes have evolved an indirect mechanism, involving the
surface interaction of FasL and Fas or perforin/granzyme
releases to homeostatically control their numbers by apop-
tosis. This mechanism permits the T cell to regulate itself,
other immune cells, and expunge nonlymphoid cells that
require immune elimination, such as those that are in-
fected or malignant. Natural killer cells may also use PCD
mechanisms for self-regulation and expunging infected or
malignant cells (168,169). Hence, for mature T cells, the
same molecules can subserve several death functions, per-
haps even simultaneously. By contrast, a more direct con-
nection of the TCR or BCR to death pathways is present
in developing lymphocytes, which have no use for effector
mechanisms or propriocidal regulation.

CELLULAR AND MOLECULAR
MECHANISMS OF PCD

Apoptosis Initiation Mediated by Caspase
Complexes: Two Principal Pathways

Caspases must be highly active within the cell cytoplasm
to cause apoptosis. Like all proteases, these potentially
destructive proteins are first produced as zymogens that
are then proteolytically activated. In mammalian cells, the
molecules and pathways regulating caspase activation are
complex (Figure 27.3). Elucidating these complex path-
ways provides a window into the myriad of molecular ab-

normalities of apoptosis that contribute to immunological
diseases and cancer. Fortunately, mammalian apoptosis
can be understood with a few key concepts. Most impor-
tantly, the processing enzymes that activate caspases are
caspases themselves. As explained later, activation and au-
toprocessing occur when caspase zymogens are brought
into specific signaling complexes. In general there are two
main forms of caspases. Those with long prodomains that
have protein interaction domains capable of bringing them
into activating platforms for autoprocessing are called ini-
tiators, upstream, or apical caspases. Those with short
prodomains that must be cleaved by other proteases (cas-
pases or granzyme B) are called effectors, downstream, or
executioner caspases. This is achieved by various adapter
molecules with domains that specifically recruit and as-
semble caspases into complexes: the death effector do-
mains (DEDs) or the caspase recruitment domains (CARD)
(170,171). The DED and CARD are protein–protein in-
teraction domains found in the caspase prodomains and
other adapter molecules that generate the specific inter-
molecular assemblies. In contrast to executioner caspases,
which require processing to become active, dimeriza-
tion of initiator caspases drives their activation (172,173).
When juxtaposed at the receptor complex, initiator cas-
pases become proteolytically active and will cleave one an-
other. This leads to the maturation of the enzyme through
separation of the large and small enzymatic subunits. Au-
toprocessing also cleaves the enzymatic units from the
prodomain, thereby liberating the highly active enzyme
from the receptor complex. As discussed later in the chap-
ter, structural studies suggest that active caspases are
tetrameric species composed of two small and two large
subunits. Hence, it is likely that activation and autopro-
cessing of caspases involves the cross-cleavage of at least
two units of the unprocessed zymogen.

To initiate the caspase cascade, the enzyme must dock
onto the appropriate adapter molecules. The adapter/
caspase complex presumably provides a conformation
that facilitates the initial autoprocessing step of the cas-
pase zymogen. Adapter/caspase complexes originate from
two principal sites in the cell: 1) the plasma membrane
(through DRs), also known as extrinsic pathway, or 2) the
mitochondrion, or intrinsic pathway (Figure 27.3). We will
employ this primary dichotomy of intrinsic and extrinsic
pathways since it recapitulates the two major forms of
propriocidal apoptosis: antigen-induced and lymphokine
withdrawal, respectively.

DR engagement by cognate ligand causes the formation
of the death-inducing signaling complex (DISC), which
comprises the cytoplasmic tail of the receptor, the FADD
adapter protein, and caspase-8 or -10 (174,175). The re-
cruitment of caspase-8 or -10 into the DISC triggers the
processing of these proteases into their active form. An
80-amino acid death domain (DD) present in the Fas cy-
toplasmic tail and FADD causes their interaction. The DD
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FIGURE 27.3 Signal transduction pathways of death receptors. Shown are the two principal
apoptosis pathways associated with death receptors (Fas and TNFR-1) and that associated with
the mitochondrial pathway of caspase-9 activation. The solid arrows indicate direct association of
the steps involved, whereas the dashed arrows indicate that multiple steps are involved. Inhibitory
interactions are shown by a barred line.

contains a “hexahelical bundle” that nucleates this com-
plex, as described in greater detail later. There is an oblig-
atory 3: 3 stoichiometry of the FADD adapter protein and
the Fas receptor. FADD recruits caspase-8 or -10 by homo-
typic interaction between DEDs present in each of these
molecules. The DED has a hexahelical bundle homolo-
gous but not identical to DDs. Sensitive energy transfer
techniques showed that both caspases can enter the same
receptor complex (176). FADD self-association at the re-
ceptor level also triggers the formation of microscopically
visible clusters of Fas, termed SPOTS (signaling protein
oligomerization transduction structures). These structures
enhance caspase-8 recruitment and activation (177). Fas
receptor capping and internalization in endosomal vesicles
follow SPOTS formation and may promote the killing pro-
cess (178). The signal complex for TNFR-1 is different from
Fas since it includes the DD-containing adapter TRADD in
addition to FADD and caspase-8 and -10 (discussed later).
Similar signaling complexes are likely formed with other
DD-containing members of the TNFR superfamily includ-

ing DR 3, TRAIL receptors (TR)-1 and -2 (also called DR-4
and -5, respectively), and DR 6 (179–181). The physiolog-
ical significance of apoptosis mediated by any of these re-
ceptors besides Fas and TNFR-1 in immune regulation is
unknown, although DR6 has been implicated in Th2 cell
differentiation (182,183). It has been proposed that TR-1
and TR-2 may mediate the preferential killing of tumor
cells (including lymphoid tumors) (184).

Activation of the mitochondrial pathway of apoptosis
during lymphokine withdrawal or in response to develop-
mental cues achieves the same end as DRs caspase activa-
tion. However, signal complex formation occurs in a differ-
ent way. Intrinsic signals converge on the mitochondria,
resulting in outer membrane permeabilization (MOMP)
and the release of the pro-apoptotic molecules from the
intermembrane space (IMS) into the cytosol. One key fac-
tor released is cytochrome c, a molecule also involved in
the electron transport chain. Once liberated into the cy-
tosol, cytochrome c binds and triggers the oligomeriza-
tion of apoptotic protease-activating factor 1 (Apaf-1) in
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the presence of ATP/dATP, to form a heptameric complex
often referred to as the apoptosome (185,186). The com-
plex nucleates caspase-9 recruitment and activation (re-
viewed in [187,188,189]). There are specialized regulatory
proteins for caspase-9 that provide additional levels of con-
trol: X-linked IAP (XIAP), which inhibits caspase-9, and
Smac/Diablo, which counteracts XIAP (190,191). These
mitochondrial events are tightly regulated since caspase-9
activation commits the cell to die.

The Central Role of the Mitochondrion

A special role for the mitochondrion in apoptosis was first
suggested by the finding that Bcl-2 and related molecules
were anchored predominantly in the outer mitochondrial
membrane (OMM). The inner mitochondrial membrane
(IMM) is devoted to energy conversion and ATP genera-
tion, but the OMM has emerged as a primary regulator
of cell viability. A diversity of death inducers, including
trophic factor withdrawal, drugs such as staurosporine or
steroids, or DNA damage, can all generate signals that con-
verge on the mitochondrion. Their principle effect is to
increase OMM permeability to large proteins, leading to
the release of apoptogenic factors into the cytosol. As de-
scribed earlier, cytochrome c coalesces with Apaf-1 and
caspase-9 into a lethal proteolytic complex soon after its
release into the cytosol. The essential role of cytochrome
c in apoptosis was elegantly demonstrated by generating
“knock in” mice expressing a mutant cytochrome c (K72A)
(192). This mutant version of cytochrome c retains its
electron transfer function but lacks its ability to activate
Apaf-1. The mutant mice display developmental abnormal-
ities similar to Apaf-1 or caspase-9–deficient animals, and
the surviving mice exhibit impaired lymphocyte home-
ostasis. In contrast to Apaf-1−/− cells, thymocytes from
these mice were normally sensitive to intrinsic stimuli such
as γ -irradiation, dexamethasone, and etoposide. This im-
plies the existence of a cytochrome c- and apoptosome-
independent but Apaf-1–dependent mechanism of caspase
activation and cell death (192).

Interestingly, 85% of cytochrome c is sequestered in-
side the intra-cristae region formed by the convoluted folds
of IMM, with a limited access to the IMS (193). There-
fore, the sudden “all-or-nothing” release of cytochrome
c requires two steps: 1) a BH3-only–dependent (typi-
cally Bid) remodeling of the cristae structure allowing
cytochrome c to access the IMS, and 2) the Bax- and
Bak-dependent permeabilization of the OMM. The cristae
structure was recently shown to be controlled by the IMM
Presenilin-associated rhomboid-like protein (PARL) and
by the IMS resident dynamin-related Optic Atrophy 1
(OPA1) (194,195). In yeast, homologues of these proteins,
Rbd1 and Mgm1 respectively, regulate mitochondrial fu-
sion, a process of mitochondrial metabolism. Mice defi-
cient for PARL die between 8 weeks and 12 weeks of pro-

gressive cachexia, and their lymphocytes undergo mas-
sive apoptosis. Moreover, MEFs derived from these ani-
mals were significantly more sensitive to intrinsic stimuli,
demonstrating the anti-apoptotic function of PARL. Nor-
mally, PARL cleaves OPA1, and both cleaved and uncleaved
OPA1 form hetero-oligomers that maintain a tight bottle-
neck configuration of the cristae, keeping cytochrome c se-
questered.

How the OMM releases its mortal poison is still un-
clear, and two models have been proposed. In one, the
pro-apoptotic Bcl-2 family proteins Bax and Bak selec-
tively permeabilize the OMM, without affecting the IMM.
In the second model, a pore in the IMM known as the mito-
chondrial permeability transition complex (mPTC) opens
and allows water and solutes up to 1.5 kDa to accumulate
into the matrix. The matrix swells as water enters, and the
OMM bursts (196,197). Cells from mice lacking cyclophilin
D, a critical component of the mPTC, remain sensitive to
intrinsic death insults, favoring the first model. However,
the mPTC appears to be essential for stimuli promoting
necrosis such as calcium overload and ROS. Perhaps this
accounts for the fact that the knockout mice were resistant
to ischemia/reperfusion-induced cardiac injury (198,199).
As detailed later in this chapter, MOMP appears to be reg-
ulated and coordinated by the large family of proteins re-
lated to Bcl-2.

In addition to cytochrome c, several other pro-apoptotic
proteins from the IMS are released outside the mito-
chondria during apoptosis. The flavoprotein “apoptosis-
inducing factor” (AIF) translocates from the mitochondria
to the nucleus, causing DNA fragmentation and chromatin
condensation in response to apoptotic stimuli (200,201).
Genetic deficiency of this protein in mice inhibits the death
of embryonic cells in response to serum starvation and
leads to defects in embryonic morphogenesis and cavi-
tation of the embryonic cell mass. The observation that
these processes did not depend on caspase-3, caspase-9,
or Apaf-1, suggests that unlike C. elegans, not all pro-
grammed death in mammalian cells is dependent on cas-
pases (202). Further work with conditional genetic defi-
ciencies of AIF in immune cell lineages will be needed to
determine whether this mechanism has any role in immu-
nity. Another mitochondrial protein important in apopto-
sis is endonuclease G (EndoG). EndoG is a resident mi-
tochondrial nuclease that is released and translocates to
the nucleus upon apoptotic stimulation. Once situated in
the nucleus, EndoG cleaves DNA into nucleosomal sizes
independent of caspases, thus distinguishing itself from
the caspase-dependent activation of another apoptotic nu-
clease CAD (203) (see later discussion). Thus, the mito-
chondrion may participate in nuclear chromatin fragmen-
tation, which is one of the chief effects of apoptosis. When
released in the cytosol, Smac/DIABLO and Omi/HtrA2 neu-
tralize the inhibitors of apoptosis proteins (IAPs), and thus
promote caspase activation.
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Studies on the mitochondrion have also focused
on caspase-independent apoptosis. AIF, EndoG, and
Omi/HtrA2 were proposed to mediate such a pathway. In
general, this concept stemmed from examples of apop-
tosis that could not be blocked by small peptide caspase
inhibitors such as zVAD (204,205). However, conclusions
drawn from such experiments are limited by the short half-
life of such inhibitors and the fact that they do not block all
caspases. Also, kinetic experiments show that AIF release
occurs slowly secondary to the fast simultaneous redis-
tribution of cytochrome c, Smac/DIABLO, and Omi/HtrA2
(206,207). Finally, cells from double-knockout mice for the
executioner caspases-3 and -7 exhibit a delayed transloca-
tion of cytochrome c and AIF, indicating that caspases act
as an amplification loop necessary to fully permeabilize
the mitochondria (208). Thus, it is uncertain if there is a
truly caspase-independent form of apoptosis, although the
possibility remains.

Programmed Necrosis

While PCD has generally been equated with apoptosis, re-
cent evidence suggests that necrotic or alternative forms
of death may also result from internal death programs
(204,205,209,210). This is different from secondary necro-
sis that occurs in the late phase of apoptosis when mem-
brane integrity is lost. Rather, PCD leading to a necrotic
morphology without any intermediate stage of apoptosis
or caspase activation is now well documented (18,202). For
example, it has been found that DRs can trigger necrotic
death rather than apoptotic death under certain circum-
stances (204,205,209). Although TNF stimulation through
TNFR-1 can trigger caspase-dependent, classical apop-
tosis, necrosis may well be the dominant pathway for
TNFR-1, at least in certain cell types (204,209). By contrast,
Fas predominantly triggers apoptosis but can also induce
necrosis (18). A shift from apoptosis to necrosis can be in-
duced by tetrapeptide caspase inhibitors suggesting that
a necrotic pathway may exist for cell elimination when
apoptosis fails or is blocked (205). Moreover, the recent
identification and characterization of a small molecule
that specifically inhibits necrosis but not apoptosis points
to a distinct biochemical pathway for programmed necro-
sis (19). These observations have physiological relevance
since propriocidal death of mature T cells is partly refrac-
tory to inhibition by caspase blockers and can manifest
features of necrosis (18). For these reasons, we have cho-
sen to introduce the name programmed necrosis to describe
death by necrosis (or at least a clearly nonapoptotic phe-
notype) that results from a specific molecular pathway and
appears to be advantageous to the host.

An interesting example of programmed necrosis has
been investigated by Tschopp and coworkers. They have
shown that necrosis can occur through strong Fas stimu-
lation in a process that requires the receptor interacting

protein (RIP) (18). Originally identified by a yeast two- hy-
brid interaction screen using the DD of Fas as bait (211),
RIP was later found to be an essential component of the
TNFR-1 signaling complex that could induce the anti-
apoptotic transcription factor NF-κB (211–213, 214). Be-
sides a carboxyl terminal DD that is required for homo-
typic binding to the receptor-signaling complex, RIP also
contains an amino-terminal serine/threonine kinase do-
main that is dispensable to its apoptosis-inducing activity
but is essential for its necrotic function. Both direct Fas
engagement or TCR stimulation (which presumably indi-
rectly triggers Fas by FasL induction) can stimulate necro-
sis in vitro (18). A similar form of RIP-dependent, caspase-
independent necrosis has also been observed for TNFR-1
(17,215). Thus, RIP appears to be a bifunctional signaling
molecule with stimulatory and necrosis-inducing effects.
Paradoxically, RIP-deficient mice are severely runted and
die shortly after birth, apparently due to increased TNF-
induced death due impaired NF-κB induction (216). Be-
cause Fas-induced PCD has not been investigated exten-
sively in the RIP-deficient animals, it remains to be seen
whether RIP-dependent programmed necrosis has any role
in normal physiology. Nevertheless, RIP appears to be the
clearest talisman of a molecular pathway of programmed
necrosis. The downstream signals in this pathway remain
obscure, but in the case of TNF are distinct from the
TRADD-dependent, caspase-dependent apoptotic pathway
(215) and may partially involve oxidative stress (215,217).
Cyclophilin D can regulate some forms of necrotic death
induced by ROS and calcium but its role has not yet been
studied in lymphocytes (198,199).

What is the potential role of DR-induced necrosis in im-
munity? Many viruses, particularly the poxviruses, encode
inhibitors of caspases (17,218). Infection by poxviruses
leads to blockade of caspase-dependent apoptosis. This
sensitizes cells to TNF-induced necrosis (219). Therefore,
programmed necrosis may serve to counteract the ef-
fects of viral anti-apoptotic mechanisms by eliminating
virally infected cells. From an immunological standpoint,
necrotic cells may have a superior stimulatory activity than
apoptotic cells for DC maturation (23,24). During viral in-
fection, TNF-induced necrosis may indirectly enhance the
CTL response to the virus by promoting the maturation
of DCs. Programmed necrosis may therefore have an im-
munostimulatory role in addition to directly eliminating
virus-infected cells. Programmed necrosis could thereby
serve as a “bridge” between the innate arm of immunity
and the adaptive immune response.

Another important reason to further understand necro-
sis in the context of the immune system is that it may be
responsible for the pathogenesis of viruses such as human
immunodeficiency virus (HIV). Although many claims
have been made that HIV causes apoptosis—of either di-
rectly infected or bystander T cells—most dying infected
cells do not manifest hallmarks of apoptosis. Further,
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these cells actually appear necrotic when examined by elec-
tron microscopy (Figure 27.1) (220). Hence, apoptosis does
not appear to be the major mode of death. HIV-induced
necrosis is not impaired by the absence of RIP, thus dis-
tinguishing it from DR-induced necrosis. Further studies
on identifying the molecules involved in virally induced
necrosis are needed to determine whether it involves a spe-
cific molecular program or simply lethal cell injury.

FAMILIES OF MOLECULES PROVIDE
PRECISE REGULATION OF PCD

Caspases

A key concept in understanding PCD is that it was appar-
ently so vital to the successful evolution of multicellular
organisms that a specific set of genes was dedicated to
the task. Chief among these genes were those encoding
caspases. Junying Yuan and H. Robert Horvitz in 1993
first observed that a gene crucial for PCD in C. elegans,
ced-3, was related to a mammalian caspase, IL-1ß-
converting enzyme (ICE), thus implicating specific prote-
olytic events in the death program (221). The “caspase”
moniker is a rubric indicating that these enzymes contain
an active site Cysteine, cleave substrates on the carboxyl
side of ASPartate residues, and are proteASES. Caspases
have been called the “executioners” of apoptosis. Once acti-
vated, their cleavage of various cellular substrates, includ-
ing other caspases, results in the morphological features of
apoptotic cell death. Earnshaw et al. (222) authoritatively
discuss the detailed biochemical features of caspases and
their substrates, which are beyond the scope of this chap-
ter. There are 15 caspases in mammals (223). All appear to
be involved in apoptosis except human caspase-1 (ICE) and
caspase-4 (caspase-11 in the mouse), which serve to prote-
olytically process the precursors of cytokines such as IL-1ß
into their mature forms. In addition to its pro-apoptotic
role, caspase-12 was recently proposed to inhibit the pro-
inflammatory functions of caspase-1. Indeed, caspase-12
functions as a FLIP and directly binds to caspase-1 to sup-
press its activity. Functionally, mice deficient in caspase-12
are resistant to sepsis and clear bacterial infection more
efficiently. Further, humans with a caspase-12 polymor-
phism that results in an inactive truncated protein have
increased LPS-stimulated cytokine production, as well as
a correspondingly decreased risk for developing and dying
from sepsis (224,225).

Much early work equated caspase enzymatic activity
with processing. Although true for the so-called down-
stream “effector” caspases, recent studies have established
that cleavage is neither necessary nor sufficient for ac-
tivation of initiator caspases (172). Rather, oligomeriza-
tion of procaspases-8 or -10 within the DISC, procaspase-9
within the apoptosome, or procaspase-2 within an Apaf-1–

independent complex, is sufficient for activity (226–229).
The proximity-induced dimerization of the initiator cas-
pases is due to their long N-terminal prodomains, which
allow the caspases to enter into large activating multimeric
complexes (as described later). Further processing of ac-
tive procaspases may stabilize activity or allow for diffu-
sion of active caspases intracellularly where they can ac-
cess other protein substrates.

Because of the thermodynamic irreversibility of prote-
olysis, downstream caspase activation is a commitment to
death that cannot be undone. Hence, caspases are tightly
regulated. This regulation is achieved by three principle
means: 1) Caspases are zymogens requiring proteolytic
processing; 2) Certain caspases have long “prodomains”
that allow them to enter complexes with adaptor molecules
that promote autoprocessing; and 3) Specific inhibitors
exist (6). How these mechanisms work is clear from the
structures of caspases (Figure 27.4). Caspases have an
NH2-terminal “prodomain” that is removed in the active
enzyme. The COOH-terminal protease domain comprises
two catalytic subunits of the mature enzyme that are de-
noted by their processed molecular weights—for example,
p20 and p10. The processing sites between these parts oc-
cur at short specific tetrapeptide sequences ending in as-
partate residues that dictate that the major processing en-
zymes are caspases themselves (222). For caspases with
short prodomains, namely caspases 3, 6, and 7, this event
is believed to be the primary mode of regulation. Those
with long prodomains harbor protein-interaction domains
that allow them to enter activating complexes for specific
death pathways as described earlier. Caspase-8 and -10
have DEDs and caspases-1, -2, -4/-11, -5, -9, -12, and -13
have CARD domains. How complex formation stimulates
autoprocessing is not understood, but likely involves a sto-
ichiometry in which multiple proenzymes come into close
contact. Within such a complex, the proenzyme chains
adopt a more active structure that may or may not resem-
ble the final processed active structure. The liberated sub-
units form a heterotetramer of two large and two small
enzyme subunits as reflected in the crystal structures of
processed caspases (230,231,232–234). The consequences
of subunit cleavage are dramatic: There is a 180◦ shift of
the NH2-terminus of the small subunit to bring it into ap-
position with the catalytic cleft (235). To begin autopro-
cessing, an active intermediate pseudoconformation could
be stabilized by internal hydrophobic interactions or by
the action of chaperones. After caspase zymogens are re-
cruited to a trimeric DR complex, an enzyme pseudostruc-
ture formed by two precursors could process a third proen-
zyme molecule. Subsequent subunit rearrangements could
then lead to processing of additional unprocessed chains.
Once a processed heterotetramer is formed, it will be ther-
modynamically stable and move away from the activat-
ing complex. If the stoichiometry of the activating com-
plexes requires three proenzymes, this would match the
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FIGURE 27.4 Mammalian caspases. A: The structures of the
15 known mammalian caspases are shown. Many of the cas-
pases contain at their NH2-terminal the CARD domain. Caspase-8
and caspase-10 contain a tandem copy of the DED at the NH2-
terminal end of the pro-enzyme, which is essential for recruit-
ment to the DISC. Caspase-15 contains a pyrin (PYD) domain
at the NH2-terminus. The large (p18/p20) and small (p10/p12)
subunits near the COOH-terminals are also shown. The optimal
tetrapeptide substrate specificity of each caspase is shown on
the right-hand column. Notice that the caspase-4 and caspase-
11 are human and mouse homologues, respectively (asterisks).
B: Proximity-induced oligomerization is cruicial in activating ini-
tiator pro-enzymes, which also undergo autoproteolytic cleavage.
Shown in the diagram by the arrows are the proteolytic cleav-
age sites of caspase-8 at aspartate residues 210, 216, 374, and
384, as well as the active site cysteine (C360) indicated by a bar.
Two of each of the large and small subunits of the enzyme form
the active enzyme in a head-to-tail conformation, resulting in a
tetramer that contains two catalytic sites at the two ends of the
molecule. The active sites of the enzyme, which are made up of
residues from both the large and small subunits, are designated
by the circles at the ends of the processed enzyme.

symmetry of DRs (see later discussion). Proteolytic activa-
tion is regulated by a variety of proteins. These inhibitors
interact with the fully formed enzyme and remain bound
as competitive inhibitors. Examples of such inhibitors are
the CrmA protein, its homologs found in other viruses,

and the IAP proteins (218,236). Other viral proteins that
harbor DEDs can enter the DR signaling complexes and
inhibit cleavage of caspases-8 and -10 (114,237). Initially,
it was thought that these inhibitors, termed v-FLIPs for
viral FLICE (caspase-8) inhibitory proteins, inhibit apopto-
sis by competing with caspase-8 and -10 for entry into the
DR complex. However, it is now clear that the inhibitor
and the caspase enter the complex together. Resolution
of the crystal structure of MC159, a v-FLIP from the pox
virus Molluscum contagiosum virus, reveals that it cooper-
atively assembles with FADD and Fas through an extensive
charge surface encompassing a conserved charge triad.
This prevents FADD self-aggregation and disrupts higher
order oligomerization necessary for activation of caspases-
8 and -10 (238). Cellular FLIP, or c-FLIP, is structurally
homologous to caspase-8 and -10 (indeed, it is encoded
in the same locus on human chromosome 2 as these cas-
pases) but has multiple mutations in the caspase domain
that inactivate its protease function (116). It can also enter
the Fas signaling complexes and prevent caspase recruit-
ment and activation (238,239). However, c-FLIP can also
induce apoptosis under certain conditions, which may be
due to its ability to heterodimerize with and thus activate
procaspase-8 (240). The ability of antigen receptor stimu-
lation to block Fas-induced death in B cells is regulated in
part by c-FLIP (117).

Another class of caspase regulators is the cellular IAPs
(c-IAPs) that can directly inactivate mature caspases to
avert the deleterious effects of inadvertent caspase acti-
vation (118,119). IAPs are characterized by the presence
of up to three baculovirus IAP repeats (BIRs). Originally
identified in baculovirus, the BIR domains are character-
ized by the presence of cysteine and histidine residues in
defined spacing arrangements (Cx2Cx6Wx3Dx5Hx6C) (for
review, see [118]). The mechanisms of inhibition by IAPs
on different caspases are quite distinct. For caspase-9, in-
hibition by XIAP depends on binding of the BIR3 do-
main with the tetrapeptide sequence ATPF at the NH2-
terminal of the p12 subunit that is exposed only in the
mature enzyme. Hence, XIAP specifically inhibits active
caspase-9, but not pro-caspase-9 (190). By contrast, XIAP
inhibits caspase-7 and -3 by forming contacts in the cat-
alytic groove with little involvement of the BIR domains
(241). Interestingly, this mechanism of XIAP association
is adopted by Smac/Diablo to inhibit the anti-apoptotic
function of XIAP during the onset of mitochondrial PCD
pathways (191). Smac/Diablo is a protein that resides in
the intermembrane space of the mitochondria. It func-
tions as an elongated dimer of α helices that adopts the
shape of an arch. The NH2-terminal amino acids AVPI
generated from cleavage of the mitochondria targeting se-
quence are not well organized in the crystal structure. Nev-
ertheless, they are critical for the inhibitory function of
the protein. Mutation of alanine to methionine abolished
the inhibitory activity of Smac/Diablo on XIAP (190,191).
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This IAP-binding motif (IBM) is also shared by other IAP
antagonists (Omi/HtrA2, and GSPT1/eRF3), and by cas-
pase-9, suggesting that IAP antagonists and caspase-9
compete for binding to XIAP (190). The action of XIAP
is flexible in order to carry out diverse functions. Instead
of the BIR3 domain, XIAP uses the linker region between
BIR1 and BIR2 to interact with and inhibit the function of
caspases-3 and -7. In this case, the linker inserts into the
catalytic groove of the caspase in reverse orientation to
that of the tetrapeptide inhibitor DEVD-CHO. While BIR2
does not directly participate in the inhibitory activity, it
may contribute to the stability of the association by mak-
ing other contacts with caspase-3 (231,242,243).

The death-inducing effect of caspases is highly specific
in that most proteins in the dying cell remain uncleaved.
Lethality is therefore due to cleavage of a limited set of
targets. Caspases have an absolute requirement for as-
partate at the amino side of its cleavage sites (P1 site).
Further specificity is dictated in part by the three amino
acids preceding the obligatory aspartate in the substrate
(P2-P4 positions) (222). Preferred tetrapeptides have been
identified for each of the mammalian caspases so that,
for example, caspase-3 is known to preferentially cleave
at the sequence DEVD, whereas caspase-8 prefers IETD
(12,244,245). Nicholson and coworkers have developed
valuable tetrapeptide substrates and inhibitors based on
these preferences, but they emphasize that these are not
absolutely specific (12,222). In addition to primary amino
acid sequence, additional secondary structural features of
target proteins may be recognized. For example, many pro-
teins harboring a DVED sequence may not be cleaved at
that sequence by caspase-3 (119). Thus, the tetrapeptide
recognition sequences are required but not sufficient for
apoptotic protein cleavage. Nevertheless, model caspase
substrates and inhibitors based on short recognition pep-
tides, such as zVAD- or DVED-fmk (fluoromethyl ketone),
have been useful in assessing caspase function in vitro and
in vivo.

Proteins known to be cleaved by caspases in the dying
cells have been grouped according to apparent functional
importance: a) cytoskeletal proteins such as actin, gelsolin,
and α-fodrin, among others; b) nuclear structure proteins,
especially lamins A and B; c) DNA metabolism and repair
proteins such as poly (ADP-ribose) polymerase (PARP); d)
protein kinases, such as various isoforms of PKC; e) signal
transduction proteins such as STAT1, SREBP-1 and phos-
pholipase C-γ 1. A more extensive discussion of identified
caspase substrates has been published (222). Since PCD
typically involves the elimination of somatic cells, there
may be little evolutionary constraint on random cleav-
age sites. Hence, it has been difficult to distinguish func-
tional versus adventitious sites. Key caspase substrates
that have unequivocal roles in apoptosis include caspases
themselves, Bcl-2 and Bcl-XL, the ICAD inhibitor (inhibitor
of caspase activated deoxyribonuclease) of the DNase CAD,

which is one enzyme causing apoptotic nuclear fragmen-
tation, and the nuclear lamins (246,247). Cleavage of the
nuclear lamins was shown by Eileen White to be respon-
sible for certain nuclear changes in apoptosis by experi-
ments in which the aspartate cleavage sites were modi-
fied and the apoptotic changes were abrogated (248). This
stringent test has been applied to very few proteins cleaved
during apoptosis. In fact, evidence weighs against the role
of many caspase substrates in apoptosis. The knockout of
the PARP gene in mice revealed no abnormality of develop-
ment, immunity, or apoptosis (249). Hence, further work is
necessary to determine the importance of proteins cleaved
during apoptosis.

Genetic analyses of human caspases have provided im-
portant information about their function. By contrast, ho-
mozygous deficiencies in mice have been associated with
embryonic lethality or neurological defects but have not
yielded specific immunological phenotypes (222). Inher-
ited mutations of two caspases in humans cause promi-
nent effects in the immune system. The first, an inherited
mutation in caspase-10, was detected in the human disease
ALPS, type II (156,250). Individuals with caspase-10 mu-
tations exhibited defects in apoptosis triggered by multiple
DRs affecting the homeostasis of T cells, B cells, and DCs.
The abnormal accumulation of immune cells leads to the
formation of a variety of autoantibodies that cause autoim-
mune conditions including hemolytic anemia, thrombo-
cytopenia, and others. Individuals harboring mutations in
caspase-8 have also been identified (251). These individu-
als also exhibit abnormal lymphocyte apoptosis and the ac-
cumulation of lymphocytes in secondary lymphoid tissues.
However, unlike a caspase-10 mutant individual, the lack
of caspase-8 leads to minimal autoimmunity. Rather, the
affected individuals exhibit immunodeficiency manifested
as recurrent sinopulmonary and viral infections. Biochem-
ical analysis shows that caspase-8 is required for NF-κB in-
duction by the TCR, BCR, and Fc receptor, which accounts
for this T, B, and NK lymphocyte activation defects. These
patients represent a novel clinical entity, termed caspase-8
deficiency state (CEDS) (252). The clinical differences be-
tween humans having caspase-10 or caspase-8 mutations
may reflect differences in substrate specificities of these
two closely related caspases (176,253).

TNF/TNFR Superfamily Members

The TNF/TNFR superfamily contains many key regulators
of immunity (Figure 27.5). These receptors and their cog-
nate ligands facilitate communication between immune
cells in the orchestration of immune responses. They also
comprise a major class of cellular sensors to external phys-
iological cues that regulate PCD (254). The hallmark of
these receptors is the presence of “cysteine-rich domains”
(CRDs) in the extracellular region, which are required
for receptor assembly and ligand binding. Each receptor
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FIGURE 27.5 Interacting proteins of the TNF/TNFR superfamily. TNFR- and TNF-related pro-
teins are shown at the left and right of the figure, respectively, with arrows connecting ligand-
receptor pairs. CRDs are shown as small ovals. The NH2-terminal CRDs (CRD1a,1b,1c,1d) are
grouped on the basis of sequence similarity as indicated by the use of colors in the figure. Small
vertical lines denote the locations of intron excision sites from the RNAs that encode the proteins
(this information was not available for RANK, DcR1 and DcR2). Red boxes mark the locations of
DD-related sequences in the cytoplasmic regions of the TNFR-related proteins. Numbers to the
immediate left of the TNFR cytoplasmic regions denote known or inferred interactions with the
indicated TRAFs. The locations of the human genes that encode the proteins are provided at the
extreme left and right of the figure; the mouse cluster on chromosome 17 is also noted. (Figure
adapted from [61] with permission from Cell Press by Nigel Killeen)

contains between one (BCMA and TWEAK-R) (255,256)
to six (CD30) CRDs. The receptors can be further subdi-
vided into two classes based on sequence homology within
the cytoplasmic signaling domain. The DRs contain an
80-residue-long DD that is essential for death signaling

(174,257). The majority of the receptors lack a DD, and
therefore are not called DRs, but have a region that in-
teracts with the TRAF (TNF receptor associated factors)
proteins (258). Interestingly, some of the DRs, including
TNFR-1, can indirectly recruit TRAF proteins, which may
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explain cross-talk between certain DD-containing and DD-
lacking receptors (259,260,261). Signals transduced by the
non-DD-containing receptors are frequently pro-survival,
while that of the DRs are typically pro-apoptotic. In all,
more than 20 members of the TNF receptor family in
humans have been identified (61). With a few exceptions
(EDAR and XEDAR), essentially all TNFRs play important
regulatory roles in the immune system.

Signaling by the TNFRs is initiated when the cognate
ligands, which are obligate trimers, contacts the pre-
formed receptor complex (reviewed in [259,262]). Down-
stream signaling of DRs requires the recruitment of DD- or
DED-containing proteins. For Fas, receptor engagement
results in rapid recruitment of FADD and caspases-8 or
-10 within the DISC, as detailed earlier (175). Other DRs
such as TNFR-1 may require recruitment of an addi-
tional adaptor molecule like TRADD prior to the docking
of FADD (263). These events rapidly culminate in cas-
pase activation. The non-DD-containing receptors medi-
ate NF-κB induction and the activation of c-Jun kinases
through the recruitment of TRAF proteins, a property that
is shared by some DRs such as TNFR-1. Recruitment of
TRAF proteins by DRs may counter the pro-apoptotic re-
sponse through their interactions with c-IAPs. “Knockout”
analyses in mice reveal that many of these signaling inter-
mediates, including TRAF2 (264), RIP (213), and compo-
nents of the NF-κB activation pathway (265–269), are es-
sential for conferring protection against apoptosis induced
by DR ligands. Deficiency of NF-κB tends to sensitize cells
to TNF-induced death (270–272). Both TRAF2 and NF-κB
induction through RIP may act in concert to promote sur-
vival in response to TNF (273). Interestingly, unlike the
TNFR-1 and Fas-deficient mice, which are viable, knock-
out of the signaling components such as FADD or TRADD
often results in embryonic lethality. The discordant results
in knockout animals imply that TNFR signaling interme-
diates are involved in ontogenetic processes other than
PCD. Alternatively, other TNFRs may mediate critical PCD
events during development using the same set of signal-
ing molecules. However, many other TNFR-deficient ani-
mals, including Fas-, DR6-, or multiply-deficient animals
(TNFR1−/−, TNFR2−/−, and Faslpr/lpr together) are viable,
thus arguing against the latter hypothesis (182,183,274).

Bcl-2 Gene Family

Bcl-2 and Bcl-XL are the prototypes of a diverse fam-
ily of apoptosis-regulatory proteins whose filial relation-
ships are conferred by four impressively short homology
regions, termed BH-1 to BH-4 (Figure 27.6) (275,276). Pro-
teins in this family can be classified into three groups:
1) the “multidomain” anti-apoptotic proteins (Bcl-2,
Bcl-XL, Mcl-1, Bcl-w, A1, and BOO), which contain the
four BH domains; 2) the “multidomain” pro-apoptotic
Bax, Bak, and Bok that possess BH1–3 domains; and

FIGURE 27.6 Schematic diagram of members of the Bcl-2 fam-
ily. The dark blue, green, red, and orange boxes represent the
different Bcl-2 homology (BH) domains and the gray boxes des-
ignate the hydrophobic transmembrane (TM) region that is re-
quired for insertion into the mitochondrial membrane.

3) the “BH3-only” proteins (Bid, Bad, Bim, Bik, Noxa, and
Puma). Bcl-2 was identified at the chromosomal break-
point of t(14;18)-bearing follicular B cell lymphomas. Vaux
and Cory demonstrated that the oncogenic effect of Bcl-2
could be attributed to enhanced cell survival rather than
proliferation (154,277). Consequently, Bcl-2 represented a
new class of death-preventing oncogenes that collaborates
with growth-promoting oncogenes, such as Myc (278). It is
not uncommon to find abnormal overexpression of Bcl-2 in
lymphoid and nonlymphoid malignancies (279). Bcl-2 and
Bcl-XL regulate various types of immune cell death caused
by lymphokine withdrawal, γ -irradiation, and chemi-
cal death inducers such as glucocorticoids, phorbol es-
ters, DNA-damaging agents, and ionomycin—all of which
provoke mitochondrial apoptosis (reviewed in [280]).
Apoptosis induction is one means by which cancer
chemotherapeutics exert an anti-tumor effect. Thus, since
apoptosis antagonism may be as important in transforma-
tion as mitogenesis, new therapeutic strategies aimed at
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antagonizing Bcl-2 may be effective in cancer therapy (see
later discussion).

How Bcl-2 family proteins regulate cell death remains
unsolved, but several regulatory principles have been de-
lineated (275). Key family members, including Bcl-2, Bcl-
XL, and Bax, associate with intracellular membranes, es-
pecially the OMM, via a carboxy-terminal hydrophobic
domain (281–284). Death regulation by the Bcl-2 family
involves controlling the permeability and integrity of the
OMM. Structural features suggest that Bcl-XL may form
pores or channels in membranes, which could govern this
process (171). Bcl-2 family members form homotypic and
heterotypic dimer complexes. The balance between pro-
and anti-apoptotic members determines cell fate proba-
bly through direct interactions with each other (285–289,
290). The precise stoichiometry of these associations that
lead to survival or death have not been defined. Regula-
tion by these proteins appears to be “upstream” of caspase
activation, but they may also control caspase-independent
forms of cell death, including autophagic cell death (202).
These proteins have their most important effects on mi-
tochondrial death pathways and comparatively less effect
on DR-initiated pathways. In particular, the pro-apoptotic
family members such as Bax and Bak can cause mitochon-
drial release of cytochrome c and activation of cytosolic
caspases (291). Diverse pathways, such as transcriptional
induction (Bim, Puma, Noxa, and Bcl-XL), phosphoryla-
tion (Bad), processing (Bid), conformational changes (Bax
and Bak), or organelle translocation (Bim, Bid, Bax), con-
trol the presence and biological activity of Bcl-2 family
members (100,292). Each of these principles has reported
exceptions, but they constitute the current basis for our
understanding of the Bcl-2 family of proteins.

The biological function of Bcl-2 family members has
been examined in genetically engineered mice and tissue
culture cells (for a review see [94]). Bcl-XL–deficient mice
die around embryonic day 13 due to massive neuronal
apoptosis (293). By contrast, Bcl-2–deficient mice survive a
few weeks postnatally but then develop polycystic kidney
disease, hypopigmentation due to decreased melanocyte
survival, and, most important, massive apoptotic loss of all
B and T lymphocytes (294). Thus, while Bcl-2 is not neces-
sary for lymphocyte maturation, it is indispensable for the
maintenance of mature lymphocytes. However, expression
of Bcl-XL is required for the survival of DP (CD4+CD8+)
thymocytes, B220+ bone marrow cells, and mature B cells
(275). Mcl-1 deficiency results in peri-implantation lethal-
ity (295). A conditional knockout in the T cell compart-
ment increases apoptosis at the double-negative 2 stage
and arrests the development of both B and T lymphocytes.
Mcl-1 is also essential for mature lymphocyte survival, and
experimental elimination of this molecule triggers their
rapid loss (136). Transgenic experiments in which Bcl-2
or Bcl-XL were overexpressed suggest, however, that the
two proteins can functionally substitute for one another

and govern a final common death pathway (275). Selec-
tive transgenic overexpression of Bcl-2 in B or T cells leads
to increased numbers of those cells and the late onset
of lymphomas (296,297). Bcl-2 overexpression also blocks
Apaf-1– and caspase-9–independent pathways of apopto-
sis, demonstrating the broad inhibitory effect of Bcl-2
(298). Further, Bcl-2 was recently shown to suppress Beclin
1 autophagic cell death, a novel form of nonapoptotic cell
death (20,299). Deficiency of the pro-apoptotic Bax protein
has a surprisingly mild phenotype in mice, causing only
abnormalities in testis development and sterility (300). De-
ficiency of the pro-apoptotic Bak protein also causes very
little effect in mice. However, a combined deficiency of Bax
and Bak causes multiple organ abnormalities and perina-
tal death due to failed apoptosis (301). This includes an ac-
cumulation of lymphocytes and other hematopoietic cells,
underscoring the importance of the Bax and Bak proteins
for normal immune homeostasis.

Recent work has focused on the BH-3–only subset (Fig-
ure 27.6). Structural analysis has revealed that Bcl-2 family
members interact through a hydrophobic pocket formed
by the confluence of the BH-1, BH-2, and BH-3 helices. The
interactions between Bcl-2 family members have a charac-
teristic selectivity and hierarchy that may depend princi-
pally on binding to the BH-3 helix (302). The BH-3–only
proteins may selectively regulate the other family mem-
bers through interactions at the hydrophobic pocket. Ge-
netic ablation experiments have demonstrated the critical
role of this family during developmentally programmed
cell death as well as stress-induced death (94). So far,
only one BH-3–only protein, called EGL-1 (egg laying de-
fective 1), has been characterized in C. elegans. In mam-
mals, the BH-3–only subset includes Bad, Bik, Bid, HRK,
Bim, Noxa, Puma, Bmf, and perhaps others because the
BH-3 motif is only a 9–16 amino acid long of alpha he-
lix. Induction of cell death by BH-3–only proteins requires
Bax and Bak, indicating that BH-3 proteins act upon or
upstream of pro-apoptotic relatives (303,304). The activ-
ity of BH-3–only proteins is governed transcriptionally
and posttranscriptionally in a highly regulated fashion
according to their function. Bid is cleaved by caspase-8,
yielding a 15 kDa fragment that is myristoylated, which
can insert into the mitochondrial membrane. This trig-
gers the oligomerization of Bax and Bak thereby con-
necting the DRs to the mitochondrial pathway of death
(163,167,291,305,306,307). Phosphorylation of Bad and
Bim can control their association with 14-3-3 proteins
or the microtubule-associated dynein motor complex, re-
spectively (100). When released, Bad and Bim can induce
apoptosis through the mitochondrial pathway. Interest-
ingly, most of Bim is bound to Bcl-2 and Bcl-XL at the
mitochondria in both resting and activated T lympho-
cytes (308). Genetic deficiency of Bim protects against a
variety of death inducers, such as cytokine deprivation,
γ -radiation, glucocorticoids, ionomycin, DNA damage,
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etoposide, and Taxol but not FasL (52). Deficiency of Bim
also significantly impairs TCR-induced thymocyte selec-
tion. These diverse forms of regulation provide a mech-
anism for a variety of different apoptosis inducers to
converge on the mitochondrial pathway of death.

The mechanism by which the BH-3–only proteins con-
trol cell death is still an intense field of research. Stud-
ies carried out with peptides corresponding to the α-
helical BH-3 domains distinguish two different subgroups
of BH3–only proteins (309,310,311,312). The “activating
BH-3” proteins (including Bim and Bid) can directly
trigger death by Bax and Bak besides counteracting
Bcl-2 and Bcl-XL. The second group includes Bad and Bik
and is called derepressor BH3 or sensitizing BH-3. These
molecules suppress the anti-apoptotic activity of Bcl-2 and
Bcl-XL but fail to activate the executioners Bax and Bak.
They thus sensitize the mitochondria by increasing OMM
permeability but require the intervention of an additional
activator of Bax to induce apoptosis. The development
of drugs mimicking sensitizing BH-3 protein associations
represent an appealing therapeutic approach to modulate
the anti-apoptotic Bcl-2 proteins during cancer treatment
(279). A small organic molecule (ABT-737) with mecha-
nistic similarity to Bad was recently characterized as a
potent inhibitor of the anti-apoptotic molecules Bcl-2, Bcl-
XL, and Bcl-w. Resembling a Bad-derived peptide, ABT-737
inhibits anti-apoptotic Bcl-2 proteins, but does not directly
activate Bax and Bak. ABT-737 exhibits synergistic cytotox-
icity with chemotherapeutics and radiation in vitro and in
vivo. It displays single-agent activity against lymphoma,
small-cell lung carcinoma, primary patient-derived cells,
and promotes the regression of solid tumors (313).

Apaf Proteins

Mammalian Apaf-1 constitutes another class of proteins
that is critical for the mitochondrial pathway of apop-
tosis. Apaf-1 is structurally and functionally homolo-
gous to the C. elegans Ced-4 protein (314). Both Apaf-1
and Ced-4 contain an NH2-terminal CARD domain fol-
lowed by a nucleotide-binding oligomerization domain
(NOD). Ced-4 can complex with caspase-9 via CARD
domains present in both molecules. The NOD domain
is essential for binding ATP and homo-oligomerization.
In addition, Apaf-1 also contains WD-40 repeats at the
carboxy-terminal, which bind cytochrome c released from
damaged mitochondria. Interestingly, C. elegans Ced-4
contains no carboxy-terminal WD-40 repeats and does
not respond to mitochondrial insults (315). Apaf-1, cy-
tochrome c and ATP are all required to properly activate
pro-caspase-9 (186,316). Genetic evidence from knockout
animals revealed that Apaf-1 and caspase-9 are obliga-
tory components of the apoptosis response through p53
to DNA damage and other mitochondrial death events
(317,318,319).

Other proteins similar to Apaf-1/Ced-4 have been iden-
tified, most of which contain regions of homology to the
NOD domain. Overexpression studies suggest that several
of these (NOD1, NOD2, IPAF, and cryopyrin) may mod-
ulate apoptosis, but most evidence indicates they chiefly
mediate proinflammatory responses. These proteins initi-
ate intracellular responses to peptidoglycan or other bac-
terial antigens, through NF-κB induction or maturation
of caspase-1 (320). One of these proteins, NOD2, has
been mapped as a susceptibility gene for Crohn’s dis-
ease (321,322). The CARD domain of NOD2 may allow it
to be involved in apoptosis as well as inflammatory re-
sponses. Many members of the TNFR superfamily such as
TNFR-1 and Fas have divergent effects (e.g., cellular activa-
tion versus apoptosis) that are apparent at different times
and depend on the context of the immune response. Hence,
combinations of protein interaction motifs like the CARD,
NOD, and other signaling domains in single adapter pro-
teins may allow bifurcation of biological responses from
the same receptor.

STRUCTURAL REGULATION OF PCD

TNF/TNFR Structure

The recent determination of structures of components of
the PCD pathways has led to a better physical sense of
how these death programs work (Figure 27.7). In almost
all cases, the formation of specific stoichiometric protein
complexes is crucial for apoptosis signaling. Receptor-
mediated apoptosis by DRs within the TNFR superfam-
ily is triggered by receptor-specific ligands within the TNF
superfamily (61). The defining structural motif of the
TNFR superfamily, the CRD, is a 40 amino acid cluster
of β strands folded back on themselves and pinned in
place by three disulphide bonds formed by six cysteines
in highly conserved positions (Figure 27.7A). Most of the
TNFRs have multiple CRDs, which serve two primary func-
tions depending on location. The membrane proximal or
central CRDs mediate ligand binding. For example, in
TNFR-1, the two central CRDs, CRD2 and 3, provide
the key ligand-binding contacts. The membrane distal
CRD mediates receptor pre-assembly on the cell surface
(323,324). This membrane distal CRD along with adjacent
amino-terminal sequences is called the pre-ligand assembly
domain or PLAD. It promotes the oligomerization of like
receptor chains prior to ligand engagement. Pre-assembly
of receptor chains into trimers or perhaps other oligomeric
complexes is obligatory for both ligand binding and signal
transduction. The PLAD has been identified in both DRs
such as Fas, TNFR-1, and TRAIL receptors, as well as in
non-DD receptors, such as TNFR-2 (323,324). The orienta-
tion of the receptor chains is likely to change drastically be-
tween the unliganded and liganded complexes as reflected
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FIGURE 27.7 Structural biology of apoptosis. A: Structure
of the unliganded TNFR-1. B: Side view of the TNFβ-bound
TNFR-1 looking from plane of the membrane. Conserved disul-
phide bonds that are structurally essential are shown in red.
C: Bird’s eye view of the TNF/TNFR-1 structure looking down
at the plane of the membrane. D: NMR structure of Bcl-XL. The
BH-3 (α2) domain runs perpendicularly across the molecule and
the two central hydrophobic helices (α5 and α6) are buried in
the middle portion of the molecule. E: Structure of the Fas DD,
a prototypical hexahelical bundle. The bundle is composed of six
helices, a structural scaffold that is also conserved in the DED
and the CARD domain. The position of each of the helices is in-
dicated. F, G: Structures of caspase-7 before (F) and after (G)
proteolytic autoprocessing. Notice that the catalytic site (box) in
the pro-enzyme is relatively “loose” (F). Processing of the pro-
enzyme results in substantial “tightening” of the catalytic loops.
The red-colored strand inside the boxed area in (G) denotes the
position of the pseudosubstrate tetrapeptide DEVD.

in the extant crystal structures for unliganded and liganded
TNFR-1 (see Figure 27.7A, B). The receptor chains are ini-
tially attached at the membrane distal CRD and then these
interactions fall apart as the receptor admits the ligand
between three receptor chains to interact with the CRDs
closer to the membrane. The discovery of the PLAD over-
turned the prevailing model that TNFR family members
signal by the ligand “cross-linking” solitary receptor chains

into a trimeric complex. Instead, the ligand will bind to
and change the configuration of pre-assembled receptor
complexes. Hence, CRDs can regulate both intra- or inter-
molecular associations critical to receptor function.

The ligands for TNFRs are typically obligate ho-
motrimers that adopt a compact “jelly-roll” conformation
with a hydrophobic face where the individual subunits sta-
bly interact with each other (61,325). Certain exceptions,
such as LTα and LTβ, can form heterotrimers. The ligand
subunits are usually synthesized as type II transmembrane
proteins and, following trimerization, may remain mem-
brane bound or undergo metalloproteinase cleavage to a
soluble form (326). Binding of the pre-assembled recep-
tor complex with the trimeric ligand forms a symmetric
three-to-three ligand-receptor complex that is evident in
the crystal structures of the liganded TNFR1 and TRAIL
receptors (241,327,328,329,330). Functionally, the ligand
interaction appears to re-orient the receptor chains so that
the intracellular domains adopt a specific juxtaposition fa-
voring the binding of appropriate intracellular signaling
proteins. The recently solved structure of the TRAIL trimer
differs from the TNF structure in that it contains a loop in-
sertion in the first β-strand that is critical for receptor as-
sociation (241,327,328,329,330). In both the TNFR-1 and
TRAIL-R2 crystals, ligand contacts appear to be restricted
to the second and third CRDs. The extensive receptor–
receptor interaction in the PLAD region found in the unli-
ganded TNFR-1 receptor structure is absent in the ligand-
bound receptor crystal structures (331–333,334). How the
ligand initially contacts the pre-formed receptor complex
and initiates chain rearrangement are important unre-
solved questions.

The fundamental three-fold symmetry of the TNF
superfamily ligands and receptors appears to be con-
served among the proximal signaling complexes. This in-
cludes the receptor–TRAF2 interaction (335,336), TRADD–
TRAF2 interaction (337,338), and Fas–FADD interaction.
The importance of the trifold symmetry in the receptor
and signaling apparatus is highlighted by genetic muta-
tions found in both human and mouse. For instance, het-
erozygous mutations in the cytoplasmic DD of Fas found
in the lprcg (mouse) or Fas-defective form of ALPS re-
sulted in a greater than 50% reduction in receptor signaling
(339,340,341). This is likely due to the fact that inclusion
of at least one bad subunit in the receptor trimer prevents
the formation of a 3:3 Fas:FADD complex and thereby ab-
rogates signaling (341).

The genetic effect by which a mutant allele encodes a
protein that interferes with the same protein encoded by a
wild-type allele is called dominant interference. Dominant
interference is usually observed in proteins that function
by forming multiprotein complexes, which is now known
to be a common feature in PCD pathways. In the case
of the trimeric Fas receptor, dominant interference may
be potent due to the fact that with equal expression of a
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wild-type and mutant allele, (1/2)3 or 1/8 would be ex-
pected to have solely wild-type subunits and 7/8 of the
complexes would have at least one bad subunit by ran-
dom reassortment of receptor chains (339,340,341). More
generally, a dominant-interfering disease mechanism may
be especially important in PCD disorders in outbred hu-
man populations, where most gene loci are heterozygous
rather than homozygous. Thus, our understanding of the
Fas receptor reveals that although higher order symmet-
ric signaling complexes may provide rapid and selective
signaling in immune regulation, they also create a vulner-
ability to genetic disease.

Bcl-2 Homology Structures

Bcl-XL has the best-characterized structure, and it suggests
interesting hypotheses regarding the function of Bcl-2 fam-
ily members (171). It contains a conserved nest of alpha
helices including a backbone of two hydrophobic helices
that are encircled by several amphipathic helices, includ-
ing the BH4 helix, which is a key interaction site for mem-
bers of the Bcl-2 family (Figure 27.7D). The structure has
revealed a tantalizing similarity to pore-forming domains
of bacterial toxins. This has stimulated a wealth of research
into whether membrane pore formation is a key element of
apoptosis modulation by Bcl-2 family proteins (342,343).
It is interesting to consider that pore-forming toxins of bac-
teria have homology to regulatory proteins whose primary
site of action is the mitochondria (which is believed to
have evolved as a bacteria-like organism subsumed into eu-
karyotic cells). Structurally, Bcl-2 homology regions, BH1,
BH2, and BH3 are widely spaced in the primary sequence
but closely apposed in a hydrophobic pocket. Through
this pocket, the pro- and anti-apoptotic members of the
Bcl-2 family interact and cross-regulate one another. Pro-
teins with only an amphipathic BH-3 helix can also interact
with this pocket in the anti-apoptotic Bcl-2 family mem-
bers and potentially nullify their protective function (171).
The specific amino acids contained in this pocket dictate a
select hierarchy of interactions between various members
of the Bcl-2 family. Hence, the structure reveals a possible
functional interaction with the mitochondrial membrane
and explains associations between members of the Bcl-2
family that determine survival or death.

The Hexahelical Bundle

The DD, DED, and CARD domains are critical protein–
protein interaction motifs in DR-mediated PCD. Interest-
ingly, all three domains adopt a similar structural scaffold
of a compact bundle of six anti-parallel α-helices, which
we will refer to as the “hexahelical bundle” (HHB) (Figure
27.7E). This structure is an ancient one that is related to the
“ankyrin repeat,” a protein interaction motif occuring in a

plethora of proteins and conserved throughout phylogeny
(61,171). Despite remarkable overall similarity, significant
differences exist among the DD, DED, and CARD, which
likely account for their binding specificities. They usually
form homotypic associations. For example, the surfaces
of Fas DD is made up of mostly charged residues (344),
whereas the FADD DED contains hydrophobic patches
that are important for binding to caspase-8 (170). The
six helices in CARD domain of RAIDD form an acidic
surface on one side of the molecule and a basic region
on the other side of the molecule, which may be impor-
tant for binding of the corresponding CARD domain in
caspase-2 (345). Structural and mutagenesis data corrob-
orate the notion that helices 2 and 3 are critical contact
regions for homophilic DD and DED interactions. In addi-
tion to α2 and α3, homophilic CARD–CARD interactions
appear to involve electric dipole interactions between α2,
α3, α5 on one molecule and α1, α4 on the partner. Ex-
amination of the CARD domain from Apaf-1 yields similar
observations (346,347 ). Thus, specific molecular pathways
are determined by defining residues in DD, DED, or CARDs
presented on a common scaffold. It is also important to rec-
ognize that DDs, DEDs, and CARDs are primarily protein–
protein interaction domains, and although they were ini-
tially discovered in apoptosis pathways, homologs of these
motifs may be utilized by nature to associate proteins in
pathways unrelated to apoptosis. In fact, a class of pro-
teins containing the Pyrin domain also appears to use a
HHB structural scaffold (348,349,350). The pyrin domain
was originally identified in a protein mutated in patients
with familial Mediterranean fever, thus providing a molec-
ular link between apoptosis and inflammatory diseases.

An intriguing feature of HHBs is that they often oc-
cur in two tandem copies in proteins that promote or in-
hibit apoptosis. For example, the tandem DEDs in caspase-
8 or -10 can augment apoptosis, whereas those in viral
or cellular FLIPs inhibit apoptosis. The recent solution
of the crystal structure of a viral FLIP, MC159, at 1.2
Angstroms resolution revealed a noncanonical fold of
DEDs with a rigid dumbbell-shaped structure. Each DED
played a unique role in the overall structure to generate an
asymmetric interaction with DD proteins over an exten-
sive surface (238). MC159 assembles into the DISC with
Fas and FADD via a surface topology that differs from pro-
apoptotic molecules. This blocks FADD self-association,
which disrupts the higher-order oligomerization of the Fas
receptors on the cell surface that is required for caspase
activation.

Caspase Structure

The recruitment of DD-, DED-, or CARD-containing pro-
teins eventually leads to the complex formation and ac-
tivation of caspases. The structures of caspase-1, -3, -7,
-8, and -9 have been determined (191,230,231,233,234,
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235,242,243). Each caspase is composed of small and large
subunits of approximately 10 kDa and 20 kDa (generally
referred as p10 and -20, respectively). The catalytic sub-
units of all caspases are similarly composed of two p10/p20
heterodimers. Each p10/p20 heterodimer is folded into a
compact cylindrical structure of six β strands and five α

helices. The active site of the enzyme is formed by loops
contributed by both the p10 and p20 subunits that come
together at the top of the cylinder of β strands. The two het-
erodimers are aligned in an anti-parallel fashion where the
β sheet forms the vertical axis of the tetrameric complex
(Figures 27.6, 27.7F, G). Despite the overall structural sim-
ilarity, distinct differences, especially in loops surround-
ing the catalytic active site, can explain the respective sub-
strate preferences between different caspases.

Regulation of caspases by viral inhibitors has also been
elucidated by structural studies. The baculovirus p35 is a
potent inhibitor of many caspases that requires cleavage at
its caspase recognition residue D87 to manifest inhibitory
activity. Crystallographic studies reveal the formation of
a thioester bond between the active site cysteine of cas-
pase-8 (C360) and the aspartate of the amino-terminal
cleavage product of p35 (351). Lu et al. showed that fol-
lowing caspase-8 processing, the buried p35 NH2-terminus
portion is liberated and undergoes a native chemical liga-
tion reaction between residues D87 and C2. This mecha-
nism, also used by self-splicing proteins, leads to the for-
mation of a circular NH2-terminal p35 peptide, which is
kept bound to the caspase-8 active site to ensure its long-
lasting inhibitory effect (352).

PCD as Immune Therapy

Because of its exquisite antigen specificity, the possibil-
ity of using antigen-induced death, particularly of T lym-
phocytes, for the treatment of immunological diseases has
been suggested (353,354). In particular, the T cell compo-
nents of graft rejection, autoimmune diseases, and aller-
gic reactions could potentially be suppressed by antigen-
induced elimination. This concept has been tested in both
mice and monkeys with clearly beneficial effects on dis-
ease outcome. For example, it was found that the repeti-
tive administration of a myelin basic protein antigen could
suppress experimental allergic encephalomyelitis in mice
by deleting the disease-causing T cells (88). This suggests
that antigen-specific therapy is achievable if antigens rel-
evant to the disease process are sufficiently well-defined
and death of the culpable T cells can be triggered without
exacerbation of symptoms (31).

Because these requirements have limited further eval-
uation of antigen-specific therapy in human clinical tri-
als, other ways of triggering death have been explored.
Fas or TNF agonist administration results in systemic
toxicities limiting their potential utility (355,356). How-
ever, TRAIL agonists potentially induce death of neoplastic

cells preferentially (184,357). Intracellular apoptosis sig-
naling molecules targeted in preclinical or clinical trials
include caspases, IAPs, Smac, and pro- or anti-apoptotic
BCL2 family members (253,313,358,359). Many of these
are rationally designed small molecules or peptidomimet-
ics, which have demonstrated promising results, particu-
larly against lymphoid and other malignancies.

PCD and Development of
Lymphoid Malignancy

In this last section, we return to the question of why the ma-
ture immune system assiduously eliminates lymphocytes
that have been activated by antigen and therefore have
proven usefulness. Why can’t the immune system adopt a
laissez-faire economy of previously activated cells, which
might have great value if the same pathogen is reencoun-
tered? Several lines of evidence strongly suggest that in
addition to potential loss of tolerance and autoimmunity,
lymphoid malignancy is also promoted by defective apop-
tosis. Hence, the accumulation of immune cells that have
a propensity to proliferate and can undergo additional ge-
netic changes may be deleterious to the organism. The as-
sociation of translocations of the Bcl-2 gene with diffuse
large cell lymphoma suggested that somatic aberrations
in apoptosis pathways might be important in the transfor-
mation process. Since then, somatic changes in a variety
of apoptosis molecules including Fas, caspases, and Bcl-2
family members have been documented in lymphoid tu-
mors (360). By contrast, the well-known inheritable apop-
tosis defect in p53 in the Li-Fraumeni syndrome seems
to cause predominantly solid tumors but not lymphomas.
Examination of large kindreds of patients with ALPS has
revealed a 15-fold greater incidence of lymphomas. It is
striking that these families have several different classes
of lymphoma, suggesting that Fas protects against trans-
formation not for a single cell type but generally for B
and T lymphocytes (361). Moreover, Fas stimulation not
only results in death induction, but also induction of sig-
nals for survival and proliferation such as NF-κB and
MAPK activation; these dichotomous signals may have dif-
ferent thresholds, which can contribute to lymphomagen-
esis (362). Thus, besides autoimmune manifestations, we
can infer that protection against lymphoid malignancy de-
mands strict control over the accumulation of activated
lymphocytes.

CONCLUSION

The study of PCD has provided insights into many aspects
of immune function, particularly in the establishment of
central and peripheral tolerance and the numerical home-
ostasis of immune cells. PCD plays a vital part in the clonal
composition, both qualitatively and quantitatively, of the
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immune repertoire. Immune cells utilize conserved mech-
anisms of apoptosis and necrosis that are common to per-
haps all mammalian cells. Indeed, the immune system has
been one of the most instructive model systems for un-
derstanding how these networks function. Finally, death
is regulated by cues from the environment. For developing
lymphocytes, the antigen environment determines cell sur-
vival and elimination. For mature cells, antigen and growth
cytokines determine life or death. In this manner, the im-
mune system can develop a wide repertoire of reactive
cells, select the most useful members of the repertoire, and
then expand and contract specific clonotypes as needed for
specific immune responses. Such homeostatic control al-
lows rapid cell proliferation in protective responses while
preserving tolerance and avoiding autoimmunity and im-
mune cell malignancies. There are still important chal-
lenges in this area of investigation. The molecular mecha-
nisms of antigen receptor–induced apoptosis and necrosis
are still not fully understood. In fact, fundamental ques-
tions such as what the crucial proteolytic substrates of
caspases are for apoptosis remain unanswered. Also, the
genetic or environmental influcences that cause autoim-
munity in certain individuals with Fas defects but not
others await definition. Also, the death effects by various
lymphocytes subsets, particularly FoxP3+ CD4+ T cells,
have not been fully explored. Finally, harnessing our un-
derstanding of PCD in the immune system for the diagno-
sis, prevention, and treatment of immunological diseases
is an exciting frontier for the future.
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MEMORY AS A BIOLOGICAL CONCEPT

The Protected State

Yet it was with those who had recovered from the dis-
ease that the sick and the dying found most compassion.
These knew what it was from experience, and had now no
fear for themselves; for the same man was never attacked
twice—never at least fatally. And such persons not only re-
ceived the congratulations of others, but themselves also,
in the elation of the moment, half entertained the vain
hope that they were for the future safe from any disease
whatsoever (1).

The preceding quote comes from the Greek historian
Thucydides (ca. 460 BCE to ca. 395 BCE) and describes
his first-hand account of a plague that struck Athens dur-
ing a protracted war with Sparta. Although the identity of
the causative agent continues to be a matter of specula-
tion (2), these words transcend the ages to vividly illus-
trate the concept of immune memory—the phenomenon
in which prior exposure to an infectious pathogen endows
an individual with immunity, a durable state of protection
against reinfection with the same organism. Unknown to
Thucydides and his fellow Greeks, the immunity observed
in the survivors of this plague reflected changes in the op-
erational status of their immune systems as a result of

the first (primary) response to the infecting pathogen. In
the act of responding to the initial infection, the immune
system expands a diverse population of antigen-specific B
and T lymphocyte clones possessing a range of affinities
and effector capacities. Through a process that is just now
beginning to be understood at the molecular level, a por-
tion of this repertoire is retained within the memory pool
in the form of cells that are able to persist for long peri-
ods of time at relatively stable numbers by maintaining a
slow but steady rate of division that is roughly equivalent
to their rate of loss (death). When faced with a renewed
challenge from the same (or antigenically related) infec-
tious agents, memory cells mount a strong and rapid ef-
fector response that is capable of stopping reinfection at
its earliest stages. The functional units of immune memory,
therefore, are the long-lived B and T cells that mount rapid
secondary (recall) responses on reencounter with their
cognate antigen. In the broader teleologic concept of mem-
ory, however, it is the antigen receptors that were shown to
be “useful” in combating the initial infection that are se-
lected and preserved at an increased frequency on clonal
progeny that possess enhanced response kinetics and spe-
cialized functions. Whether generated through infection
or vaccination, the value of the protected state that they
confer to the individual is self-evident because preexist-
ing immunity can prevent or limit the potential damage of
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an otherwise unrestrained infection. This can be of ben-
efit from the earliest days of life, as seen in the example
of maternal antibodies transmitted to the neonate in milk
and serum that may serve to limit infections and transform
them into “natural vaccinations” and thereby diminish the
severity of childhood infections that will be encountered
during the next 1 to 2 years (3,3a).

This chapter examines the phenomena and mecha-
nisms of long-lasting protection that can develop follow-
ing infection or vaccination and focuses on the factors
that govern the establishment and maintenance of spe-
cialized subsets of lymphocytes generated from the naı̈ve
repertoire during the primary response to a given anti-
gen. This concept stands in contrast to the “memory” as-
sociated with immune tolerance, through which the adap-
tive arm of the immune system can prevent inappropriate
responses against ubiquitous self-antigens. Immune mem-
ory involves a stable increase in the number of antigen-
experienced B and T lymphocytes that have acquired spe-
cialized functional properties allowing them to generate
secondary responses that are more rapid and effective than
those made by their clonal antecedents during the pri-
mary response. It is in the establishment, maintenance,
and execution of memory responses that the adaptive im-
mune system finds its greatest purpose for the preservation
of both the individual and population. As shown in this
chapter, immune memory depends on a remarkable de-
gree of interaction and cooperation among many different
cell types in an elegant division of labor aimed at preserv-
ing those T and B cell specificities that have proved useful
in the battles fought and won against previously encoun-
tered pathogens. It is important in considering the concept
of immune memory, however, that distinctions be drawn
between the protected state, an operational definition that
can vary with the nature and magnitude of the antigenic
challenge used to test its integrity, and memory cells, the
clonal elements of memory whose contribution to the pro-
tected state can only be inferred from their phenotypic and
functional properties.

Lifelong Memory Can Be Induced Through
Infection or Vaccination

Observations of acquired resistance to recurring diseases
are recorded throughout the history of human epidemics.
The careful observations of the Danish physician Ludwig
Panum were among the first clearly to illustrate just how
durable the protected state can be in an individual. Work-
ing on the remote Faroe Islands in the North Sea, Panum
studied two separate measles epidemics that took place
65 years apart between the 18th and 19th centuries. In
the apparent absence of outbreaks in the intervening pe-
riod, he found that people who had contracted measles
in the first epidemic were not affected during the second,
whereas those of appropriate age who were infected dur-

ing the second outbreak had not been affected during the
first (4). Thus, Panum observed, a single infection was ca-
pable of endowing an individual with lifelong immunity
through a process that did not require reexposure to the
pathogen. Although immune reactivity can be boosted by
repeated exposure to a given organism, the extent to which
this determines the maintenance of immune memory re-
mains a source of some controversy (5,507). A source of
uncertainty in applying this concept to human immunol-
ogy is the difficulty in determining whether a single ex-
posure or multiple exposures have taken place before the
memory state is assessed. With infrequently encountered
life-threatening infections such measles, yellow fever, or
polio it is relatively straightforward to infer that a single
exposure can establish a state of protection for up to 75
years that appears to be mediated by antibodies (4,6,7).
With less threatening ubiquitous agents such as those caus-
ing the childhood infections chicken pox (varicella zoster)
and whooping cough (Bordatella pertussis), it is unclear
whether immune memory may depend on occasional sub-
clinical reinfection (8,507).

Given the long history of immunity in survivors of in-
fectious disease, it is notable that even the most rudimen-
tary understanding of how the protected state could be
achieved was realized long after methods for its induction
had been devised. Among the earliest practices was that
of variolation, which had long been in practice in China
and India as a means for enhancing protection against the
deadly smallpox virus, which had been a major source of
mortality in humans since recorded history (9). Variola-
tion involves the intentional inoculation with dessicated
material obtained from the open pustules of smallpox vic-
tims in the hope that exposed individual would develop a
milder form of the disease and, on recovery, be immune to
smallpox (variola virus). Although effective in many cases,
the procedure was not without risk to the recipient, who
risked contracting a more serious life-threatening form of
the disease that could be spread to others. In 1796, Edward
Jenner famously (and dramatically) overcame these obsta-
cles by using material obtained from the pustules of milk-
maids infected with cowpox (vaccinia virus), an antigeni-
cally related but less virulent type of poxvirus, to inoculate
young James Phipps, who subsequently survived his expo-
sure to infectious smallpox patients (10). In the 19th cen-
tury, Louis Pasteur further developed the concept of using
less-virulent or intentionally disabled forms of infectious
organisms to confer immunity to bacterial diseases such as
chicken cholera and anthrax and viral diseases such as ra-
bies. Pasteur used the word “vaccine” as a generic term to
describe antigenic preparations administered to produce
immunity, in reference to Jenner’s earlier work with cow-
pox (vaccinia) virus (vacca is Latin for “cow”). As described
in more detail in the chapter on vaccines, current vac-
cines can be generated from organisms that are antigeni-
cally related to the one against which immunity is desired,
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from inactivated forms of the entire disease-causing organ-
ism, or from specific constituent portions of the infectious
organism such as proteins, polysaccharides, or nucleic
acids.

Despite their various compositions, all effective vac-
cines recapitulate several important aspects of the immune
response leading to memory formation: they mimic the
threat of an infectious pathogen through stimulation of
innate immunity via Toll-like receptors (TLRs), and they
contain distinct antigens that can become recognizable by
cells of the adaptive immune system (11,12). The power
of vaccination to induce long-lasting immune memory is
best illustrated by the example of the smallpox vaccine
(vaccinia). This once-devastating organism has been vir-
tually eradicated since the late 1970s through a worldwide
mass vaccination program that stands as one of the crown-
ing achievements of the 20th century (13). The immunity
induced by the smallpox vaccine is of remarkable dura-
bility, with both antibody and CD4+ and CD8+ T cell re-
sponses detectable 50 years after initial priming (14–16),
and effectiveness, with a lifelong protection rate of 90% to
95% in vaccinated individuals and a fatality rate of only
2% in those vaccinated within a decade before exposure
(17,18). With the advent of modern immunologic tools
such as enzyme-linked immunosorbent assay (ELISA), in-
tracellular cytokine staining (ICCS), and enzyme-linked
immunospot (ELISPOT) assays for the detection of rare
vaccinia-specific T and B cells, a more detailed longitu-
dinal picture of the response to the smallpox vaccine has
emerged. These studies suggest that humoral immunity is
more durable than cellular immunity: Increased numbers
of vaccinia-specific memory B cells remain stable for more
than 50 years after vaccination, whereas CD4+ and CD8+ T
cell responses continue to decline over time, with a half-life
of 8 to 15 years (14,16). This indicates that memory B cell
responses, and to a lesser extent memory T cell responses,
are maintained by robust mechanisms. The reason for the
apparent discrepancy between the longevity of memory B
versus T cell responses is unknown, but it may involve the
selective ability of mature B cells to perform more exten-
sive DNA repair than T cells through their recombination
and somatic hypermutation machinery (19).

Given the remarkable longevity of the immunity in-
duced through either infection or vaccination, it is clear
that the cells mediating the protected state must possess
several key properties to preserve useful specificities gener-
ated in previous antigenic experiences; the study of mem-
ory T cells has revealed insights into a number of these
features. First among these is that antigen-specific mem-
ory cells must be present in the immune repertoire in
greater numbers than in the naı̈ve repertoire as a result
of their initial proliferation (20–25). Second, they must
have undergone a program of differentiation involving al-
terations in chromatin structure and activation of specific
transcription factors to allow the expression of key effector

molecules such as perforin, granzyme B, and interferon-γ
(IFNγ ) to be constitutively expressed and to be available
immediately on recognition of antigen-expressing target
cells (26–32). Memory cells must be able to survive as a
clonal population over time; that is, they must be able
to replace cells lost to normal homeostatic turnover (re-
viewed in refs. 33, 34). Memory cells also must perform a
sentinel function by occupying specific physiologic niches
where naı̈ve cells are not usually found and where anti-
gen exposure will either occur or be detected such as the
mucosa of the lung or gastrointestinal tract (reviewed in
refs. 35, 36). Consistent with this sentinel function, mem-
ory cells are found to be capable of responding to lower
concentrations of antigen than naı̈ve cells through the se-
lective expansion of high-affinity clones and the upregula-
tion of adhesion molecules and reorganization of their T
cell receptor (TCR) (37–40). Lastly, memory cells should be
able to respond quickly to reencounter with their cognate
antigen with the induction of rapid effector functions and
renewed rounds of clonal expansion (41). Memory cells
have developed a variety of mechanisms to achieve each
of these specialized properties. In the following section,
we examine how memory cells are generated during im-
mune responses and how these key features are imparted
during priming, maintained over long periods of time, and
expressed when needed to confer rapid protection from re-
infection.

THE GENERATION OF MEMORY T CELLS

Antigen-driven T cell responses can be broadly categorized
as having two main components: a comparatively short-
lived effector arm that comprises large numbers of cells
that mediate direct functional response against target cells,
and a smaller but longer-lived memory population that en-
sures the potential of rapid and potent recall responses
against the inducing antigen. The memory component can
be distinguished into two separate activities: one that re-
sides mainly within lymph nodes, where it can respond
to antigenic challenge by renewed clonal expansion and
production of secondary effectors (“central memory” phe-
notype T cells [TCMs]), and one that is largely disseminated
throughout peripheral tissues, where the first contact with
infectious pathogens is likely to occur (“effector memory”
phenotype T cells [TEMs]), and is capable of mediating im-
mediate effector functions on antigen recognition (35,42).
These subsets were first distinguished in humans based
on their expression of the lymph node homing receptor
CD62L and CCR7 and by their effector functions and pro-
liferative capacity (41,43). The specific roles in immunity
and the signals that may govern the development of these
subsets are discussed in subsequent sections in this chap-
ter. Although the effector and memory responses typically
display notable quantitative, qualitative, and temporal
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differences in their function, it is generally accepted that
both originate from the same primary response to antigen,
with memory population being endowed with an enhanced
capacity for self-renewal and recall responsiveness. It is the
precise relationship between the effector and memory pop-
ulations that has been the focus of intense experimental
interest over the last 10 to 15 years, with distinct and often
contradictory results emerging from different experimen-
tal systems. This is due in part to kinetic and functional
differences in which effector and memory populations are
detected, their shared expression of many surface mark-
ers, and the paucity of methods for reliably tracking both
their emergence from naı̈ve precursors and determining
their lineage relationships over time.

There are several models for how both effector and
memory populations could be concomitantly generated,
either in parallel or sequentially (Figure 28.1). The first
model suggests that memory cells are the clonal progeny
of a distinct precursor population that follows a separate
differentiation fate from that of the primary effectors and
instead survive to execute these effector functions during
the recall phase (separate precursor model). The second
model posits that memory cells derive from the same pre-
cursor pool as the effectors but are descended from cells
that have received qualitatively and/or quantitatively dis-
tinct signals at the time of their the initial priming or
subsequent development (instructive model) (44). The in-
ductive signals that can influence memory versus effec-
tor fates in this view include a range of antigen-specific
and nonspecific stimuli, such as the strength and dura-
tion of TCR signals, the nature of costimulatory molecules
and cytokines produced, or the type of antigen-presenting
cell(s) (APCs) involved. An alternative model supports
the notion that memory cells are generated in a stochas-
tic manner via asymmetric cell division that occurs at a
preprogrammed stage of antigen-driven clonal expansion
(stochastic model) (45,46). This model envisions memory
as a cellular fate governed by the same common biological
strategy used during ontogeny and development to spec-
ify distinct functional properties in selected cells and their
clonal progeny (47). Finally, memory T cells may consti-
tute a functionally distinct population generated through
progressive differentiation of the same precursors that
give rise to short-lived effectors (progressive differenti-
ation model) (48). Two mutually nonexclusive pathways
have been suggested through which this can occur: lin-
ear and nonlinear differentiation. In the linear pathway,
T cells proceed sequentially through distinct functional
states, first as effectors, with a subset of these developing
into the memory population (reviewed in refs. 49, 50). Al-
ternatively, memory development may follow a nonlinear
pathway in which environmental signals and an individual
cell’s stimulation history influence whether primary effec-
tors develop into TEM or TCM subsets. Variations applica-
ble to the latter three models have been proposed in which

sequential encounters with antigen can decrease the po-
tential of a given cell to differentiate fully into a memory
cell (51,52). In each of these models, the initiating event
leading to memory cell development is the primary acti-
vation of a naı̈ve T cell in response to immunization or
infection. We therefore begin our consideration of mem-
ory T cell generation with the illustrative example of the
CD8+ T cell response. Many of the concepts relevant for
CD8+ T cell priming are also applicable to the generation
of CD4+ T cell memory, whose unique characteristics are
discussed in the following section.

The Generation of Memory CD8+ T Cells

CD8+ T cells are critical for the control of acute and
chronic infections by a range of pathogens, including
viruses, intracellular bacteria, and single- and multicellu-
lar parasites, and can mediate the destruction of tumor
cells (53–60). Most of our understanding of how memory
CD8+ T cells are formed has emerged from studies on the
response to acute infection in mice. This is partly due to the
nature of the immunogens used to generate robust T cell
responses in these models, such as lymphochoriomenin-
gitis virus (LCMV), influenza A (flu), or Listeria mono-
cytogenes (LM), which produce significant numbers of
effector CD8+ T cells specific for a subset of immunodom-
inant class I major histocompatibility complex (MHC)–
restricted antigens on infection of inbred mice (61–63).
Another reason is the availability of superior tools for
the detection and longitudinal tracking of antigen-specific
CD8+ T cells such as intracellular cytokine staining (ICS),
which allows enumeration of cells secreting cytokines in
response to their cognate peptide antigen, and the use of
peptide/MHC tetramers, which are soluble forms of the
ligand structure recognized by T cells and which allow
the detection of cells recognizing a specific antigenic de-
terminant (64,65). When combined with more traditional
antibody-based immunophenotyping approaches used in
flow cytometry, these techniques have revealed important
features of the specificity, kinetics, magnitude, and func-
tional differentiation of antigen-specific CD8+ T cells fol-
lowing infection and have allowed new insights into the
process of memory T cell development (66,67). Finally, the
use of TCR-transgenic T cells in adoptive transfer exper-
iments has allowed the fate of a monoclonal population
of antigen-specific CD8+ T cells to be followed throughout
their development from naı̈ve to memory cells. Such stud-
ies have established that the CD8+ T cell response to infec-
tion can be divided into four main phases: priming, con-
traction, memory maintenance, and recall (Figure 28.2).
As explained in this section, the first two phases involve a
complex and carefully orchestrated series of cellular inter-
actions to transport antigen from the site of inflammation
or infection to the secondary lymphoid organs where the
events leading to memory formation can take place. The
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FIGURE 28.2 Stages of the T
cell response to infection

next phases (maintenance and recall) of the CD8+ T cell
response are considered in a subsequent section.

Phase I: Priming and Clonal Expansion

The process of generating T cell memory begins at priming,
which is the initial activation of mature postthymic pre-
cursors by peripheral antigens. Before the priming phase
can be initiated, however, antigen-specific naı̈ve precursors
must sample a network of professional antigen-presenting
cells, usually dendritic cells (DCs), within the spleen and
lymph nodes (LNs) and locate the rare few that present the
specific surface class I MHC/peptide complex recognized
by their TCR. This is not a simple task because CD8+ T
cells recognizing any one single antigen are rare in the
naı̈ve repertoire, occurring with a frequency of perhaps 1
in 105 to 106 among the total population (68). The antigen-
bearing APCs are also likely to be infrequent among the
(tens of) millions of cells within a given LN or in the spleen
because in most cases they must first obtain their antigenic
cargo at peripheral sites of infection and then migrate via
the lymphatics to LNs or via the bloodstream to the spleen
(69). As will be described, the complex interaction of rare
and migrating cell types necessary for the generation of
immune responses is facilitated by highly regulated pat-
terns of migration and by the structural features of the
secondary lymphoid organs themselves.

Naı̈ve T cells are produced at a modest rate by the thy-
mus, with approximately 1–2 × 106 cells per day emerg-
ing into the bloodstream in young mice (70,71). These

recent thymic emigrants (RTEs) are preferentially incorpo-
rated into the periphery regardless of the size of the exist-
ing pool (72). The homeostatic survival of naı̈ve cells/RTE
requires at least two types of extrinsic signals: (a) MHC
molecules that are presumably occupied with low-affinity
ligands (self or environmental peptides) and provide tonic
TCR stimulation, and (b) a critical cytokine, interleukin-7
(IL-7) (73–79). IL-7 is a nonredundant member of the type
I cytokine family that signals through a heterodimer com-
prised of the common cytokine signaling γ -chain (γ c) and
IL-7Rα (reviewed in ref. 80). Neither of these components
is unique to IL-7; γ c is shared with IL-2, IL-4, IL9, IL-
15, and IL-21, and IL-7Rα is shared with thymic stromal
lymphopoetin (TSLP). IL-7 is produced by nonhematopoi-
etic stromal cells in multiple organs, including the thy-
mus, where it promotes survival of developing T cells, and
within peripheral lymphoid organs, intestine, and liver,
among other sites. IL-7 has many roles in lymphopoiesis,
promoting the survival, proliferation, and development of
B cells, thymocytes, and mature T cells (81). Because γ c
is expressed widely among lymphocytes, IL-7 responsive-
ness is governed by surface levels of IL-Rα that are tightly
regulated through thymopoiesis (high on double negative
cells, absent on double positive cells, and high once again
on thymocytes undergoing positive selection) and, as will
be discussed, on naı̈ve and memory T cells (82,83). Conse-
quently, mice deficient in either IL-7 or IL-Rα have severely
reduced numbers of peripheral T cells, and excess IL-7 pro-
vided exogenously or through transgenic expression leads
to cycling and expansion of the naı̈ve T cell pool (84–88).
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Once released from the thymus, naı̈ve T cells circulate
continuously between blood and lymph, entering into LNs
via the high endothelial venules (HEVs) before returning to
the blood through the thoracic duct lymph (89–93). Naı̈ve
T cells express high levels of two receptors that are critical
for this pattern of recirculation: (a) CD62L, which allows
T cells to arrest at the site of expression of specific ligands
expressed on HEV and initiate the process of translocation
into the LN cortex, and (b) CCR7, a chemokine receptor
that allows T cells to follow a gradient of the chemokines
CCL19 (ELC) and CCL21 (SLC) produced by LN endothe-
lial cells at the point of entry (94,95). Once inside the LN
environment, naı̈ve T cells are guided by a network of col-
lagen fibers ensheathed in specialized stromal cells (called
fibroblast reticular cells [FRCs]) toward specialized T cell
compartments, where they encounter APCs that have ar-
rived from peripheral sites via afferent lymph drainage and
transport through pores in the subcapsular sinus (96–100).
Thus the entry of naı̈ve T cells into the LN is a highly reg-
ulated process that is facilitated by specific homing recep-
tors, chemokines, and the structural features of the LN
environment. Entry of naı̈ve T cells into the spleen, by con-
trast, is nonspecific, with blood-borne precursors carried
in by the splenic artery and deposited in the marginal zone
between the red and white pulp before moving selectively
to the white pulp, where they accumulate around central
arterioles called periarteriolar lymphocyte sheaths (PALS).
The movement of naı̈ve T cells from the marginal zone to
the PALS is guided by CCR7-mediated recognition of li-
gands expressed on stromal cells; activated CD8+ T cells
lacking this receptor are excluded from the white pulp and
effector cells, with enforced expression of CCR7 localized
almost exclusively to this compartment (101,102). Con-
tinuous migration of naı̈ve T cells through the secondary
lymphoid organs ensures their rapid exposure to antigens
derived from pathogens. In the absence of antigenic stim-
ulation, the blood-to-lymph process takes about 12 to 18
hours for circulation through LNs, whereas the average
residence time of a naı̈ve T cell in the spleen is 12 hours
(103). To become stimulated (primed), naı̈ve T cells must
recognize antigens in the form of peptide fragments bound
to MHC molecules on professional antigen-presenting cells
such as DCs. Within the T cell areas of LN and spleen, DCs
form a dense cellular network that is continuously sam-
pled by recirculating T cells for the presence of antigenic
peptides, that is, those peptides for which a TCR repertoire
exists and which are presented in an immunogenic context
by an activated APC.

In their response to microbial pathogens, immature
DCs migrate to sites of infection and inflammation in re-
sponse to a range of CC and CXC chemokines. For exam-
ple, immature DCs respond to CCL3, CCL4, CCL5, and
CCL20, which are inducible on inflammatory stimuli (104–
107). Of note, each immature DC population displays a
unique spectrum of chemokine responsiveness. Langer-

hans cells migrate selectively to CCL20 (via CCR6) and
blood CD11c+ DCs to MCP chemokines (via CCR2), and
monocyte-derived DCs respond to CCL3 and CCL4 (via
CCR1 and CCR5), whereas blood CD11c− DC precursors
do not respond to any of these chemokines. Each of these
chemokines is inducible on inflammatory stimuli, such
as CCL20, which is only detected within inflamed ep-
ithelium, a site of antigen entry known to be infiltrated
by immature DCs. Once at the site of infection, DCs ac-
quire both soluble and particulate antigens through vari-
ous phagocytic (pinocytosis, phagocytosis) and endocytic
pathways (receptor-mediated endocytosis) that are highly
active when DCs are in the immature state (reviewed in
refs. 69, 108). As a consequence of antigen uptake at the
site of an infection, these DCs will be exposed to a range
of immunostimulatory adjuvants derived from the infec-
tious microorganisms themselves, such as lipopolysaccha-
ride (LPS), double-stranded RNA, or unmethylated CpG
DNA that can be recognized by a family of highly conserved
germline-encoded sensor molecules called Toll-like recep-
tors (109–111). These receptors, expressed on the plasma
membrane and within cells, signal through a set of intra-
cellular adaptor molecules called TIR adaptor proteins be-
cause they share a common Toll-like/IL-1 receptor domain
used for homophilic association with the TLRs (112). Four
4TIR proteins are identified that transduce TLR-mediated
signals (MyD88, MAL/Tirap, TRIF/Ticam-1/Lps2, TRAM),
and a fifth (SARM) appears to negatively regulate TRIF
(113–120). Each of the TIR adaptor proteins associates
with a specific set of TLRs (MyD88 with all TLRs, TRIF
with TLR-3 and TLR4, etc.), and it is believed that differen-
tial use of these TIR domain–containing adaptors provides
specificity to individual TLR-mediated signaling pathways
(121,122). Ligation of different TLRs induces gene pro-
grams in DCs that lead not only to the robust produc-
tion of general proinflammatory mediators and upregula-
tion of costimulatory molecules, but also to the production
of unique effectors, which provide pathogen-tailored im-
mune responses. In addition to directly sensing the pres-
ence of infectious microbes, DCs can also react to the
tissue damage caused by these microorganisms via en-
dogenous “danger” signals such as heat-shock proteins,
nucleotides, reactive oxygen intermediates, extracellular-
matrix breakdown products, neuromediators that are re-
leased by stressed or damaged tissues, or those undergoing
abnormal death (123). Damaged or infected cells can also
produce alarm signals through the production of interfer-
ons, such as type I interferons (IFNα, IFNβ) that can lead
to complex signaling events within DCs that synergize with
those emanating from TLRs to promote a range of gene ex-
pression and functional changes in DCs (reviewed in refs.
124, 125).

After exposure to either endogenous or exogenous
alarm signals, DCs undergo a transition from an imma-
ture to a mature state and begin to express new chemokine
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receptors that facilitate their migration away from sites
of inflammation and toward the T cell areas of secondary
lymphoid organs (126). The most important among these
is CCR7, the same receptor used by naı̈ve T cells for LN
chemokinesis (reviewed in ref. 127). The CCL19-CCL21-
CCR7 chemokine system, therefore, plays a critical role
in orchestrating immune responses by guiding both naı̈ve
T cells and migrating DCs to high-traffic areas within the
deep cortex of LNs, where they can interact and T cell prim-
ing can occur. Consistent with this, mice lacking either
CCR7 or CCL19/CCL21 have profound defects in T cell and
DC motility and mount substantially depressed antiviral
T cell responses (128–132). In addition to altered migra-
tion characteristics, DCs undergoing maturation initiate
a variety of other changes that enhance their capacity to
present antigen in an immunogenic form. These include a
marked cellular redistribution of major histocompatibility
complex class II molecules (MHC II) from late endosomal
and lysosomal compartments to the plasma membrane
that is accompanied by downregulation of some forms of
endocytosis (133–137). The result of this is the surface pre-
sentation of MHC class II molecules with a substantially
increased half-life, thus preserving the “antigenic finger-
print” of the material (in the form of peptides bound to
MHC molecules) ingested at the site of infection for sub-
sequent presentation to T cells in the secondary lymphoid
organs (138).

Another critical consequence of DC activation is
the upregulated expression of numerous costimulatory
molecules and cytokines that contribute to T cell prim-
ing by promoting cell division, survival, and differentia-
tion (69,139–141). The primary activation of naı̈ve T cells
has traditionally been believed to require at least two
signals: an antigen-specific “signal 1” that is transmitted
on TCR-mediated recognition of its cognate peptide/MHC
complex and an antigen nonspecific “signal 2” costimulus
(142,143). This “two-signal” model predicted that engage-
ment of the TCR in the absence of costimulation is insuffi-
cient for sustained clonal expansion and cytokine produc-
tion, and cells instead become anergic and unresponsive
to further stimulation (144). Although this outcome has
been demonstrated in a number of studies, the number of
ligand/receptor pairs capable of functioning as “signal(s)
two” has grown considerably in the last decade. CD80 and
CD86 are considered to be the prototypical costimulatory
molecules expressed on APC capable of transmitting “sig-
nal 2” through their interaction with CD28 expressed on T
cells. CD80/86-mediated ligation of CD28 produces signals
in T cells that are distinct from that of the TCR and en-
hances clonal expansion, effector functions, and memory
development (145–148). Although many CD4+ and CD8+ T
cell responses depend on CD28, the requirement is not ab-
solute because many types of T cell responses can occur in
its absence in vivo, including allograft rejection, induction
of allogeneic graft-versus-host and delayed-type hypersen-

sitivity responses, and the generation of cytotoxic CD8+

T cells (149–153). These observations suggest that addi-
tional pathways exist for costimulation of T cells other than
CD28 (154). A number of these have emerged from the tu-
mor necrosis factor receptor (TNFR) family [CD27/CD70,
4-1BB (CD137)/4-1BBL, OX40 (CD134)/OX40-L, HVEM-
LIGHT, CD30/CD30-L, and GITR], each of which can pro-
vide costimulatory stimuli that synergize with TCR signals
to sustain T cell activation after priming and have been
shown to be important for the magnitude and longevity
of CD8+ T cell responses in vivo in studies of knock-
out mice lacking either ligand or receptor (reviewed in
refs. 154–156). It should be pointed out that the influ-
ence of costimulatory interactions on the regulation of
CD8+ T cells responses is by no means limited to the prim-
ing event: Several receptor–ligand pairs, notably 4-1BB/4-
1BBL, OX4O/OX40L, BTLA/HVEM, and PD-1/PDL1/
PDL1, can act on the expanded population with either posi-
tive or negative effects on T cell function and survival (156–
158).

In addition to contact-dependent costimulation, a num-
ber of inflammatory cytokines including IL-12, IFNαβ, and
IFNγ , have been implicated in the transmission of a “sig-
nal 3” that is required for optimal development of CD8+

T cells (reviewed in ref. 159). One of these is IL-12, pro-
duced by DCs after some infections and by CD40 stimu-
lation; it helps to drive the development of Th1-polarized
CD4+ responses (reviewed in ref. 160). Addition of IL-12 to
CD8+ T cells primed by peptide/MHC and B7 or IL-2 sub-
stantially promotes their proliferation, survival, and cyto-
toxic potential (161–163). The effect appears to be directly
on the CD8+ T cells because IL-12 can support wild-type
CD8+ T cell responses in IL-12Rβ1-deficient hosts (164).
The evidence for IFNαβ as a signal 3 for CD8+ T cells is
less clear and may be influenced by the nature of the im-
munogen. Studies on CD8+ T cells primed in vitro with
peptide/MHC and CD80 showed that optimal expansion
and development of lytic functions required addition of
IFNα (165). In vivo studies with IFNαβR-deficient LCMV
GP-specific CD8+ T cells transferred to wild-type mice
showed dramatic reductions in their ability to undergo
clonal expansion and to generate a memory pool follow-
ing infection with LCMV (166,167). When the LCMV GP
was expressed from a recombinant vaccinia virus, how-
ever, only a modest defect in CD8+ T cell expansion and
survival was observed, suggesting that the IFNαβ depen-
dence of CD8+ T cell memory is influenced not by the tar-
get antigen but rather by the immunogen (166). This idea
has found support in a recent study showing that the re-
sponse of IFNαβR-deficient transgenic CD8+ T cells to the
same peptide-pulsed DC vaccine offered in the context of
four different infections (LCMV, vaccinia virus, vesicular
stomatitis virus, and Listeria monocytogenes) were most
severely inhibited for LCMV infection (166a). IFNγ has
also been shown to support optimal CD8+ T cell expansion
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FIGURE 28.3 Models of CD4+ T cell help for CD8+ memory formation.

after LCMV infection or peptide vaccination, and trans-
genic CD8+ T cells lacking the IFNγ R1 display reduced
expansion compared to wild-type cells in the same host
(168–170). It is unclear why a range of factors can serve as
signal 3, but the answer may have something to do with
pathogen-specific innate responses and the range of in-
flammatory cytokines (i.e., IFNαβ versus IL-12, etc.) that
each produces (159). Alternatively, the kinetics with which
the various signal 3 cytokines are produced could ensure
that CD8+ T cell responses are exposed to at least one dur-
ing the course of their priming.

Although DCs increase their immunogenicity in re-
sponse to inflammatory stimuli delivered at peripheral
sites of antigen uptake, their stimulatory capacity can be
further enhanced within the LNs through the action of
CD4+ “helper” cells (Th) that recognize peptide antigens
bound to MHC class II molecules at the surface of the
same APC presenting to the CD8+ T cell (171–173) (Fig-
ure 28.3). The contribution of Th cells to CD8+ priming
had initially been thought to be conditional, that is, re-
quired for response to some immunogens but not others,
and limited in mechanism to the production of paracrine
IL-2 for the benefit of CD8+ T cells present in a “three-
cell cluster” together with APCs (174–176). More recent
evidence, however, has shown that CD4+ T cells make im-
portant contributions to the generation and maintenance
of CD8+ T cell responses at a number of discrete steps
(reviewed in refs. 172, 177). Several studies have shown
that a key function of Th cells involves the engagement
of CD40 on DCs, which leads to a number of immuno-
stimulatory alterations, including high-level expression of
costimulatory and adhesion molecules, including CD80,
CD86, 4-1BB, OX40, and CD70, as well as high-level pro-
duction of IL-12 (156,178–182). CD4+ T cells can also help
to guide naı̈ve CCR5-expressing CD8+ T cell precursors
to relevant APCs within secondary lymph nodes by en-
hancing production of the chemokines CCL3 and CCL4

at the CD4+ T cell/DC interface (183,184). NKT cells are
also able to provide CD40-dependent “help” for CD8+ T cell
responses, likely through recognition of glycolipid ligands
such as α-galactosyl ceramide that are presented by CD1
molecules at the surface of DCs (185–187). Finally, CD4+ T
cells have been shown to be important for the maintenance
of CD8+ T cells whether they were primed in the presence
or absence of Th cells (188). The “help” under these con-
ditions apparently need not be cognate (antigen specific)
as it is in the case of help for priming, suggesting that its
role may involve the direct or indirect provision of homeo-
static survival factors (discussed in the next section) (34).
The absence of Th cells can have different effects on the
CD8+ T cell response depending on the immunogen and
the functional parameter measured. In most cases, the pri-
mary response to immunization or acute infection is only
modestly decreased. In acute infections using higher chal-
lenge doses and in chronic viral infections, however, CD8+

T cells responses wane over time, leading to either deletion
or exhaustion, a state of persistence without effector func-
tion (189–195). An explanation for these findings may be
based in the “helpless” or “lethargic” phenotype displayed
by CD8+ T cells primed in the absence of Th cells in which
they proliferate less, produce fewer cytokines during pri-
mary responses, and are defective in their ability to mount
secondary proliferative responses, a hallmark of immune
memory (196–200). In the case of recall responses to a cel-
lular vaccine, the mechanism responsible involves the Th-
mediated modification of the CD8+ T cell developmental
program to avoid apoptosis on secondary stimulation by
TRAIL (TNF-related apoptosis-inducing ligand) (201). The
role of TRAIL in this process may be limited in its dura-
tion because, although TRAIL appears to regulate the sec-
ondary expansion defect of “helpless” CD8+ T cells for at
least 4 weeks after priming in the absence of Th cells, ad-
ditional factors conferred by CD4+ T cells are required for
their homeostatic survival in the months afterward (202).
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Once a naı̈ve CD8+ T cell recognizes its cognate pep-
tide/MHC ligand on an activated DC within the secondary
lymphoid organs, the interactions of priming (i.e., the ‘anti-
genic signal’) can take place. The molecular details of this
process involves the formation of immune synapses at the
T/APC contact site that are composed of rapidly cluster-
ing TCR molecules binding peptide/MHC complexes on
APCs plus the local accumulation of intracellular signal-
ing molecules such PKC-θ , LAT, and LCK. The signaling
events and downstream consequences for T cell activation
are discussed in Chapters 11 and 13. To elucidate the cellu-
lar details of CD8+ T cell priming, several groups have used
multiphoton and confocal microscopy to visualize the pro-
cess within intact LNs. These studies have revealed that the
lymph node environment is dynamic, with T cell migration
at a velocity of approximately 12 mm/min in their search
for antigen and DCs able to sample 500 T cells per hour and
make contacts with 10 T cells at any given moment (203–
206). By applying these visualization techniques to LNs
within living animals (intravital microscopy), the prim-
ing of naı̈ve CD8+ T cells by DC was observed to occur
in three distinct phases (207). The first lasts several hours
and is characterized by short interactions between T cells
and DCs, with upregulation of activation markers such as
CD44 and CD69.

Phase 2 of priming lasts for approximately 12 hours
and features sustained (1 hour or longer) contacts between
T cells and DCs as well as initiation of cytokine produc-
tion. In the third phase, the T cells disengage from the
DCs, proliferate, and return to their pattern of high motil-
ity. The rate of CD8+ T cell clonal expansion can be re-
markable, with cells undergoing sequential divisions ap-
proximately every 6 to 8 hours during their initial rounds
(32,208–211). The extent of CD8+ T cell division and mag-
nitude of their numerical increase can be equally impres-
sive, with cells undergoing 15 to 20 rounds of division and
number of effector cells increasing more than 104-fold over
their initial frequency in the naı̈ve repertoire in the set-
ting of acute infection with LCMV or Listeria (212–215).
The factors that govern the extent of CD8+ T cell division
in vivo are unclear but may relate to the availability of
antigen, as demonstrated in studies that have revealed a
relationship between antigen load and the number of ef-
fector cells generated (209,210,216–218). Coincident with
their clonal expansion, the growing population of CD8+

T cells develop the key effector capacities that are impor-
tant to their function as cytotoxic cells. The full differen-
tiation of CD8+ T cells into cytotoxic effectors appears to
be tightly linked to proliferation because the same stim-
ulus provided to clonal precursors to induce their clonal
expansion also results in the development of effector func-
tions such as secretion of IFNγ and TNF and to kill target
cells (209–211). These observations suggest that at least
for CD8+ T cells, the commitment to division and effector
differentiation are elements of an instructional program

of development that is established in clonal precursors by
inductive signals transmitted during their primary activa-
tion. Because memory CD8+ T cells appear to originate
from this same event, their development can also be seen
as a resulting from instructional programs established dur-
ing priming (44,219). Although many details remain to be
elucidated, programming appears to involve the acquisi-
tion of specific functional capacities in response to dis-
crete signals received during the priming phase. For ex-
ample, the presence of CD4+ T cells during the priming of
CD8+ T cell precursors endows their clonal progeny with
the ability to undergo secondary proliferative responses
on reencounter with antigen (198). More recently, a role
for IL-2–mediated signals transmitted via CD25, the high-
affinity subunit of the IL-2 receptor, to CD8+ T cells has
been demonstrated in programming their capacity for sec-
ondary expansion (220). These experiments used radiation
bone marrow chimeras to control the expression of CD25
on CD8+ T cells and IL-2/anti–IL-2 immune complexes to
provide IL-2 signals. They revealed that secondary expan-
sion of memory CD8+ T cells detected at day 60 required
that IL-2 signals were provided during the first week of
priming by infection (220). The IL-2 signal was not re-
quired for the primary expansion of the CD8+ T cells, and
its source in this scenario is unknown, being either au-
tocrine, from the CD8+ T cells themselves, or paracrine,
from either CD4+ Th cells or activated DCs that have been
shown to produce IL-2 in response to microbial stimuli
(221–224).

After commitment to clonal expansion and acquisition
of effector functions, CD8+ T cells begin to express new
surface patterns of chemokine, homing, and adhesion re-
ceptors that mediate their egress from LNs and facilitate
their migration to peripheral sites. An initial event in this
process is the downregulation of CD62L and CCR7, the
receptors used by naı̈ve precursors to enter the lymph
node, and restoration of the chemotactic response to the
lysophospholipid sphingosine-1-phosphate (S1P) through
reexpression of its receptor (S1P-receptor-1), which pro-
motes migration to blood and lymph by distinct sources of
its ligand (35,225–227). After this, the migration of effector
CD8+ T cells to nonlymphoid tissues is largely determined
by homing receptors and chemokines (228). These include
chemokine receptors such as CCR2 and CCR5 that guide
cells to inflammatory sites through recognition of a variety
of ligands, as well as α1- and β1-integrins such as LFA-1
that allow activated T cells to bind to and penetrate the
walls of small blood vessels and thereby gain access to ex-
travascular spaces throughout the body. In some cases, and
for reasons that are poorly understood, a subset of these
cells reexpress CD62L and CCR7, thereby allowing their
reentry into the LN, where they can function as central
memory cells (TCMs), the functional properties of which
are described in the following section (229). Others mi-
grate to the spleen via the blood and take up residence in
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the red pulp and are largely excluded from the white pulp
(101). The ultimate “address” to which the cell will mi-
grate, however, can be influenced by the conditions under
which it was activated. In response to systemic infection,
for example, the migration of effector CD8+ T cells can be
relatively nonspecific and promiscuous, with cells able to
access all nonlymphoid compartments (35,230,231). This
has been confirmed in parabiosis studies (involving surgi-
cally conjoined animals) showing that effector cells primed
in the infected parabiont equilibrate in essentially all tis-
sues of its noninfected partner within 2 weeks (232). In
other cases, however, the migration of T cells can be tissue
specific, reflecting the particular homing receptors they ex-
pressed. The homing of activated T cells to inflamed skin,
for example, depends on binding to E- and P-selectins and
tissue-specific chemokines, such as CCL17, expressed by
skin vascular epithelium, and TACK, expressed on ker-
atinocytes that are recognized by complimentary recep-
tors on T cells, that is, E- and P-selectin ligands, CCR4,
and CCR10 (for CCL17 and TACK, respectively) (233,234).

In some instances, the pattern of homing receptors ex-
pressed by CD8+ T cells can result from imprinting by
the DCs responsible for their priming or reactivation. DCs
from Peyer’s patches—specialized secondary lymphoid or-
gans within the intestine—have been shown to induce the
selective expression of the integrin α4β7 and the CCR9
chemokine receptor, both of which are essential for gut
homing, in CD8+ T cells (235–238). The migration pat-
tern of gut versus skin homing appears to be “repro-
grammable,” however, because restimulation of gut-tropic
T cells by peripheral LN DCs can restore a skin-homing
phenotype (235–238). Thus, DCs not only can transmit in-
formation to naı̈ve T cells regarding the presence of an
infectious pathogen encountered at the site of inflamma-
tion through exogenous and endogenous danger signals,
but they also can instruct T cells to express the appropri-
ate homing receptors needed to enable their migration to
the specific anatomic site where they are needed, that is,
where ligands for these receptors are produced (36).

Contraction

After clonal expansion and effector differentiation, CD8+ T
cells migrate to the periphery, where they can engage the
pathogen through direct killing of infected cells through
use of death receptors (Fas, TNF, etc.), secretion of lytic
granules (containing perforin, granzymes, etc.), or pro-
duction of effector cytokines such as TNF or IFNγ that
can act either directly or through activation of accessory
cells such as macrophages and DCs (239–241). Coinci-
dent with pathogen clearance at the end of the primary
response, the majority of effector CD8+ T cells within
secondary lymphoid organs will be eliminated through a
complex and poorly understood process that involves their
orderly apoptosis (programmed cell death [PCD]) via inter-

actions among various member of the TNF family of cell
surface receptors and well as elements of the mitochon-
drial pathway of apoptosis (reviewed in refs. 242, 243).
Effector molecules such as perforin and IFNγ can play a
role in contraction, in that mice deficient in either of these
have increased numbers of CD8+ T cells in both the expan-
sion and contraction phases (168). The contraction phase
leaves a small population of cells, perhaps 5% to 10% of
the numbers present at the peak of the response, to survive
as the memory subset at levels that remain stable for the
life of the animal (reviewed in refs. 244, 245). Although
the disappearance of CD8+ T cells has traditionally been
considered as causally related to the elimination of the in-
fectious pathogen and the disappearance of antigen, recent
evidence suggests that contraction, like many other aspects
of the CD8+ T cell response, can be “programmed,” that is,
independent of the extent of clonal expansion, the dose and
duration of infection, or the amount of antigen displayed
(246,247). The removal of effector cells achieves two im-
portant goals for the immune system, in that it prevents
the T cell repertoire from being skewed to a focused pop-
ulation of cells that have outlived their usefulness, and it
restores homeostasis to the available environmental niches
for support of T cells so that new antigenic challenges can
be met. The loss of CD8+ T cells from secondary lym-
phoid organs at the end of immune responses is largely
attributable to apoptotic death, although some portion of
this is also due to the irreversible migration of cells into
peripheral tissues such as the lung, intestine, and bone
marrow, where activated cells are maintained more stably
over long periods of time (248–253).

The apoptotic death of T cells during the contraction
phase can occur by two main pathways: (a) activation-
induced cell death (AICD), also called antigen (Ag)-driven
(“active”) apoptosis, and (b) cell autonomous or activated
T cell autonomous cell death (ACAD). AICD is believed to
operate toward the end of the expansion phase following
priming and can be triggered by TCR stimulation and sig-
nals transmitted via various surface-expressed members of
the TNF receptor family such as Fas, Fas ligand, and TNF
and the p55 and p75 TNF receptors (reviewed in ref. 254).
The degree to which CD8+ T cells are eradicated through
AICD in vivo depends on their subsequent encounter with
antigen and death receptor ligands such as CD95-L (FasL),
TNF, and TRAIL during or near the end of their clonal ex-
pansion phase and on the balance of proapoptotic (FADD,
FLICE, etc.) and antiapoptotic (c-FLIP, Bcl-2, Bcl-XL, etc.)
proteins they express (255,256). The anatomic location of
the T cell also plays a role, in that T cells in peripheral
nonlymphoid tissues such as the lungs, fat pad, and peri-
toneal cavity are more resistant to apoptosis than those
in secondary lymphoid organs (253). It is not known
whether this reflects intrinsic properties of the effector
memory subset that occupy these nonlymphoid niches,
or whether the local cellular environment (through cells
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and/or cytokines) controls T cell turnover in the periphery
(33–35).

In contrast to the Ag-driven pathway, ACAD does not
depend on death cytokines, receptors, or antigen but ap-
pears to involve the proapoptotic activities of the Bcl-2–
related protein Bim and PUMA (p53-upregulated mod-
ulator of apoptosis), which are induced by a variety of
cellular stressors, including the withdrawal of key survival
cytokines such as IL-2, IL-7, and IL-15 (243,257–263). BIM
or PUMA can bind Bcl-2 or BCL-XL on the mitochondrial
membrane and promote the release of cytochrome c and
the induction of cell death (264,265). During their expan-
sion phase, T cells also decrease their expression levels of
Bcl-XL and thereby allow for activation of the intrinsic
ACAD pathway (266). Both AICD and ACAD are believed
to work through a final common pathway involving cys-
teinyl aspartate–specific proteases (caspases) that activate
the apoptotic cascade (245,267). ACAD, rather than AICD,
is believed to be responsible for the contraction of CD8+

T cells that follows the expansion phase. The extent of
contraction within a given CD8+ T cell response can be
variable, with decreases of 95% of peak numbers observed
in cases of acute systemic infections with virus or bacte-
ria and more modest decreases seen when the infection is
limited, for example, with antibiotics in the case of Liste-
ria infection, although this may also limit the size of the
memory pool generated (32,213–215,268,269).

Generation of CD4+ T Cell Memory

Although a number of unique features characterize the
generation of CD4+ memory T cells, many of the basic pro-
cesses described in the preceding section on CD8+ mem-
ory T generation are also relevant for the initiation of
CD4+ T cell responses. Common features include the fac-
tors governing the ontogeny of naı̈ve T cells, the role of
extrinsic signals in their survival, and the range of hom-
ing receptors and migration patterns that guide them to
the secondary lymphoid organs where priming occurs. In
addition, the role APCs in the acquisition and transport
of Ag and the role of inflammatory signals in determin-
ing the (co)stimulatory context in which it will ultimately
be presented are also shared between CD4+ and CD8+ T
cells. Other aspects of their biology related to priming and
memory development are distinct from CD8+ T cells and
will be discussed in this section. These include their ca-
pacity develop into long-lived memory cells, key aspects
of their functional specialization, and the extent of their
clonal expansion and contraction. CD4+ T cells contribute
to immunity in a number of ways, including through acti-
vation of DC via CD40–CD40L interactions, the secretion
of inflammatory cytokines such as IFNγ that activate the
antimicrobial response of macrophages, and by providing
help to both B cells for antibody responses and to CD8+

T cells for their optimal development into memory cells

(141,179,270–273). In addition, regulatory CD4+ T cells
(Treg) identified by expression of the transcription factor
FoxP3 can profoundly suppress the development of im-
mune responses directed against self and non-self antigens
(reviewed in refs. 274–276).

Less is known about memory development in CD4+

than in CD8+ T cells. This is due in part to the appar-
ent reduced capacity of CD4+ T cells to develop into long-
term resting memory cells compared to CD8+ T cells in the
widely used murine models of infection such as vaccinia,
LCMV, Sendai virus, and L. monocytogenes (208,277–279).
Likewise, adoptive transfer studies with CD44high memory
phenotype CD4+ T cells have shown that a nondividing
subset disappears with a half-life similar to that of naı̈ve
cells (280). A comparatively smaller number of studies
have been undertaken using sensitive tools such as pep-
tide/MHC tetramers and transgenic T cells that have facil-
itated memory CD8+ T cells studies through the detection
and phenotyping of responding populations at the single-
cell level (281,282). As with CD8+ T cell responses, the gen-
eration of CD4+ memory T cells is believed to occur during
the same priming event that produces the effector cells.
Once primed, however, CD4+ and CD8+ T cells display in-
trinsic differences in both their kinetics of activation and
proliferative potential. For example, it has been observed
that CD8+ T cells require a comparatively shorter period
of stimulation (2 to 4 hours) for commitment to clonal ex-
pansion and effector development than do CD4+ T cells
(approximately 20 hours) (209,211,283,284). CD8+ T cells
also begin dividing earlier after priming than CD4+ T cells
and have a faster rate of division (284–287). In addition,
and in contrast to CD8+ T cells, it has been observed
that CD4+ T cells require continued antigenic stimulation
throughout their period of expansion to achieve full pro-
liferative and effector potential (288,289). Based on these
and other findings, Lanzavecchia and Sallusto suggested
that the optimal development of memory T cells will occur
in cells that receive a specific level of antigenic stimulation
during their priming and subsequent expansion that en-
ables them to use and access survival signals in a process
termed progressive differentiation (48,283,290,291).

Naı̈ve CD4+ T cells constitute a multipotent precur-
sor population in which clonal precursors expressing a
single antigenic specificity can be directed toward dis-
tinct differentiation fates by the actions of both the in-
nate and adaptive arms of the immune system. A sur-
prising variety of functional subsets of CD4+ T cells can
be generated through a complex process of differentia-
tion involving the interactions of specific cytokines, cell-
signaling proteins, and transcription factors that lead to
stable and heritable changes in gene expression patterns
that are established and maintained by chromatin remod-
eling (26,160,292). Th1 cells, for example, are generated
by priming of CD4+ T cells in the presence of IL-12 pro-
duced by APCs that are stimulated in response to TLR
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signals or CD40 signals (from activated CD4+ T cells or
NKT cells) (293,294). TCRs and cytokine signals then act
together through signaling and transcription factors such
as signal transducer and activator of transcription factor
4 (STAT4) and T-bet to induce functional differentiation
into IFNγ -producing effector cells that promote develop-
ment of cellular immune responses (295,296). Similarly,
Th2 cells are generated by priming of CD4+ T cells in the
presence of IL-4, thereby activating STAT4 and GATA-3
to induce differentiation into effector cells that produce
IL-4, IL-5, and IL-13 as “signature cytokines” and favor
the development of humoral responses and those against
certain parasites (297–299). There is considerable evidence
for cross-regulation of these two subsets through the cy-
tokines they produce, with the development of Th1 cells be-
ing inhibited by Th2-produced IL-4 and the development
of Th2 subset being inhibited by IFNγ -produced Th1 cells.
Thus as each subset becomes polarized, its development
into Th1 versus Th2 cells will be reinforced by its specific
pattern of autocrine cytokine production. More recently, a
new cytokine-polarized subset of the CD4+ T cell subset
has been described that produces the cytokine IL-17 and
is suspected of playing a central role in inflammatory re-
sponses and autoimmunity (300–303). Although the exact
details of Th17 development remain to be elucidated, the
cytokines IL-6 and transforming growth factor-β (TGFβ)
appear to play an instructive role in their differentiation
through engagement of the IL-21 and IL-23 pathways, as
well as the transcription factor STAT-3 and the nuclear or-
phan receptor RORg (304–307). The development of Th17
cells may be a reciprocal fate to that of Tregs for naı̈ve
CD4+ T cells primed in the presence of a TGFβ cytokine
milieu, with the vitamin A metabolite retinoic acid func-
tioning as a key regulator of inflammatory signals that de-
termine the developmental path chosen under these con-
ditions (308–310).

Once activated, the magnitude of clonal expansion is
more modest for CD4+ T cells than for CD8+ T cells,
although unusually vigorous clonal bursts have been re-
ported for responses against the bacterium Salmonella
(50,208,311). The activation of naı̈ve CD4+ has been shown
to involve distinct costimulatory requirements from those
of CD8+ T cell priming. These studies have mostly been
carried out through infection experiments performed in
knockout mice lacking specific ligand or receptors for
these pathways. Whereas LCMV-specific CD8+ T cells can
efficiently be generated in mice lacking CD28, CD40L, or
OX40, virus-specific CD4+ T cell responses are substan-
tially reduced. The opposite situation is seen in mice lack-
ing 4-1BB, which mount normal CD4+ but diminished
CD8+ T cell responses to LCMV infection (reviewed in ref.
312). CD4+ T cells also display quantitative and kinetic
differences in their contraction compared to CD8+ T cells.
For example, after initial viral clearance, LCMV-specific
CD4+ T cells initially contract rapidly but then substan-

tially reduce their rate of disappearance and take a full 6
months to reach stable numbers of memory cells, whereas
the CD8+ T response in this study achieved a stable “set-
point” of memory after approximately 30 days (279). Sim-
ilarly, the numbers of CD4+ Sendai virus–specific T cells
in the lung declined during the first 3 months after pul-
monary infection, whereas the CD8+ T cell response re-
mained stable during this period (277). These observations
of decreased longevity and diminished secondary respon-
siveness in Th1 T cells may relate to their production of
IFNγ gas an effector cytokine. IFNγ -deficient mice gen-
erate 30% to 50% more activated CD4+ T cells in murine
models of mycobacterial infection and experimental au-
toimmune encephalitis (313,314). The regulatory capacity
of IFNγ in CD4+ T cells is further supported by the ob-
servation that their longevity within homogeneous popu-
lations can be extended if this cytokine is inhibited dur-
ing activation (315,316). The mechanism underlying the
selective susceptibility of IFNγ -producing Th1 cells ap-
pears to involve the induction of apoptosis via a caspase
8–dependent pathway and is selective for this CD4+ T cell
subset because Th2 cells display a greater propensity for
memory formation (317,318). There is little information
on the ability of the Treg and Th17 subsets to form memory,
although this will certainly change in the near future due to
active experimentation in these fields. Finally, in contrast
to CD8+ memory T cells, the majority of CD4+ memory
T cells do not reexpress CD62L: Only 30% of polyclonal
CD4+ T cells express this marker as compared with 90%
of memory CD8+ T cells in some systems (319,320). The
absence of CD62L expression does not preclude access into
lymph nodes, however, because these CD4+ T cells can ac-
cess lymph nodes via the afferent lymph, as shown by the
presence of memory phenotype CD4+ T cells found in the
lymph nodes of CD62L−/− mice (321).

Generation of Memory B Cells
and Plasma Cells

Immunologic memory in the B cell compartment consists
of two very different cell types: memory B cells and long-
lived plasma cells. These two cell types perform two dif-
ferent functions. Long-lived plasma cells can be consid-
ered “active memory” because they continuously secrete
voluminous quantities of antibodies that circulate in the
blood. Memory B cells can be considered “quiescent mem-
ory” because these cells are resting, waiting for a second
infection or reexposure to antigen to reactivate them. The
proposed basic lineage relationship among naı̈ve mature
B cells, memory B cells, and plasma cells is shown in Fig-
ure 28.4. Different stages of B cell differentiation occur
in histologically defined locations, as illustrated in Fig-
ure 28.5. In this basic model (Figures 28.4, 28.5), naı̈ve
mature B cells are activated by antigen (protein in adju-
vant, viral infection, or autoantigen), and CD4 T cell help.
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FIGURE 28.4 Development of B lineage immune response and
memory. After antigenic stimulation, naı̈ve B cells undergo clonal
expansion and form clusters of activated B cells known as ex-
trafollicular foci. These activated B cells can either differenti-
ate into short-lived plasma cells or migrate back into the folli-
cle and initiate a germinal center reaction. After proliferation
and affinity maturation, germinal center B cells produce both
long-lived plasma cells that produce high-affinity antibodies and
memory B cells that have high-affinity B cell receptors. Memory
B cells can self-renew by homeostatic proliferation. Memory B
cells may also periodically differentiate, in an antigen-dependent
or antigen-independent manner, into long-lived plasma cells to
maintain long-term antibody production.

These initial interactions occur at the border between the
T and B cell areas of the lymphoid organ (spleen or lymph
node) (322,323). The activated B cells undergo clonal ex-
pansion. During this initial phase of activation, B cells can
class switch from immunoglobulin M (IgM) to IgG or other
isotypes if stimulated strongly. B cells can initiate germi-

nal centers in the follicle, or they can proliferate and dif-
ferentiate into plasmablasts (intermediately differentiated
antibody-secreting plasma cells) and plasma cells and mi-
grate to the red pulp (322), where they can be observed as
extrafollicular foci, frequently residing adjacent to blood
vessels (322,324,325). Given the complexity of the biology
involved, it is perhaps not surprising that there are clear
examples of exceptions to the basic model of B cell memory
generation outlined in Figures 28.4 and 28.5 where steps
are bypassed or significantly altered (326–329). Neverthe-
less, the model appears to hold true for most conditions
(273,330,331).

A second phase of clonal expansion and differentia-
tion of activated B cells occurs within the specialized mi-
croenvironment of a germinal center (GC) (325,332,333).
Because antigen-specific memory B cells and long-lived
plasma cells come from germinal centers, germinal cen-
ters are the critical sites for the development of long-term
humoral immunity. The detailed mechanics of the germi-
nal center reaction are unclear, but extensive research has
been done into the processes of germinal center B cell se-
lection and differentiation (332). It is normally within the
germinal centers that affinity maturation occurs. Affinity
maturation is the process by which a B cell clone improves
the affinity of its B cell receptor (BCR) for the cognate
antigen through multiple rounds of somatic hypermuta-
tion and selection. It is known that germinal center B cells
are the only mature cells in the body that undergo so-
matic hypermutation. This reflects both the importance
of germinal centers in immunity and the difficulties in-
herent in trying to produce high-affinity antibodies to the
universe of possible antigens. In the germinal center, an
antigen-specific B cell will undergo somatic hypermuta-
tion in its BCR gene via the enzymatic activities of AID
and other factors (334) (also see other chapters in this vol-
ume). The mutated BCR is then expressed on the surface of

FIGURE 28.5 Anatomic fea-
tures of effector and memory B
cell differentiation. See text for
details.
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the B cell. If the mutant BCR is of higher affinity, the new
clone more efficiently binds cognate antigen in the germi-
nal center [tethered to follicular dendritic cells or other-
wise present as an antigen depot (328,335,336)], processes
and then presents peptides derived from the protein anti-
gen in class II, and receives appropriate stimulatory sig-
nals from antigen-specific germinal center–resident CD4 T
cells (273,337). Germinal centers contain antigen-specific
CD4+ T cells, and both the generation and maintenance of
germinal centers normally depend on antigen-specific CD4
T cells (338–341). The germinal center CD4 T cells, often
referred to as follicular helper CD4 T cells (TFHs), provide
stimulatory signals to germinal center B cells believed to
consist of both T–B cell surface receptor–ligand interac-
tions [e.g., CD40–CD40L (338)] and cytokines secreted by
the CD4 T cells and bound by cytokine receptors expressed
on the surface of the germinal center B cells [e.g., IL-21–
IL21R (342)]. On receiving the appropriate stimulatory
signals, the newly mutated, higher-affinity B cell prolifer-
ates and then repeats the cycle of somatic hypermutation,
selection, and proliferation in the germinal center. Traf-
ficking of B cells in germinal centers has recently been
intensively examined (343–346). Failure to bind cognate
antigen and subsequently receive appropriate stimulatory
signals from CD4 T cells or follicular dendritic cells (FDCs)
results in apoptotic death. Given that these processes are
acting on a population of antigen-specific B cells simulta-
neously, those B cells with the highest-affinity BCRs are
expected to rapidly outcompete lower-affinity clones for

antigen and subsequent costimulation from CD4 T cells.
Because random mutation of the BCR is more likely to re-
sult in a nonfunctional or lower-affinity receptor instead
of a higher-affinity receptor, apoptotic death is rampant
in germinal centers. B cells positively selected within the
germinal center exit and mature into memory B cells or
plasma cells (347–349). It is unclear how B cells are trig-
gered to exit the germinal center and become memory B
cells or plasma cells. It is known that CD40 ligation in-
hibits plasma cell differentiation and IL-10 and IL-21 en-
hance plasma cell differentiation of human germinal cen-
ter B cells (350). It is reasonable to propose that once B
cell has undergone sufficient BCR affinity maturation to
reach a certain affinity/avidity threshold, it will exit the
germinal center and will differentiate into a memory B
cell or plasma cell based on the combination of signals
it receives from CD4 T cells immediately prior to exiting
the germinal center. However, this is mostly a speculative
model. Alternatively, both the exit from a germinal center
and the memory B cell/plasma cell differentiation decision
may be stochastic. On exit from a germinal center, mem-
ory B cells primarily reside in the marginal zones of the
spleen, whereas the plasma cells exit into the blood.

A subset of plasma cells produced in the germinal cen-
ters migrates from blood to bone marrow, where they re-
side as long-lived plasma cells (351–357). The kinetics and
anatomic location of antibody production after an immu-
nization (in this case an acute viral infection) in mice is
shown in Figure 28.6. There are two phases of antibody
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FIGURE 28.6 Kinetics of B
cell responses after acute viral
infection of mice. The plasma
cell response in secondary lym-
phoid tissues peaks during the
first 2 weeks and then declines
within 2 to 4 weeks after infec-
tion (14,354). As splenic plasma
cell populations decline, antigen-
specific plasma cells begin to mi-
grate to and/or accumulate in
the bone marrow compartment
(344,351,355,359). After the ger-
minal center reaction subsides,
the bone marrow becomes the
predominant site of antibody
production, with up to 90% of
the host’s plasma cells located in
this compartment (14,354).
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production: acute and long term. Because preexisting anti-
body provides the first line of defense against repeat infec-
tion by microbial pathogens, the importance of long-term
antibody production by plasma cells in protective immu-
nity cannot be overstated. There are at least two popu-
lations of plasma cells: the early antibody-secreting cells
forming extrafollicular foci, which produce antibody only
for a short period after antigen exposure, and long-lived
plasma cells, which survive for extended periods (the half-
life is 3 to 4 months in mice) (Figure 28.6) (14,353,356,358).
Data indicate that plasmablasts and plasma cells gener-
ated from B cells in extrafollicular foci are short lived,
with a half-life of less than 3 days (359–361). The acute re-
sponding, extrafollicular population of antibody-secreting
cells has various names in the literature—plasmablast,
antibody-secreting cell, plasma cell, short-lived plasma
cell—due to the different assays used to identify the cells
and the uncertainty surrounding plasma cell differentia-
tion states. Plasmablasts are antibody-secreting B cells that
still have the ability to proliferate. Plasma cells are ter-
minally differentiated nonproliferating cells with greater
capacity for antibody secretion. Plasmablasts can develop
from naı̈ve B cells, germinal center B cells, or memory B
cells, but it is unclear whether all plasmablasts have the
capacity for complete differentiation into plasma cells and
whether all plasma cells are competent to become long-
lived plasma cells (Figures 28.1, 28.5). Naı̈ve B cells specific
for any given antigen are rare (10−5-10−6), and therefore
only a small number of B cells are recruited into the ini-
tial response. Within this small set of B cells, it is likely
that there exists a range of B cell receptor affinities for
the antigen. The recruited B cells with the highest affinity
for the target antigen appear preferentially to differenti-
ate into plasmablasts/plasma cells and form extrafollicu-
lar foci. The recruited B cells with intermediate to lower
affinities appear preferentially to initiate germinal cen-
ters (362,363). At the molecular level, this indicates that
stronger BCR signals drive proliferation and then plasma
cell differentiation, and weaker BCR signals drive prolif-
eration without plasma cell differentiation. This suggests
that the B cell differentiation program has evolved under
selective pressure to produce an early wave of high-affinity,
antigen-specific secreted antibody as rapidly as possible,
presumably reflecting the importance of rapid antibody
responses in blunting viral or bacterial replication after in-
fection; it is also important, however, to evolve high-affinity
antibodies that are much more efficient at controlling and
eliminating the pathogen, which is done by the antigen-
specific B cells that initiate germinal centers. Long-lived
plasma cells predominantly (or possibly exclusively) come
from post–germinal center B cells, as evidenced by defects
in long-lived plasma cell generation in mice with germinal
center defects (364) and the observation that bone marrow
plasma cells exhibit DNA and antibody affinity signatures
of affinity maturation (349,365).

MAINTENANCE AND FUNCTION OF
MEMORY CELLS

Maintenance and Function of T Cell Memory

The small fraction of effector T cells that survive contrac-
tion initiates the memory pool that confers lifelong protec-
tion to the individual. Despite their extensive culling from
peak numbers, antigen-specific cells in the postcontraction
population are found at a far higher precursor frequency
than in the naı̈ve repertoire, a fact that undoubtedly affects
the increased speed and intensity that is characteristic of
secondary responses. Although they possess some features
associated with memory, having arisen in response to an
antigenic challenge and being able to persist after the ma-
jority of their fellow effectors have been eliminated, the
postcontraction T cells nonetheless comprise a heteroge-
neous population whose maintenance in the memory pool
is a dynamic process involving phenotypic changes that
determine their function, distribution, and protective ca-
pacity over time (35,41,366). A central theme governing
this process involves adaptation to the homeostatic control
mechanisms that regulate the equilibrium of naı̈ve versus
memory T cells. These pathways appear to be distinct and
under independent control because the mechanism regu-
lating naı̈ve T cell homeostasis that prevents overcrowding
of the available niches by thymic emigrants cannot com-
pensate for cell loss when production falls below a critical
threshold, whereas the mechanism regulating the mem-
ory pool can both reequilibrate memory cell numbers after
the increased input that results from normal immune re-
sponses and promote reexpansion to match the set thresh-
old after physiologic loss of T cells, as often occurs during
viral infections (367–369). As will be described, the home-
ostatic mechanisms that regulate the naı̈ve and memory
T cell pools also differ in their requirement for extrinsic
factors such as TCR stimulation by self-MHC molecules
(presumably occupied with peptide derived from self or
environmental antigens) and signals provided by the γ -
chain (γ c) cytokines IL-7 and IL-15.

Before discussing the factors responsible for the sur-
vival of memory T cells, it is important to understand the
types of experimental approaches that have been used in
their study and how these influence the various conclu-
sions that can be drawn from the experimental data. In
general, there have been two main experimental settings
through which memory T cells have been studied in vivo.
One involves enumeration of cells that express markers as-
sociated with prior antigen experience such as CD44high or
CD62Llow for activated cells in either immunized or un-
manipulated normal mice. In the latter case, the cells in
question are the spontaneously arising “memory pheno-
type” (MP) T cells of unknown derivation and specificity,
which increase in frequency with age (370,371). In the
case of antigen (Ag)-specific T cells, these can be generated
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from either the endogenous polyclonal repertoire or adop-
tive transferred monoclonal transgenic T cells. A concern
about immunization/infection studies is that antigens can
persist for long periods of time in host animals, so that
one may be studying continuous activation and not true
memory. For this reason, a number of studies have moni-
tored T cells that either arise spontaneously in normal mice
(ostensibly in response to environmental antigens or self-
MHC) or are specifically primed in one host and are trans-
ferred to a new, antigen-free host. This method has been
used extensively for CD8+ T cells, although the comparably
modest expansion of activated CD4+ T cells after priming
has made their recovery in numbers sufficient for adoptive
transfer a technical challenge. An additional concern for
transfer of MP cells is that their antigenic specificity is un-
known, precluding transfer to an antigen-free host. Lastly,
many studies have involved transfer of naı̈ve versus mem-
ory T cells to lymphopenic environments (irradiated or re-
combination activating gene [rag]–deficient mice). Under
these conditions, the transferred T cells will expand to fill
the available “space” (i.e., environmental niches), with the
cell and molecular requirements for this type of prolifer-
ation termed “homeostatic expansion” to reflect the sub-
stantial increase in cell numbers it involves, being a topic
of great interest in recent years (372–376). This type of
proliferation is clearly different in magnitude and, when
applied to the various types of memory T cells described
previously, perhaps in mechanism from the slower “basal”
proliferation of T cells that maintains their numbers within
intact mice (377). Adding to the potential for confusion in
the literature is the fact that different studies have used the
term “homeostatic proliferation” to refer to the division of
cells transferred to lymphopenic hosts as well as in nor-
mal T cell–replete hosts. For the purposes of this section,
we refer to the slow turnover of T cells in a normal im-
munocompetent host as “basal homeostatic proliferation”
and the faster, more extensive division of T cells within
lymphopenic hosts as “homeostatic expansion.”

As discussed earlier in this chapter, adoptive transfer
studies have shown that the long-term survival of naı̈ve T
cells in lymphopenic hosts requires contact with self-MHC
(73–78). Whereas initial studies in the 1990s suggested that
both types of memory cells were maintained by occasional
TCR contact with undetectable amounts of sequestered
foreign or cross-reactive environmental antigens, more re-
cent studies have shown that CD8+ memory T cells can
survive and remain functionally competent in the absence
of either antigen or MHC molecules, arguing against any
obligatory role for TCR stimulation in their maintenance
(32,78,378–381). The situation for CD4+ memory T cells
is less clear, with studies on both antigen-specific and MP
CD4+ T cells revealing that maintenance of the pool size
does not strictly depend on MHC or TCR (73,382). The
rate of both basal homeostasis and homeostatic expan-
sion of MP CD4+ T cells, however, does appear to depend
on the TCR–MHC interactions and declines significantly

when these signals are extinguished, leaving the cells in
one study critically dependent on IL-7 (73,382–385). These
findings suggest a more prominent role for TCR than cy-
tokines for the homeostatic survival of MP CD4+ T cells.
Supporting data for this notion comes from a study of Ag-
specific transgenic CD4+ memory T cells, which, on trans-
fer to MHC-deficient hosts, display impaired responses to
antigen reencounter in vitro and in vivo (386). These obser-
vations indicate that CD4+ and CD8+ memory T cells differ
in their requirement for TCR signals for maintenance and
further suggest the non–mutually exclusive ideas that dif-
ferent mechanisms regulate the maintenance versus func-
tional responsiveness of MP and antigen-specific memory
CD4+ T cells and that significant heterogeneity exists in the
rates of homeostatic proliferation within the Ag-specific
memory versus MP CD4+ T cell populations, as demon-
strated in several systems (71,280,387,388).

These findings of MHC-independent survival of mem-
ory T cells have brought cytokines into focus as the main
extrinsic factors responsible for their maintenance, with
particular emphasis on the common γ c family mem-
bers IL-7 and IL-15. One of the important initial obser-
vations linking cytokines with memory T cell survival
came from studies in which agents capable of stimulat-
ing interferon production by cells of the innate immune
system, such as LPS and Poly I:C, caused a transient
burst of TCR-independent proliferation from the major
CD122high CD44high subset of antigen-experienced CD8+

T cells through the IFN-α/β-induced production of IL-
15 (389–394). Of note, the IFN-α/β-induced proliferative
burst of CD122high CD44high CD8+ T cells was not observed
in IL-15−/− mice, and the in vivo administration of exoge-
nous IL-15 was found to mimic the effect of IFNs in stim-
ulating the bystander proliferation of the MP CD8+ T cell
subset (390,395,396). The receptor for IL-15 is composed
of three subunits: a unique α chain, a β chain (CD122)
that is shared with the IL-2 receptor, and the common γ c
that is shared with IL-2, IL-4, IL-7, IL9, and IL-21 (397–
399). Although a soluble cytokine under in vivo conditions,
IL-15 is presented in trans via cell-associated complexes
bound to IL-15Rα that are preassembled in the cytoplasm
of the (non-T) cells that make both molecules (400–402).
Paradoxically, CD8+ T cells also express IL-15Rα, and al-
though this is not essential for them to respond to IL-15
(which requires expression of only the β and γ chains),
it may enable them to activate other cells types such as
T cells or APC via trans presentation (400,401,403,404).
The expression of CD122 is selectively elevated on the MP
(CD44high) subset of CD8+ T cells that undergo bystander
proliferation in response to IL-15, whereas it is expressed
at low but detectable levels on naı̈ve CD8+ cells (394).
IL-15 is nonetheless important for the survival for both
subsets because IL-15−/− mice show a 50% reduction in
the number of naı̈ve CD8+ T cells, and both IL-15−/− and
IL-15Rα−/− mice contain significantly reduced numbers
of CD44high CD122high MP CD8+ T cells (390,405–407). The
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effect of IL-15 on MP CD8+ T cells may reflect its role in cell
survival rather than development because these fail to pro-
liferate and disappear rapidly on transfer to IL-15−/− re-
cipients (390). Consistent with this view, IL-15 transgenic
mice were found to contain elevated numbers of MP CD8+

T cells (396,408). Taken together, these findings have led
to the current view that the generation, survival, and basal
homeostatic proliferation of MP CD8+ T cells is mediated
through contact with ambient IL-15 that is most likely pro-
duced by dendritic cells in the steady state, because these
make both IL-15 and IL-15Rα, and by a variety of other
cell types including skeletal muscle, kidney, placenta, and
hematopoietic stromal cells under conditions of innate im-
mune activation via the IFN pathway (393,409,410). Stud-
ies of Ag-specific CD8+ T cell responses have used MHC
class I tetramers to follow the response to viral infection
(LCMV or vesicular stomatitis virus) in IL-15−/− or IL-
15Rα−/− mice, and have shown that, similar to MP CD8+

T cells, IL-15 is also important for the maintenance of Ag-
specific memory CD8+ T cells (377,411,412). These studies
found that, although Ag-specific CD8+ T cells were gener-
ated in the absence of IL-15 signals, they did not prolifer-
ate, and their numbers declined over time (411,412). Taken
together, these observations show that IL-15 mediates the
homeostatic turnover of both MP and Ag-specific mem-
ory CD8+ T cells. Although important for memory CD8+

T cell homeostasis, IL-15 does not appear to be required
for their function because LCMV-specific memory CD8+ T
cells are able to produce the effector cytokines IFNγ and
TNF and are capable of responding to secondary infection
(411,412). The main effect of IL-15 on the homeostatic sur-
vival of CD8+ T cells is likely mediated through upregula-
tion of antiapoptotic factors such as BCL-2 and BCL-XL
and avoidance of death via the mitochondrial pathway of
apoptosis, a common mechanism of γ c cytokines (79,413–
415). The bone marrow may be the preferred site for home-
ostatic survival of memory CD8+ T cells, as it contains a
major pool of dividing memory cells and those that migrate
there undergo division (392).

In contrast to its clear role in the homeostatic survival
of CD8+ T cells, the requirement for IL-15 in memory
CD4+ T cell survival has been more difficult to define. This
may have to do with the different survival requirements
for the various types of memory cells used to study this
phenomenon (MP, Ag-specific, and transgenic) and with
the compensatory mechanisms that lymphocytes can de-
velop in the absence of physiologic stimuli involved in their
growth and development. For example, IL-15 has been
considered to be irrelevant for the development and home-
ostasis of MP CD4+ T cells because these express low lev-
els of CD122 and can be found in normal numbers in IL-
15−/− mice (394,406). Given that the homeostasis of MP
CD4+ T cells appears to be governed more by TCR stimu-
lation than by cytokines, as discussed previously, and that
they are a homogeneous population containing a subset
that undergoes a significantly faster rate of homeostatic

expansion, it is possible that the MP CD4+ T cells un-
dergoing homeostatic proliferation in IL-15–deficient envi-
ronment do so because they are chronically stimulated by
foreign antigens, perhaps derived from commensal bacte-
ria. In contrast to MP cells, the homeostasis of Ag-specific
CD4+ T cells appears to be exclusively under the control
of cytokines because these cells can survive and undergo
homeostatic expansion in lymphopenic hosts lacking MHC
II molecules (382,416). Studies with Ag-specific memory
CD4+ T cells generated in IL-15−/− hosts indicate that
they too are independent of IL-15 for their maintenance
(387,406). It has been suggested, however, that the CD4+

T cells arising in IL-15−/−environment can become perma-
nently conditioned to cope with IL-15 deficiency and may
not represent the requirement of normal CD4+ memory
T cells formed in a T cell–replete environment (34,417).
Similarly, the lymphopenic environment may also repre-
sent a nonphysiologic condition because the ambient lev-
els of homeostatic cytokines can significantly increase in
the absence of other T cells and NK cells that would nor-
mally compete for these resources (418). In support of
this idea, recent studies using transgenic and endogenous
LCMV-specific CD4+ memory T cells generated in normal
mice and then transferred to lymphopenic versus normal
nonlymphopenic hosts have shown that memory CD4+ T
cells depend on IL-15 for their basal homeostatic prolifer-
ation and long-term survival (419). Consistent with this
view, it has been shown that human and mouse CD4+

T cells respond to exogenous IL-15, and IL-15-transgenic
mice display enhanced CD4+ T cell responses to infectious
pathogens (408,420). Taken together, these data indicate
that both CD4+ and CD8+ memory T cells depend on IL-
15 for their homeostatic survival.

The other cytokine known to affect the homeostatic
survival of memory T cells is IL. As discussed previously,
IL-7 is constitutively produced by nonhematopoietic cells,
and perhaps some DC subsets, and is recognized by a het-
erodimeric receptor consisting of an α chain (shared with
the receptor for TSLP) and γ c (421,422). Although mem-
ory CD8+ T cells show a strong bias for IL-15, increasing
the level of IL-7 in vivo through transgenic expression can
overcome the requirement for IL-15 in promoting survival
and homeostatic expansion of CD122high memory CD8+ T
cells (423). This finding is reminiscent of the apparent re-
dundancy of IL-7 and IL-15 in promoting the homeostatic
expansion of memory CD8+ T cells, which has been shown
to occur at a similar rate and magnitude in IL-15−/− hosts
as in normal irradiated hosts (377,388). Given the well-
documented role of IL-15 as necessary for the survival of
memory CD8+ T cells, it would seem paradoxical that the
lymphopenia, such as exists in both IL-15−/− and irradi-
ated wild-type recipients, could alleviate this requirement.
The reason turned out to be that IL-7, which in the ab-
sence of “consumers” such as naı̈ve T cells and NK cells
that normally compete for this key cytokine, is able to
reach ambient higher levels in lymphopenic hosts that can
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compensate for the lack of IL-15. When both IL-7 and IL-15
are removed through gene knockouts and use of antirecep-
tor antibodies, homeostatic static expansion ceases. These
results indicate a degree of functional overlap between
IL-7 and IL-15 in promoting the homeostatic expansion of
memory T cells, but they suggest that this pathway is op-
erates only when IL-7 reaches higher levels than normally
exist in immunocompetent animals. Both naı̈ve and mem-
ory CD8+ T cells express high levels of IL-7Rα, with most
effector cells sustaining the downregulation that occurs
on activated cells during their primary expansion phase
(75,85,377,424,425). The presence of elevated IL-7Rα ex-
pression on a subset of CD8+ T cells detected early in the re-
sponse to acute LCMV infection has been suggested specif-
ically to identify precursors that are destined to develop
into memory CD8+ T cells (424). This conclusion emerged
from adoptive transfer experiments in which IL-7Rαhigh

and IL-7Rαlow populations of LCMV-specific CD8+ effector
T cells were transferred from infected mice into antigen-
negative recipients, with the latter population displaying
better long-term survival and recall responsiveness (424).
Subsequent experiments have indicated that this is more
likely due to a survival advantage mediated by IL-7Rα ex-
pression in conferring enhanced sensitivity to ambient IL-
7, and that CD8+ memory T cells are not selected solely
on the basis of IL-7/IL-7Rα interactions but result from a
more complex series of differentiative events (426–429).

The role of IL-7 in the maintenance of CD4+ memory T
cells has been a question of continuing interest, with con-
flicting results coming from different systems. Despite nu-
merous reports that IL-7 is essential for the thymic devel-
opment and homeostasis of naı̈ve CD4+ T cells, one study
found that transgenic CD4+ T cells from mice lacking γ c
expression, and therefore lacking the ability to transmit
signals from either IL-7 or IL-15, display a short lifespan
as naı̈ve cells but survived efficiently after developing into
memory cells (417). Another study found that neither IL-7
nor IL-15 was required for the homeostatic expansion of
MP CD4+ T cells in lymphopenic hosts, despite the fact
that memory CD4+ T cells express high levels of IL-7Rα

(388). Although these results would appear to support the
idea that IL-7 is unimportant for the homeostasis of CD4+

T cells, the development of the γ c-independent CD4+ T
cells in the former case may have proceeded via an abnor-
mal alternative pathway that obviates the normal role of
IL-7, and the MP cells in the latter example were found
to be the fast-dividing subset discussed previously that is
thought to be under chronic TCR stimulation by endoge-
nous ligands (77,430). Thus, these experimental systems
may not accurately reflect the physiologic requirement for
IL-7 in maintaining CD4+ memory T cells, which itself is
related to TCR signals and can apparently be masked by
chronic TCR stimulation. In support of this, it has been
found that when TCR signals are extinguished in MP CD4+

T cells, they become acutely dependent on IL-7 for sur-

vival and homeostatic expansion in lymphopenic hosts
(385). Similarly, Ag-specific transgenic CD4+ T cells that
do not undergo homeostatic proliferation were found to
depend on IL-7 for their survival under lymphopenic con-
ditions (431). More recently, it has been found that the sur-
vival and basal homeostatic proliferation of newly formed
Ag-specific polyclonal memory CD4+ T cells was substan-
tially reduced after treatment with antibodies against IL-
7R (387,432). In addition, both MP and Ag-specific mem-
ory CD4+ T cells lacking IL-7Rα were unable to survive in
intact and lymphopenic hosts (432). Together, these obser-
vations support the idea that IL-7 is essential to the main-
tenance and survival of CD4+ memory T cells. The molec-
ular mechanism through which this occurs is not entirely
clear, although, as with IL-15, regulation of the balance of
pro- and antiapoptotic members of the Bcl-2 family repre-
sents one potential explanation (433). IL-7 protects T cells
from death by inducing the antiapoptotic factors Bcl-2 and
Mcl-1 and inhibiting the proapoptotic factors Bax, Bad,
and Bim (434–439). Furthermore, the T cell developmen-
tal defect in IL-7– or IL-Rα–deficient mice can be rescued
by a bcl-2 transgene or deletion of Bax, and addition of
anti-IL-7/anti-IL-7Rαa to memory cell cultures was found
to reduce Bcl-2 expression (431,434,440,441).

Function of T Cell Memory:
The Secondary Response

From an operational perspective, it can be argued that the
ultimate purpose for the long-term maintenance of mem-
ory T cells is found in the secondary response to previously
encountered antigens, which comprises both direct effec-
tor functions and renewed proliferation. Although both as-
pects of the recall response can be readily demonstrated in
vitro, under physiologic conditions this task requires that
memory cells be present wherever invading pathogens en-
ter the body and where they are first detected by the APC
system. Accordingly, TEM cells can be found in the blood
and in a variety of peripheral tissues such as bone mar-
row, liver, gastrointestinal tract, lung parenchyma and fat
pads, where they can mediate immediate effector func-
tions, and TCM cells are found mostly within the lymph
nodes, where they are able to produce IL-2 (in addition
to IFNγ ) and mount proliferative responses to restimula-
tion (249–251,320). Although initial studies supported a
clear division of labor between these subsets, it has be-
come clear that some degree of overlap exists in their loca-
tion, function, and phenotype. In the CD8+ lineage, TEMs
can undergo substantial secondary expansion, and, con-
versely, TCMs have been shown to migrate to and accumu-
late in the bone marrow and can display cytotoxic potential
and production of effector cytokines equivalent to that of
TEM (131,320,442,443). The relative contribution of TEM

versus TCM subsets to recall responses and effective
immunity can depend on the nature of the antigenic
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challenge. For example, TCM generated by immunization
with virus-like particles (VLPs) are better able to protect
from challenge with LCMV, a pathogen that replicates
within lymphoid organs and is controlled perforin rather
than CD8+ T cell cytokines, whereas TEM can be superior in
mediating protection from vaccinia virus, which replicates
in peripheral solid organs and is controlled by cytokines
rather than by direct cytotoxicity (444–448). Other studies,
in contrast, have shown that TEM are superior in mediat-
ing protection from viral challenge (320). The timing of the
challenge can also play a role because TEM in the lung have
been shown to be more effective at mediating protection
against Sendai virus at early time points, whereas TCM are
superior at later time points (449).

In addition to the increased frequencies of Ag-specific
cells, the T cells that comprise the secondary response dis-
play a higher functional avidity and lower signaling thresh-
olds than primary responders, and consequently they can
mount faster and more effective responses to infection
that the naı̈ve repertoire (27,450–453). This “faster and
better” response of memory T cells involves alterations
in TCR signal transduction components that result in en-
hanced sensitivity to antigen, as well as epigenetic modifi-
cation of key cytokine gene targets for TCR-mediated tran-
scriptional activation, such as IFNγ and IL-2, resulting in
more efficient and higher-level production (23,451,452). In
the case of some effector molecules, including IL-4, and
RANTES, memory T cells contain stored mRNA that is
rapidly translated on TCR stimulation (454–457). The en-
hanced functionality of the memory cells at the popula-
tion level may reflect a mechanism in which Ag-driven
clonal selection is controlled by affinity-based thresholds
(40,453,458). In addition, a number of studies have shown
that the secondary T cell response is prolonged com-
pared to the primary response, with emerging evidence
suggesting that renewed exposure to antigen can further
improve the function of the available repertoire because
secondary memory CD8+ T cells have been shown to pro-
vide better per-cell protective immunity while retaining
the capacity to undergo expansion in numbers similar to
primary memory cells after reinfection (32,246,249,268,
459–462).

The structures and signals required to elaborate the sec-
ondary responses differ somewhat from those involved in
the priming of naı̈ve T cells. For many infections, the sec-
ondary response to antigenic challenge can proceed in the
absence of encapsulated lymph nodes or spleen (463,464).
Mice deficient in lymphotoxin-α, which lack all secondary
lymphoid organs, revealed the de novo generation of lym-
phoid organ–like structures within the airways called in-
ducible bronchus-associated lymphoid tissue (iBALT) af-
ter pulmonary infection that were able to assume many
of the T cell–activating functions of normal lymphoid or-
gans (463–465). The optimal secondary response to infec-
tion nonetheless appears to require DCs and, depending on

the model, can require costimulation by molecules such as
CD28 and 4-1BB (466–468).

Maintenance and Function of
B Cell Memory

How does B cell memory persist? The mechanisms in-
volved in sustaining memory B cells can be divided into
two categories: antigen dependent and antigen indepen-
dent. There are three antigen-dependent mechanisms for
maintaining B lineage memory: reinfection/immuniza-
tion, latent infection, and antigen depot. Periodic reexpo-
sure to the pathogen is an effective way to maintain high
levels of immunity and serves as a natural “booster” to
the immune system. Frequently, such reinfections are mild
or asymptomatic due to the preexisting immunity. When
using vaccines, booster immunizations serve the same
purpose of recalling preexisting memory. Latent or very
low grade persistent infections can also serve as efficient
antigen-dependent mechanisms for maintaining memory.
It is believed that this occurs extensively for reactivating
herpes virus infections and possibly other infectious dis-
eases. A third antigen-dependent mechanism for main-
taining B lineage memory is the presence of persisting
nonreplicating antigen. This antigen can be present as an
antigen depot or bound to the surface of follicular dendritic
cells or possibly other professional antigen-presenting
cells (328,335,336,469). Distinguishing antigen-dependent
from antigen-independent maintenance of B lineage mem-
ory and understanding their biological relevance and
contributions are central problems in examining mem-
ory B cells and long-lived plasma cells because antigen-
dependent and antigen-independent mechanisms may af-
fect these memory cell types in different ways. These issues
are a constant challenge for experimentalists studying B
lineage memory. It is equally important to understand im-
mune memory in the absence of reexposure to antigen to
know how long immunity intrinsically lasts, particularly
in the context of understanding human vaccines to under-
stand how to maximize their success.

There are several classic examples that have clearly
documented long-term protective immunity lasting up to
75 years in humans in the absence of reexposure to the
pathogen (Table 28.1) (64,70,471). These observations have
been crucial in shaping our ideas about immunologic
memory because they showed that the immune system
could remember an encounter that occurred many years
ago. Because antibodies are the main protective mecha-
nism for poliovirus, the case of measles immunity on the
Faroe Islands mentioned at the beginning of this chapter
suggested that B cell memory lasts at least 65 years after
measles infection in the absence of reexposure to the virus.
A similar situation was observed with polio outbreaks in a
remote Eskimo village. Three serotypes of poliovirus exist,
and antibodies against one serotype were observed only
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◗ TABLE 28.1 Long-Term Human Immunity in the
Absence of Reexposure to the
Pathogen

Duration of
Infection Immunity (yr)

Measles on the Faroe Islands (470) 65
Yellow fever virus in Norfolk, Virginia (471) 75
Polio in remote Eskimo villages (6) 40
Inactivated poliovirus vaccine in Sweden (472) 30+
Smallpox vaccine in United States, Israel, Italy

(14–16,513,626)
30–60+

in Eskimos older than 40 years, and antibodies against a
second serotype were observed only in individuals older
than 20 years. Therefore, this epidemiologic observation
indicated that production of antipoliovirus antibodies is
long lived even in the absence of reexposure to the virus.
A third example of long-term human immunity was an
experiment. Yellow fever was an uncommon epidemic dis-
ease in the southeast United States during the 19th cen-
tury. Seventy-five years after the last known outbreak in
Norfolk, Virginia, serum samples were taken from individ-
uals known to have been infected 75 years prior. The serum
was transferred to primates, which were then challenged
with yellow fever virus. Primates receiving the serum from
immune humans were protected from disease, showing
that individuals make anti–yellow fever virus antibodies
for greater than 75 years after an infection. All of these
examples are observations related to immunologic mem-
ory after acute viral infections. More recent studies have
examined long-term immunologic memory in humans by
quantifying antigen-specific serum antibody or memory B
cell levels (14,16,472,473), as discussed later in the context
of maintenance of memory.

Maintenance and Value of Memory B Cells:
Quiescent Memory

The longevity of memory B cells in mice in the absence of
antigen was controversial. Adoptive transfer studies of B
cells into irradiated animals indicated that memory B cells
have an extremely short lifespan in the absence of antigen
(approximately 3 days) (474). However, experiments done
in intact animals suggested that the memory B cell num-
bers were stable, and a slow rate of memory B cell prolif-
eration was observed (less than one division per month),
indicating that the proliferation was homeostatic and not
antigen driven (475). Two additional studies observed a
similar antigen-independent long lifespan of memory B
cells with slow proliferation consistent with homeostatic
cycling (330,476). Studying antigen-independent mainte-
nance of memory B cells in mice is extremely challeng-
ing because it has been shown that antigen can persist in

mice at low levels for more than 18 months in some condi-
tions (477), which is effectively the full life of a mouse. A
transgenic switch approach has largely settled the matter
by circumventing the issue of possible antigen persistence
(478). Mice were engineered with a genetic switch, such
that memory B cells expressing an NP-specific B cell re-
ceptor (BCR) could be changed in vivo to instead express
a PE-specific BCR. By inducing the switch in memory B
cells, PE-specific memory B cells that had never seen cog-
nate antigen (PE) could be examined. The cells persisted
in an antigen-independent manner just as well as other
memory B cells (478). These results were consistent with
results obtained in intact mice (330,475,476). It should be
noted that naı̈ve mature B cells, and presumably memory
B cells, must constantly maintain BCR expression for sur-
vival (479), and therefore it is possible that constant very
low affinity self cross-reactive binding is an intrinsic com-
ponent of B cell survival.

Immunologic memory is not necessarily maintained in
the same way in mice and humans. There are classic re-
ports of long-term immunity in humans in the absence
of reexposure to a pathogen, as mentioned earlier (Table
28.1) (64,70,471). However, those studies have left many
important questions unanswered. How stable is long-term
immune memory in humans? Is the stability similar or
different in the multiple compartments of the adaptive
immune system (circulating antibodies, memory CD8+ T
cells, memory CD4+ T cells, and memory B cells)? If im-
mune memory is not stable, what is the kinetics of decline?
What are the cellular and molecular processes involved
in memory cell maintenance? These questions are gener-
ally difficult to answer in humans, both because the time
frame of interest is decades and it is difficult to find sit-
uations in which reexposure to antigen/vaccine/pathogen
can be excluded as a source of intermittent “booster immu-
nizations” maintaining the immune memory. Many vac-
cines induce serum antibody responses that persist for
decades (480), but most reports of durable antibody re-
sponses in humans are plagued by questions about the
potential of intermittent reexposure to the antigen (live
measles/mumps/poliovirus vaccines given to nearby chil-
dren, tetanus in the soil, etc.). Furthermore, memory B cell
levels have only been directly examined in a few studies,
and it is unclear what the relationship is between serum
antibody titers and memory B cell levels. Immune memory
after smallpox vaccination is a valuable benchmark for un-
derstanding the kinetics and longevity of memory B cells in
the absence of reexposure to antigen because immuniza-
tion against smallpox was standard in the United States
and throughout the Western world but was stopped in the
mid 1970s, and smallpox disease was declared eradicated
worldwide in 1980 after the last known case was observed
in eastern Africa in 1977 (481). Because the smallpox vac-
cine is a live virus vaccine, it is also an excellent model of
a well-defined acute infection. Smallpox vaccine–specific
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memory B cells can be detected for 60 years or more after
vaccination (14). Of note, memory B cell levels appeared
to be stable from 10 to 60 years postvaccination, indicat-
ing that antigen-specific memory B cells are maintained
by robust mechanisms.

There are four models for how human memory B cells
are maintained: (a) antigen dependent, (b) intermittent
stimulation by cross-reactive antigens, (c) bystander ac-
tivation, and (d) programmed homeostatic maintenance.
These models are not mutually exclusive, and all are top-
ics of active research to determine their importance in
memory maintenance. The first model, antigen-dependent
maintenance, was introduced earlier in the chapter. Re-
infection or reimmunization is one clear mechanism for
maintaining memory via recall. Microbial persistence is
another clear mechanism for maintaining memory. A num-
ber of microbes (herpesviruses being the best-known ex-
amples) can persist at low levels in healthy individuals,
and this chronicity can provide either a continuous or
an intermittent antigenic stimulus to the immune sys-
tem. This can be an effective mechanism of maintaining
a higher frequency of antigen-specific T and B cells but
requires a careful balance between pathogen levels and
immune responses. This critical balance is necessary to
avoid excessive immunopathology and also to avoid over-
stimulation of the antigen-specific T cells to such an ex-
tent that these cells get deleted or functionally exhausted
(193,482). Antigen depots are an antigen-dependent mech-
anism for memory maintenance that does not depend on
reinfection/exposure or microbial replication. The antigen
depot model of memory maintenance relies on the abil-
ity of FDCs to trap antigen–antibody complexes on their
cell surface and retain them for extended periods of time
(483,484). FDCs express Fc receptors on their cell sur-
face, and antigen–antibody complexes can bind to these
Fc receptors. It appears that FDCs do not internalize these
antigen–antibody complexes but instead display them on
their cell surface for long periods, thus promoting main-
tenance of germinal centers and continued affinity mat-
uration of B cells (335). It is well described that follicu-
lar dendritic cells bind antigen and present antigen to B
cells in germinal centers. This antigen presentation is gen-
erally agreed to be a key component of the affinity mat-
uration and selection process within the germinal center
(332,333,335,476,485), although this is debated (328,336).
It is generally agreed that antigen is required to maintain
germinal center reactions to provide a substrate for pos-
itive selection and prevent apoptosis. Some studies have
suggested that antigen can persist on FDCs for greater than
1 year, and it has been proposed that after the generation
of memory B cells, the memory cells are maintained by
periodic reencounter with antigen presented long term by
follicular dendritic cells (483). Data from the only study di-
rectly tracking antigen in germinal centers after a viral in-
fection, using a mouse model, indicated that germinal cen-

ters are sustained by antigen on FDCs for approximately
30 days after clearance of the virus, after which there is a
drop of greater than 90% in the number of germinal centers
and a drop of greater than 90% in the amount of viral anti-
gen bound by the FDCs (484). This was corroborated by
a second study with a nonreplicating antigen, indicating
that FDCs were critical for maintenance of the germinal
center reaction but were not involved in the maintenance
of memory B cells after the subsidence of the germinal
center reaction (476). It is unlikely that viral particles or
protein antigens in vivo can survive the wear and tear of
antibody binding for long before being broken into pieces
or destroyed. Essentially all proteins have a finite lifespan,
with a half-life in the range of hours to weeks. Proteins and
protein structures are damaged by environmental condi-
tions, proteases, and interactions with other proteins, and
presumably they would be consumed during memory B
cell activation, antigen uptake, and presentation to CD4 T
cells. Therefore, retention of biologically relevant levels of
antigen by follicular dendritic cells may only be expected
to occur for a period of weeks to months before exhaustion
of the antigen depot (476,484). Therefore, nonreplicating
antigen is unlikely to maintain human memory B cells for
greater than 50 years (14). Furthermore, murine memory B
cells are maintained in the absence of antigen (discussed in
detail previously), suggesting that human memory B cells
are also likely to be maintained long term in the absence
of antigen.

A second proposal is that memory is maintained by
stimulation of memory B cells by cross-reactive environ-
mental or self-antigens. B cells are stimulated by direct in-
teraction of the B cell receptor with antigen, and the speci-
ficity of a B cell receptor is not absolute; cross-reactivity
is observed. Therefore, it is possible that memory B cells
are maintained long term by intermittent interaction with
environmental antigens (i.e., allergens, food products, un-
related pathogens) or self-antigens. This hypothesis is ex-
ceptionally difficult to test. On a related topic, Rajewsky
and colleagues showed that mature naı̈ve B cells must con-
stantly maintain BCR expression for survival (479), pre-
sumably due to a need for tonic signaling through the
BCR. Tonic signaling may or may not be dependent on low-
affinity binding of the BCR to self-antigens. If the signaling
is dependent on self-reactivity, memory B cell BCRs may
also have a requirement for low-grade self cross-reactivity.
On the other hand, memory B cells may have different
requirements for BCR stimulation and may no longer re-
quire antigen for their survival or homeostatic prolifera-
tion. This would be similar to the differential requirements
observed between naı̈ve T cells and memory T cells for
stimulation through the TCR (486).

A third potential mechanism for the maintenance of
memory B cells is bystander polyclonal activation. This
model is based on the observation that memory B cells
stimulated in vitro with TLR ligands or select polyclonal
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activators will undergo several rounds of proliferation and
differentiate into plasma cells, whereas naı̈ve B cells will
not (473,487). If this same process occurs in vivo, mem-
ory B cells would be likely to proliferate in response to
irrelevant microbes containing TLR ligands or prolifer-
ate due to production of cytokines secreted by respond-
ing cells of the immune system (473,488). Intermittent
bystander activation in this manner would result in small-
scale expansion of memory B cells, thereby maintaining
the population by replacing any memory B cells dying over
time. This model is mechanistically plausible but seems
unlikely. Although one study observed bystander activa-
tion of human memory B cells in vivo, as measured by in-
creased antigen-specific serum antibody titers (473), two
others human studies observed no bystander activation in
vivo (489,490). Bystander activation was not observed in a
mouse model system (491). Adoptive transfer experiments
involving co-transfer of human cytomegalovirus (HCMV)–
and tick-borne encephalitis virus (TBEV)–specific memory
B cells into T cell–deficient hosts showed that a memory B
cell recall response only occurred when the mice were chal-
lenged with the correct cognate antigen (491). Like each of
the memory B cell maintenance models discussed in this
chapter, this bystander activation hypothesis requires fur-
ther examination, particularly by directly measurement of
antigen-specific memory B cell proliferation and mainte-
nance in vivo before, during, and after a number of het-
erologous infections and/or immunizations.

A fourth potential mechanism for the maintenance of
memory B cells is programmed homeostatic proliferation.
This hypothesis draws from the known mechanisms of
CD8 T cell memory maintenance in mice (52,411). As dis-
cussed elsewhere in the chapter, murine memory CD8 T
cells accomplish prolonged maintenance by proliferation
primarily via IL-15 signals. Memory CD8 T cells are be-
lieved to undergo homeostatic proliferation when they mi-
grate through the bone marrow, where there are high con-
centrations of IL-15 and other proliferation and survival
signals (492,493). Therefore, antigen-specific memory B
cells may maintain themselves by a similar programmed
homeostatic maintenance involving intermittent prolifera-
tion triggered by certain autocrine/paracrine cytokines or
other as-yet-unknown factors. Data from both mice and
humans indicate that memory B cells undergo a slow rate
of proliferation in the absence of rechallenge (330,475,
476,494,495). This is consistent with slow homeostatic
proliferation and does not require CD4 T cells (496).

What is the value of long-term maintenance of mem-
ory B cells? Memory B cells have several features that in-
dicate they are valuable for protection against infections.
First, memory B cells are present in much greater num-
bers than naı̈ve mature B cells of a given antigen specificity
(14,473,475,497,498). Second, memory B cells respond to
reactivation faster than naı̈ve B cells (473,499), differenti-
ate into plasma cells faster (499), and have a larger burst

size, indicative of resistance to apoptosis (500). Third,
memory B cells have undergone affinity maturation and
therefore produce antibodies after reactivation that have
substantially higher affinity and/or avidity than antibody
produced from naı̈ve B cells. Each of these properties
likely makes memory B cells highly valuable for protec-
tion against reinfection because the memory B cells are
able to make a rapid recall response and produce high lev-
els of high-affinity antibodies quickly to limit the spread
of the infecting microbe and quell the infection. In situa-
tions in which antibodies are known to be protective but
are not present at high enough levels for sterilizing immu-
nity (i.e., able completely to block infection by the micro-
bial exposure or inoculation), memory B cells are likely
to contribute to the observed protection against disease.
The hepatitis B virus (HBV) vaccine is a well-characterized
example known for antibody titers that drop over several
years (501–503). Antibodies against HBsAg are the defined
correlate of protection for the HBV vaccine, and the min-
imum protective level has been established as 10 mIU/mL
(480). When serum anti-HBsAg antibody levels drop below
that level, booster immunization is recommended. How-
ever, many individuals with low or undetectable levels of
HBsAg fail to obtain booster immunizations, and some
fraction of that population subsequently becomes exposed
to HBV. Of interest, nearly of those individuals are still pro-
tected from HBV infection (504). Why? Memory B cells are
an appealing explanation because HBV surface antigen–
specific antibodies are the correlate of protection for the
vaccines, and memory B cells will rapidly differentiate into
anti-HBsAg antibody-secreting cells within 3 to 5 days of
virus exposure (501,504,505). This may also be observed
with the anthrax vaccine (506,507) and other vaccines or
infections when the levels of circulating antibody do not
result in sterilizing immunity. In any situation in which
antibodies contribute to protective immunity, reactivation
of memory B cells is likely to contribute to protection as
long as the infectious agent is not so virulent as to cause
disease before the memory B cells have time to proliferate
and differentiate into plasma cells.

Maintenance of Long-lived Plasma Cells:
Active Memory

There are at least two populations of plasma cells: long-
lived and short-lived. Long-lived plasma cells are a central
part of immune memory because these cells are largely
responsible for the long-term continuous secretion of an-
tibody. In contrast to memory B cells, plasma cells are ter-
minally differentiated and cannot be stimulated by antigen
to either divide or increase their rate of antibody produc-
tion. Because preexisting antibody provides the first line
of defense against infection by microbial pathogens, the
importance of plasma cells in protective immunity cannot
be overstated.
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The traditional view was that all plasma cells are short-
lived cells with a half-life of approximately 3 to 14 days
(359), and therefore continuous antigenic stimulation of
memory B cells was necessary to replenish the pool of
rapidly dying plasma cells and thereby maintain antibody
production. This view has been replaced by a model de-
scribing two major populations of plasma cells: short-lived
plasma cells that produce antibody soon after antigen ex-
posure, and long-lived plasma cells that survive for ex-
tended periods (the half-life is 3 to 4 months in mice)
(Figure 28.1) (14,353,357,476,508). The majority of serum
antibodies are produced by plasma cells residing in bone
marrow (354,509–511). The secondary lymphoid tissue
plasma cell response to an immunization or acute infec-
tion peaks within 1 to 2 weeks and then declines within
2 to 4 weeks after infection (349,354,361,364). As splenic
plasma cell populations decline, antigen-specific plasma
cells begin to migrate to and/or accumulate in the bone
marrow compartment (349,351,355,361). After the germi-
nal center reaction subsides, the bone marrow becomes
the predominant site of antibody production, with bone
marrow plasma cells responsible for 80% to 95% of the
host’s antibody production (14,354,509,512).

Many human vaccines induce serum antibody re-
sponses that persist for decades (480), but it is usually un-
clear whether there is a long-term decline in the antibody
levels, and there are usually questions about the potential
of intermittent reexposure to the antigen, as stated ear-
lier. An impressive study of long-term antibody levels that
avoided the reexposure issue was the large cross-sectional
study of poliovirus immunity done in Sweden (Table 28.1)
(472). The Swedish population was almost ideal for such a
study, for several reasons: (a) poliomyelitis had been elimi-
nated in Sweden since 1962; (b) only inactivated poliovirus
vaccine (IPV, the Salk vaccine) provided by a single sup-
plier has ever been used in the Swedish population; (c) the
final booster immunization was given at the young age of
5 years; (d) the enterovirus infection burden in Sweden
has been extremely low, and there were very few opportu-
nities for introduction of poliovirus from foreign sources;
and (e) Sweden has excellent health care records and pub-
lic health surveillance. Given those factors, it was strik-
ing to see that when the Swedish population was surveyed
for poliovirus immunity in 1991, substantial antipoliovirus
antibody titers were detected in all age groups (472). Of in-
terest, there was virtually no difference in serum antibody
titers among the different age groups (all at greater than
10 years postvaccination), indicating that antipoliovirus
antibody titers are stably maintained in the absence of ad-
ditional immunizations or exposure to live virus (472). Of
interest, declining levels of antitetanus and antidiptheria
antibody titers were observed in that same study, suggest-
ing that not all immune memory is created equal (472). In
other human studies, antibody responses after smallpox
immunization can be maintained for greater than 60 to

75 years (14,16,513). It is impressive that the serum levels
of anti–vaccinia virus (VV) antibodies were stable from 1
to more than 60 years postimmunization (14,16). Immune
memory after smallpox vaccination is a valuable bench-
mark for memory in the absence of antigen reexposure
because immunization against smallpox was stopped in
the mid-1970s and neither smallpox nor the smallpox vac-
cine virus exists in the wild. Total anti-VV antibody levels
in vaccines correlated reasonably well with neutralizing
anti-VV antibody levels, providing some indication that an-
tibody responses of different specificities were maintained
equally well (14,16). Data from yet another group of stud-
ies examining immunity to HBV in humans showed that
anti-HBV serum antibody levels decline over time in vacci-
nated individuals (501–503). Altogether these studies show
than human antibodies can be maintained for greater than
60 years in the absence of reexposure to antigen, but long-
term maintenance of antibody levels does not occur in all
cases, indicating that not all memory is created or main-
tained equally.

How is the antibody production maintained for 60 or
more years? Long-lived plasma cells are crucial for the
maintenance of antibody levels. There are two main theo-
ries for how numbers of antigen-specific long-lived plasma
cells are sustained for years after vaccination (Figure 28.7):
(a) competitive/conditional longevity of long-lived plasma
cells, and (b) replenishment of long-lived plasma cells from
differentiating memory B cells. The first model proposes
that long-lived plasma cells are long lived because of the
survival niche they occupy in bone marrow or spleen (358).
Once a long-lived plasma cell is produced and homes to
specific sites such as the bone marrow, the plasma cell may
survive for decades without requiring replenishment from
the memory B cell pool. Plasma cells generated in vitro
or isolated ex vivo die rapidly, but their survival in vitro
can be extended somewhat by providing stimuli found in
bone marrow (514). The conditional survival model pro-
poses that a plasma cell will survive for as long as it phys-
ically stays in a survival niche (358). If the plasma cell
leaves the survival niche or is dislodged from the survival
niche, it will die. Because the number of bone marrow
plasma cells in mice and humans is relatively stable over
a lifetime, old plasma cells must somehow be eliminated
to make room for new plasma cells. This model proposes
that the generation of a new immune response somehow
induces the loss of longer-lived plasma cells (358). There is
human data indicating that bone marrow plasma cells can
be mobilized into the blood after an irrelevant immuniza-
tion (515). At least one murine model study has detected
a loss of plasma cells after a new immunization with a
second antigen, and the survival of the long-lived plasma
cells was correlated with lack of Fcγ RII expression (516). A
caveat to this model is that long-lived plasma cells in mice
have a measured half-life of 3 to 4 months (353,476), sug-
gesting that plasma cells may have an intrinsic lifespan.
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FIGURE 28.7 Two hypothetical models of antigen-independent long-term maintenance of an-
tibody levels. Hypothetical model 1: Independent memory B cell and plasma cell populations are
generated. If a plasma cell migrates to a survival niche (such as those present in bone marrow),
the plasma cell becomes a long-lived plasma cell and will live indefinitely as long as it remains in
the survival niche. New long-lived plasma cells can survive by occupying a survival niche vacated
by an old, long-lived plasma cell. Hypothetical model 2: Memory B cell and long-lived plasma cell
populations are generated. Plasma cells have a certain half-life, and die over time. Both memory B
cell and long-lived plasma cell numbers are maintained or replenished by intermittent divisions
by memory B cells coupled to differentiation of a plasma cell at the same time, such that one
memory B cell effectively gives rise to one daughter memory B cell and one daughter plasma to
maintain both the antigen-specific memory B cell and plasma cell compartments.

However, in a third study an indefinite half-life was ob-
served (512).

The second model is replenishment of long-lived plasma
cells from memory B cells. Plasma cells are terminally
differentiated and unable to proliferate. Therefore, repop-
ulation of their numbers can be accomplished by prolifer-
ation and differentiation of memory B cells into antibody-
secreting plasma cells. This replenishment is known to
occur in an antigen-dependent manner after a booster
immunization or reexposure to infection. It is proposed
that there can be antigen-independent differentiation of
memory B cells to long-lived plasma cells (Figure 28.2)
(488,507). There are models of long-term memory B cell
maintenance that propose that antigen-specific memory B
cells maintain themselves within the pool of total mem-

ory B cells either by intermittent bystander activation or
by a programmed homeostatic maintenance proliferation,
as described in the previous section. A corollary to those
memory B cell maintenance models is that the antigen-
independent proliferation of memory B cells to main-
tain their numbers may be coupled to differentiation of a
plasma cell at the same time, such that one memory B cell
effectively gives rise to one daughter memory B cell and
one daughter plasma cell to maintain both the antigen-
specific memory B cell and plasma cell compartments. If
this model is accurate, there should be a correlation be-
tween memory B cell numbers and plasma cell numbers
(or serum antibody levels). Two human studies have shown
a positive correlation between antigen-specific memory B
cell frequencies and serum antibody levels (14,473). In
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both cases the correlation was moderate, indicating that
there may be multiple factors controlling the relationship
between circulating memory B cell levels and circulating
antibody levels. Two other human studies observed no cor-
relation looking at other antigens (498,505), again indi-
cating that multiple factors may control the relationship
between memory B cells and serum antibody levels.

Neither of these models fully accounts for the obser-
vation that some antibody responses appear to be more
stable and long-lived than others, as discussed earlier. Res-
olution of these disparate models of memory B cell and an-
tibody maintenance requires further study, particularly in
humans, in whom the issues of longevity are amplified due
to interest in understanding immunologic memory that
lasts for a decade or longer. In addition, understanding the
detailed physiologies of memory B cells and plasma cells
in both mice and humans will help to illuminate the func-
tions of these cell types and the relationships among mem-
ory B cells, long-lived plasma cells, and the maintenance
of humoral immunity.

THE PHENOTYPIC HETEROGENEITY OF THE
CELLS CLASSIFIED AS MEMORY CELLS

Identification of T Cell Memory

A number of key questions regarding the origin, main-
tenance, and function of immune memory would be in-
formed by a marker or set of markers through which mem-
ory cells could be identified and distinguished from the
naı̈ve and effector subsets. Unfortunately, this goal has
been difficult to realize for a number of reasons, includ-
ing the fact that the many of the phenotypic changes that
occur in activated lymphocytes are often transient and can
revert back to their status as naı̈ve cells over time and
that many of the surface proteins expressed by long-lived
Ag-experienced cells that would otherwise qualify them as
memory markers are also expressed on recently activated
effectors. Furthermore, T cells can be found to express
markers of prior activation without having responded to
antigen in the conventional sense, such as occurs in lym-
phopenic hosts or in the rapidly dividing subset of CD4+

T cells described previously in this chapter that appears
to be under chronic antigenic stimulation. Finally, there is
substantial heterogeneity within the memory population
with regard to phenotype, function, and anatomic loca-
tion, both in CD4+ and CD8+ compartments. Immunol-
ogists have nonetheless tried to define the features that
distinguish populations of T cells that are presumed never
to have previously encountered antigens (i.e., those from
umbilical cord blood or germ-free mice) with those that
are known to have recently undergone primary or sec-
ondary stimulation, with most studies focusing on surface
molecules expressed in the different populations. Such

studies have revealed a surprising degree of heterogeneity
in putative memory markers with respect to both temporal
and anatomic aspects of the expression.

It has long been appreciated that memory T cells ex-
press surface markers that distinguish them from naı̈ve
cells (517,518) (Figure 28.8). Much early work was fo-
cused on the high– and low–molecular weight isoforms of
the surface-expressed tyrosine phosphatase CD45, which
can be generated through differential splicing of three ex-
tracellular exons, called A, B, and C, which are differen-
tially expressed on naı̈ve versus memory T cells (519).
In the human system, naı̈ve T cells express the high–
molecular weight form called CD45RA that contains all
three of the spliced exons, whereas memory cells tend to
more often express the low–molecular weight form called
CD45RO, with the different phenotypes assigned based
on reactivity with isoform-specific monoclonal antibodies
(520,521). There is significant heterogeneity in CD45 ex-
pression, however, with variation in surface levels of the
low–molecular weight isoforms on memory T cells as a
result of reexpression of CD45RA after its initial down-
regulation, which itself occurs at different rates on CD4+

versus CD8+ T cells (reviewed in ref. 522). Furthermore,
although murine T cells also express variant isoforms of
CD45, this has also proven to be a less reliable marker of
naı̈ve versus memory cells (523–525). A number of stud-
ies have attempted to correlate the upregulation of adhe-
sion molecules on memory cells, including members of the
β1 (CD49d, CD40e, CD29) and β2 (CD11a, CD11b, CD18)
family of integrins, as well as CD2, CD44, CD54, and CD58
(reviewed in ref. 371). Among these, however, most ap-
pear to reflect recent activation status of the T cells; only
CD44 appears to be a stably expressed marker of mem-
ory cells that is expressed at high levels when T cells are
transferred to antigen-free recipient mice (379,486,526–
528). However, high-level CD44 expression is also found
on the memory phenotype T cells discussed in a previous
section that are believed to be subject to chronic stimula-
tion by ubiquitous environmental antigens, so that CD44
expression alone cannot serve as an informative marker
for memory cells. When used in conjunction with other
markers, however, CD44 can be used more specifically to
distinguish memory from naı̈ve T cells.

A number of other molecules can differentiate between
naı̈ve and antigen-experienced cells. These include both
CD122, a component of both the IL-2 and IL-15 recep-
tors, and Ly-6c, a small GPI-linked surface protein, al-
though this involves increased rather than de novo ex-
pression on memory cells, and this only on CD8+ and
not CD4+ T cells (394,529–531). CD8+ T cells have also
been shown to undergo changes in their cell-surface gly-
cosylation that can help to distinguish effectors from rest-
ing memory cells (reviewed in ref. 532). After activation,
CD8+ T cells undergo an elimination of sialic acid from
core 1 O-glycans and an induction of core 2 O-glycans
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FIGURE 28.8 Phenotypic heterogeneity of memory T cells.

until they differentiate into memory cells (533). This differ-
ence allows selective binding of the 1B11 antibody, which
binds to CD43 only when modified by core 2 O-glycans
(534). Of interest, although core 2 O-glycan expression de-
creases after conversion of CD8+ effectors into memory

cells, peanut agglutinin staining (which reflects the expres-
sion of unsialylated core 1 O-glycans) is slightly higher on
memory than on naı̈ve T cells, and it has been proposed
that this influences their reduced TCR signaling threshold
(534–536).
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In addition to these phenotypic markers of memory T
cells, efforts have been made to identify these cells based
on their function, usually defined by the parameters of pro-
tection, proliferation, and persistence. The unambiguous
assignment of a unique set of functional markers through
which they can be identified has also been difficult because
many of the capacities they possess are simply not unique
to the memory subset. For example, naı̈ve T cells, like
memory T cells, are capable of self-renewal in response
to homeostatic cytokines and can proliferate extensively
in response to antigen. Similarly, effector cells, which dif-
fer from effector-competent memory cells only in their
longevity, can mediate potent functional responses and,
if present in sufficient numbers, protective immunity, de-
pending on the nature of the challenge. The physiologic
location of memory cells has been held to represent a defin-
ing feature because naı̈ve T cells are not normally believed
to occupy extralymphoid environments (90). Recent stud-
ies using S1P-receptor antagonists, however, have revealed
that naı̈ve cells may pass through peripheral tissues as part
of their normal recirculation pattern (90,537,538).

Chemokine receptors represent another class of
molecules used to functionally define different subsets of
memory T cells, in this case based on their specific hom-
ing behavior (539–541). Skin-homing memory T cells, for
example, express high levels of β1 and β2 integrins and cu-
taneous lymphocyte antigen (CLA), a molecule involved in
lymphocyte homing to the dermis, as well as a number of
receptors for inflammatory chemokines, including CCR1,
CCR3, and CCR5, but neither of the lymph node–homing
receptors CCR7 or CD62L (41). CCR7+ memory T cells,
in contrast, express lower integrin levels and no CLA, but
express chemokine receptors that will guide them to lym-
phoid tissues such as CCR4, CCR6, and CXCR3, as well
as CD62L. Based on the distinct homing potential of these
two subsets (e.g., CCR7+ CD62L+ and CCR7− CD62L−), it
was proposed that they represent two specialized types of
memory T cells, each charged with a specific task in host
defense (reviewed in ref. 542). The CCR7− CD62L− effector
memory subset (TEM) resides in peripheral tissues, where
pathogens are likely to first gain access to the body, and
can mediate direct effector functions against infected cells.
The CCR7+ CD62L+ central memory subset (TCM) is found
mostly within lymph nodes, where it responds to antigenic
stimulation by renewed proliferation and the generation of
secondary effectors. It should be pointed out that expres-
sion of both CD62L and CCR7 also defines naı̈ve T cells,
so that additional markers are required to distinguish TCM

such as high-level expression of CD44 in the mouse or the
absence of CD45RA in the human. Although CD62L and
CCR7 do not represent perfect sets of phenotypic markers
with which to define memory subsets because significant
heterogeneity exists in their respective expression patterns
among memory T cells, the concept of a functional division
of labor between TEM and TCM has been remarkably in-

fluential, with numerous studies dedicated to elucidating
their lineage relationship and relative role in maintaining
the protected state. Some of these have concluded that TEM

and TCM arise sequentially through a linear pathway of dif-
ferentiation, whereas others support the idea that they are
separate populations that arise independently (320,543–
549). More recently, it has been suggested that the initial
precursor frequency of antigen-specific T cells may influ-
ence the commitment of T cells to one or the other lin-
eage, or that changing the anatomic location (e.g., from
lymphoid to peripheral tissues) can cause the conversion
from TCM to TEM phenotype (546,550). Numerous labo-
ratories are working on the elucidation of the origins and
lineage relationships of TEM and TCM phenotypes, their rel-
ative roles in protective immunity, and their potential for
interconversion.

Although much remains to be revealed about the phe-
notypic and functional characteristics by which memory T
cells can be identified, a sufficient body of knowledge has
been acquired so that an initial framework can be used
to distinguish them from naı̈ve and short-lived effector
cells (Figure 28.8). As might be expected from the infor-
mation discussed previously, memory T cells constitute
a heterogeneous population with respect to surface phe-
notype, anatomic location, and functional capacity. Still,
using a combination of markers for these parameters to-
gether with an understanding of the time that has elapsed
since their initial priming, it is often possible positively to
identify memory T cells.

Identification of B Cell Memory

Memory B cell and plasma cells markers differ in mice
and humans. There is no widely accepted memory B cell
marker in mice. CD27 expression does not selectively dis-
tinguish mouse memory B cells, in contrast to what is
observed for human memory B cells (see later discus-
sion). Mouse memory B cells are usually identified by
flow cytometry as isotype-switched B cells (e.g., IgG+

IgD−) that are neither germinal center B cells (e.g., not
PNA+ FashiCD38loGL7+) nor plasma cells (not CD138+)
(363,551). This is problematic for the identification of IgM
memory B cells, limiting our current understand of that
compartment (552,553). Antigen-specific memory B cells
can be identified by their ability to bind fluorescently la-
beled antigen (475,478,497,554), which is a rich source for
experimental study, although it can be technically chal-
lenging (331,555). Antigen-specific memory B cells can
also be identified by ex vivo functional assays (14,556)
or adoptive transfers (557), although ex vivo reactivation
assays are limited in their ability to provide single-cell-
level analysis, and adoptive transfers can have unexpected
complications (491). Although some surface phenotypic
markers have been proposed to be differentially expressed
by mouse memory B cells (CD38high, CD11b+, Fasint) or
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A

B

FIGURE 28.9 Plasma cell differ-
entiation and markers. A: Known
and/or postulated plasma cell
populations and precursors (337,
349,352,361). GC, germinal cen-
ter B cell; LL, long-lived plasma
cells; mem B, memory B cell;
Pre-PC, pre-plasma cell; SL,
short-lived plasma cells. (Adapted
from Tarlinton DM, Hodgkin PD.
Targeting plasma cells in au-
toimmune diseases. J Exp Med.
2004;199(11):1451, with permis-
sion.) (B) Plasma cell lineage
phenotypic markers in mice and
humans (361,499,515,579).

subsets of memory cells (B220−), there is debate about
their utility, and none is widely adopted (330,331,485,558).
This suggests that memory B cells are either phenotypi-
cally heterogeneous or similar to naı̈ve B cells in their cell
surface protein expression profile (330,331,485).

Plasma cells are identified histologically by their large
size, eccentric nucleus, and high concentration of in-
tracellular immunoglobulin. Plasma cells are identified

functionally by their ability to secrete immunoglobulin
(477,559). Plasma cells are also identified by the sur-
face phenotypic marker CD138 (560). Fully differentiated
murine plasma cells do not express CD19, B220, or MHC
II (512,561,562). Plasmablasts are larger than resting B
cells and also have high concentrations of intracellular im-
munoglobulin (562,563). Plasmablasts express CD138, but
they still express intermediate levels of B220, CD19, and
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MHC II (352,561,562). It is unclear whether there are mul-
tiple distinct plasma cell differentiation pathways in vivo
distinguishing short-lived from long-lived plasma cells and
their precursors or there is one plasma cell differentiation
pathway and the percentage of plasma cells with access
to a long-term survival niche acquire a distinct phenotype
based on their location (Fig. 28.9) (352).

Humans

Human memory B cells selective express CD27 (564–566),
a member of the TNF receptor superfamily (567). Sur-
face expression of CD27 is now widely used as a specific
marker, in conjunction with lack of IgD expression, to dis-
criminate human memory B cells from naı̈ve B cells. CD27
was initially determined as a marker of human memory B
cells in both peripheral blood and spleen by demonstrat-
ing that CD27+ B cells express somatically mutated Ig V
genes, whereas CD27− B cells do not (565,566). This was
also consistent with the observation that nearly all isotype-
switched B cells in peripheral blood are CD27+, and the
majority of IgD+ B cells are not (564,565). Memory B cells
in tonsillar tissue can be identified as IgD− CD38− B cells
as well as IgD− CD38− CD27+ (568,569). Vaccine induced
antigen-specific memory B cells have also been shown to
be predominantly CD27+ (473,570). Human CD27+ mem-
ory B cells in the spleen localize to the marginal zone
(566), comparable to what has been observed in rats and
mice. There does exist a small population of CD27− human
memory B cells, and it has been proposed that differential
expression of ABC transporter B1 (ABCB1) can be used to
distinguish those memory B cells from naı̈ve B cells (495).
There has also been debate as to whether somatically mu-
tated IgM+ IgD− CD27+ B cells represent a true memory
compartment, discussed in two recent reviews (552,571).

Antigen-specific human memory B cells can be iden-
tified by fluorescent antigen binding and flow cytometry
(572,573) or functional identification by in vitro reactiva-
tion (473,570). Antigen-specific memory B cells are present
at low frequencies [approximately 0.005% to 0.2% of total
peripheral blood B cells (14,498)]. Using either approach,
antigen-specific human memory B cells have been identi-
fied to the smallpox vaccine (14), the anthrax vaccine (507),
the tetanus vaccine (473,489,498), measles (473), malaria
(574), influenza (flu) (575,576), rotavirus (573,577), severe
acute respiratory syndrome (578), and wasp venom aller-
gen (498).

Human plasma cells express higher levels of CD27
than memory B cells and are conventionally distin-
guished in flow cytometry by their high level of CD38 ex-
pression and downregulation of CD20 expression (515,
579,580). Human bone marrow plasma cells are simi-
lar to murine plasma cells, in that they express CD138,
but this marker is not observed on tonsillar or splenic
human plasma cells (499,579) or on in vitro–generated

plasmablasts. Our understanding of human plasma cells
is limited in large part due to the low frequency of
plasma cells in peripheral blood (100 to 1,000 per mil-
lion cells) and the very brief presence of antigen-specific
cells in peripheral blood, making detailed analysis diffi-
cult. For studies of human antigen-specific plasma cells,
serum antibody levels are classically used as a surrogate
indicator.

THE MOLECULAR BASIS OF
IMMUNE MEMORY

The Genetic Program of T Cell Memory

Although memory T cells share many features with short-
lived effectors, their capacity for self-renewal and recall re-
sponse suggests that they are guided by a distinct program
of gene expression. The phenotypic distinction and func-
tional specialization inherent within the TCM and TEM sub-
sets give further evidence of this notion. Investigations into
the molecular events that guide the generation and main-
tenance of memory T cells are at a relatively early stage
in comparison to the phenotypic studies through which
these phenomena have been defined. Nonetheless, a frame-
work for understanding the genetic program of memory is
beginning to emerge through the identification of genes
and regulatory elements that control key functional pa-
rameters of T cell memory (30,581). Initial studies focused
on performing genome-scale gene expression analysis in
T cells using gene array hybridization techniques, first to
resting versus-activated T cells and subsequently to T cells
undergoing homeostatic proliferation (31,582–584). These
studies revealed that the gene expression in T cells is a
dynamic process that undergoes substantial alterations in
response to TCR-mediated and environmental stimuli dur-
ing the transition from resting to activated status. The phe-
notypic features of this process (e.g., proliferation, effector
differentiation, survival) are matched in the global patterns
of genes expressed (e.g., cyclins, effector molecules, anti-
apoptotic factors, etc).

A key study on the transcriptional profile of memory
T cells comes from Kaech et al., who performed genome-
wide analyses of gene expression on naı̈ve, effector, and
memory transgenic CD8+ T cells activated in vivo by
LCMV (30). Among the findings emerging from a com-
parative analysis was that each phase of development was
characterized by specific patterns of gene expression di-
rectly related to the development or function of the cells
at that stage of differentiation; approximately 30% of the
genes expressed by effector cells were also maintained in
the memory cells, supporting the direct lineage relation-
ship between these cell types (30). In some cases, the ex-
pression level of the genes was set at the peak of the ef-
fector response (d8), but in others the level of expression
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decreased as the gradual conversion to memory occurred,
perhaps reflecting a global reduction in transcriptional ac-
tivity in these cells. Whereas the distinction of TEM and
TCM subsets has traditionally been defined by phenotypic
markers, Willinger at al. used transcriptional profiling to
analyze the molecular signature of these subsets in hu-
man CD8+ T cells and found that the TCM subset had a
pattern of gene expression that was intermediate between
naı̈ve and TEM and effector/TEM phenotype cells (585). It
has long been appreciated that memory T cells share sev-
eral notable features related to self-renewal with long-term
hematopoietic stem cells (Lt-HSCs). Consistent with this,
Hyatt et al. found that both memory T and B cells appear
to share many elements of their transcriptional program
with Lt-HSCs, with notable increases in the expression of
prosurvival and antiapoptosis genes (581).

In parallel with the genome-wide studies of gene expres-
sion at the population level in T cells, efforts have been
made to define the genetic program of memory in single
cells or with respect to specific transcription factors. The
recent study of Peixoto et al. is notable in its study of gene
expression patterns at the level of single cells at various
stages during an immune response (586). This study re-
vealed surprisingly heterogeneous and dynamic patterns
of gene expression from the earliest point in the response,
with both proinflammatory and effector functionality re-
vealed in discrete cells, followed by a more uniform pat-
tern in secondary responders. It is unclear whether the
reduction in heterogeneity at later time points reflects a
selection process or a progressive development of the en-
tire memory populations. A number of studies have ana-
lyzed the contribution of specific transcription factors to
the enhanced longevity and function of memory T cells.
These include T-bet and eomesodermin (Eomes), the tran-
scription factors that coordinately regulate a number of
genes related to lineage commitment and effector differ-
entiation in both CD4+ and CD8+ T cells (295,296,587–
589). T-bet−/− Eomes+/− mice have a near-total loss of
effector and memory T cells through a mechanism that is
believed to involve their role in regulating the expression
of CD122 and thereby responsiveness to IL-15 (590). The
roles of T-bet and Eomes in determining whether effector
cells are selected for memory development may involve
their reciprocal regulation in response to inflammatory
signals via IL-12. In response to pathogen-induced IL-12,
Eomes is repressed and T-bet levels are increased, which
can lead to inhibition of IL-7Rα expression and decreased
survival in short-lived effectors (591,592). When IL-12 sig-
nals are reduced, Eomes levels rise, whereas T-bet levels
decrease, favoring the development of long-lived memory
cells (592,593). Another transcription factor that is rele-
vant for memory formation is inhibitor of DNA binding-
2 (Id2), an antagonist of E protein transcription factors
that is upregulated in CD8+ T cells during infection and
maintained on their conversion to memory cells. Although

Id2-deficient naı̈ve CD8+ T cells recognized antigen and
proliferate normally early after infection, the effector cells
become highly susceptible to apoptosis and fail to accu-
mulate. Id2-deficient CD8+ T cells responding to infection
show defective memory formation and have altered pat-
terns of expression in genes that influence survival (594).

In addition to the transcription factors described previ-
ously, several transcriptional repressors have emerged as
regulators of T cell memory. Bcl-6, first described as a tran-
scriptional repressor with pleiotropic functions in B cell
differentiation, appears to play a role the generation of
both CD4+ and CD8+ T cell memory because the survival
of Bcl-6 deficient CD4+ effector T cells was greatly dimin-
ished compared to wild-type controls after priming, and
Bcl-6–deficient mice were found to lack memory pheno-
type CD8+ T cells after immunization (595,596). The Bcl-6
homolog Bcl-6b, known to repress IL-2–induced B cell dif-
ferentiation, is expressed by a small subset of CD8+ T cells
and regulates their capacity for secondary expansion in
response to antigenic challenge (597). Another transcrip-
tional repressor first described in B cells that influences
T cell homeostasis is Blimp-1, which is required for ter-
minal differentiation of B cells through coordinate regula-
tion of hundreds of genes (reviewed in refs. 598,599). Mice
lacking Blimp-1 suffer from a variety of immune-mediated
pathologies including colitis and multiorgan inflammatory
diseases that are characterized by accumulation of effector
and memory T cells (600,601).

It is worth noting that in the case of both the tran-
scriptional activators and repressors that have been im-
plicated in T cell memory, very little is known about the
downstream genes they control or the effect these have on
the phenotypic and functional parameters through which
memory T cells have traditionally been defined. An espe-
cially exciting prospect for the near future is that meaning-
ful connections can be made among these transcriptional
regulators, the myriad of genes that the array-based ap-
proaches have identified at each stage of memory T cell
development, and the variety of phenotypic and functions
displayed by memory T cells in the generation and main-
tenance of the protected state.

The Genetic Program of B Cell Memory

The genetic program of B cell memory can be considered
to be made up of different genetic programs regulating
four cell types: genes regulating germinal center B cells,
genes regulating CD4 T cells, genes regulating memory B
cells, and genes regulating plasma cells. For example, mice
and humans with defects in SAP (SLAM-associated pro-
tein, the product of the sh2d1a gene) have severe memory
B cell deficiencies (364,602). This defect is due to the re-
quirement for SAP expression in CD4 T cells to provide
B cell help and generate germinal centers (340,364,603).
Genes that regulate CD4 T cell help to B cells affect memory
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B cell generation. Additional prominent examples include
CD40L, ICOS, CD28, and CXCR5 (273). Human genetic de-
ficiencies in CD40L and ICOS have been identified and are
associated with severe germinal center B cell defects and
overall reductions in memory B cell numbers (604,605).

Memory B cells are generated in germinal centers, and
therefore genes necessarily expressed in B cells for germi-
nal center B cell differentiation and function control mem-
ory B cell development. Prominent examples of genes ex-
pressed in B cells that are important for differentiation into
germinal center B cells or function (class switching and
hypermutation) of germinal center B cells include BCL6,
AID, CD40, ICOSL, and IL21R (342,606–609). An exhaus-
tive list is available elsewhere (332), with several notable
recent additions (610–612). Human genetic deficiencies
in CD40 and AID have been identified and are associated
with severe B cell defects, including overall reductions in
memory B cell numbers (605). Genes that are required for
fully functional mature peripheral B cells also generally
affect subsequent germinal center formation after infec-
tion/immunization. Genes in this category include B cell
development and/or survival regulators including CD19,
OBF, and BAFF-R (613–616). All of these genes are im-
portant in germinal center development and are therefore
directly or indirectly important for the differentiation of
memory B cells. Genes have not been identified that are
specifically required for the maintenance of memory B
cells in a cell-intrinsic manner. Because memory B cells are
believed to maintain themselves via slow homeostatic pro-
liferation (475,494,495), comparable to what is observed
for CD8 T cells (34,52,411), it is likely that genes involved
in cell survival, homeostatic proliferation, and the stem
cell–like property of self-renewal (which may include qui-
escence factors) are important for memory B cell mainte-
nance.

Genes necessary for plasma cell differentiation in a cell-
intrinsic manner are necessary for the development of
long-lived plasma cells and the long-term maintenance of
serum antibody levels. Blimp-1 and XBP-1 are two promi-
nent examples of important regulators of plasma cell dif-
ferentiation (617–620). The selective effects of Blimp-1 on
plasma cell differentiation are highly informative. Blimp-1
expression in B cells is tightly correlated with plasma cell
differentiation (361), and Blimp-1 deficiency in mice leads
to normal (or enlarged) germinal center development and
memory B cell development but results in a complete lack
of plasma cells after immunization (621). These observa-
tions demonstrate that the memory B cell and plasma cell
lineages are distinct and are controlled by different ge-
netic programs. Regarding long-lived plasma cell survival,
CXCR4 is a chemokine receptor important for homing of
long-lived plasma cells to the bone marrow and other lo-
cations of survival niches (358), and constitutive expres-
sion of Blimp-1 is required for maintenance of long-lived
plasma cells (622).

A fourth category of genes that affect B cell memory
comprises genes important for lymphoid organ architec-
ture and organization. Genes encoding cytokines in the
TNF superfamily, including LTα, LTβ, the LTβ receptor,
and TNF and TNFR1, and are crucial for the develop-
ment of appropriate lymphoid architecture (623,624). In
the absence of these genes, germinal center formation is
severely disrupted. It is believed that this disruption of ger-
minal center development is due to the combined factors
of defective lymphoid architecture and defective follicu-
lar dendritic cell differentiation. B cell expression of LTαβ

is key for establishing gradients of chemokines, which
are important molecules affecting germinal center devel-
opment (and therefore B cell memory generation) by or-
ganizing the cellular compartments of lymphoid organs
(625).

CONCLUSION

The salient features related to the phenomenon of immune
memory have been recognized for decades and can be eas-
ily replicated in both in vitro and in vivo experimental sys-
tems. Despite this, a detailed molecular understanding of
just how memory cells are able to persist and protect has
yet to be realized. Key steps towards this goal have been
the development of standard definitions for what memory
cells are and can do and an appreciation of the remarkable
phenotypic and functional heterogeneity they possess. The
next advances in our understanding of immune memory
will come from the application of more holistic molecular
approaches to the study of physiologic immune responses
in vivo, which will allow activities of the immune system,
as opposed to a specific immune cell, to be studied. Al-
though this might seem a daunting task in terms of its com-
plexity and sheer volume of information to be obtained, the
results will be transformative in terms of our fundamen-
tal understanding of the immune system and our ability to
manipulate it for the prevention of disease.

REFERENCES

1. Thucydides. History of the Peloponnesian war. New York: Dover,
2004.

2. Cunha BA. The cause of the plague of Athens: plague, typhoid,
typhus, smallpox, or measles? Infect Dis Clin North Am. 2004;18(1):
29–43.

3. Zinkernagel RM. On natural and artificial vaccinations. Annu Rev
Immunol. 2003;21:515–546.

3a. Ahmed R, Gray D. Immunological memory and protective immu-
nity: understanding their relation. Science. 1996;272:54–60.

4. Panum PL. Beobachtungenuber das maserncontagium. Virchows
Arch. 1847;1:492–512.

5. Zinkernagel RM. On differences between immunity and immuno-
logical memory. Curr Opin Immunol. 2002;14(4):523–536.

6. Paul JR, Riordan JT, Melnick JL. Antibodies to three different anti-
genic types of poliomyelitis virus in sera from North Alaskan Es-
kimos. Am J Hygiene. 1951;54(2):275–285.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-28 Paul-3627G GRBT293-Paul-v1.cls April 15, 2008 1:49

894 Chapter 28

7. Sawyer WA. The persistence of yellow fever. Immunity J Prevent
Med. 1931;5:413–428.

8. Zinkernagel RM, Hengartner H. Protective ‘immunity’ by pre-
existent neutralizing antibody titers and preactivated T cells
but not by so-called “immunological memory.” Immunol Rev.
2006;211:310–319.

9. Barquet N, Domingo P. Smallpox: the triumph over the most terri-
ble of the ministers of death. Ann Intern Med. 1997;127(8 Pt 1):635–
642.

10. Jenner E. An inquiry into the causes and effects of the variolae vac-
cinae. London: Samson Low, 1798.

11. Iwasaki A, Medzhitov R. Toll-like receptor control of the adaptive
immune responses. Nat Immunol. 2004;5(10):987–995.

12. Pulendran B, Ahmed R. Translating innate immunity into im-
munological memory: implications for vaccine development. Cell.
2006;124(4):849–863.

13. Henderson DA. The eradication of smallpox. Sci Am. 1976;235(4):
25–33.

14. Crotty S, Felgner P, Davies H, et al. Cutting edge: long-term B
cell memory in humans after smallpox vaccination. J Immunol.
2003;171(10):4969–4673.

15. Demkowicz WE Jr, Littaua RA, Wang J, et al. Human cytotoxic
T-cell memory: long-lived responses to vaccinia virus. J Virol.
1996;70(4):2627–2631.

16. Hammarlund E, Lewis MW, Hansen SG, et al. Duration of antiviral
immunity after smallpox vaccination. Nat Med. 2003;9(9):1131–
1137.

17. Gayton W. The value of vacciniation as shown by an analysis of
10,403 cases of smallpox. London: Gillet & Henty, 1885.

18. Mack TM. Smallpox in Europe, 1950–1971. J Infect Dis. 1972;
125(2):161–169.

19. Honjo T, Alt F, Neuberger M. Molecular biology of B cells.
Amsterdam: Elsevier, 2004.

20. Bousso P, Levraud JP, Kourilsky P, et al. The composition of a pri-
mary T cell response is largely determined by the timing of recruit-
ment of individual T cell clones. J Exp Med. 1999;189(10):1591–
1600.

21. Busch DH, Pilip IM, Vijh S, et al. Coordinate regulation of complex
T cell populations responding to bacterial infection. Immunity.
1998;8(3):353–362.

22. Hou S, Hyland L, Ryan KW, et al. Virus-specific CD8+ T-cell mem-
ory determined by clonal burst size. Nature. 1994;369(6482):652–
654.

23. Northrop JK, Thomas RM, Wells AD, et al. Epigenetic remodeling
of the IL-2 and IFN-gamma loci in memory CD8 T cells is influ-
enced by CD4 T cells. J Immunol. 2006;177(2):1062–1069.

24. Varga SM, Welsh RM. High frequency of virus-specific interleukin-
2-producing CD4(+) T cells and Th1 dominance during lympho-
cytic choriomeningitis virus infection. J Virol. 2000;74(9):4429–
4432.

25. Whitmire JK, Asano MS, Murali-Krishna K, et al. Long-term CD4
Th1 and Th2 memory following acute lymphocytic choriomenin-
gitis virus infection. J Virol. 1998;72(10):8281–8288.

26. Agarwal S, Rao A. Modulation of chromatin structure regulates
cytokine gene expression during T cell differentiation. Immunity.
1998;9(6):765–775.

27. Bachmann MF, Barner M, Viola A, et al. Distinct kinetics
of cytokine production and cytolysis in effector and memory
T cells after viral infection. Eur J Immunol. 1999;29(1):291–
299.

28. Grayson JM, Murali-Krishna K, Altman JD, et al. Gene expression
in antigen-specific CD8+ T cells during viral infection. J Immunol.
2001;166(2):795–799.

29. Hathcock KS, Kaech SM, Ahmed R, et al. Induction of telom-
erase activity and maintenance of telomere length in virus-specific
effector and memory CD8+ T cells. J Immunol. 2003;170(1):
147–152.

30. Kaech SM, Hemby S, Kersh E, et al. Molecular and functional pro-
filing of memory CD8 T cell differentiation. Cell. 2002;111(6):837–
851.

31. Teague TK, Hildeman D, Kedl RM, et al. Activation changes the
spectrum but not the diversity of genes expressed by T cells. Proc
Natl Acad Sci U S A. 1999;96(22):12691–12696.

32. Veiga-Fernandes H, Walter U, Bourgeois C, et al. Response of naı̈ve
and memory CD8+ T cells to antigen stimulation in vivo. Nat Im-
munol. 2000;1(1):47–53.

33. Schluns KS, Lefrancois L. Cytokine control of memory
T-cell development and survival. Nat Rev. 2003;3(4):269–
279.

34. Surh CD, Boyman O, Purton JF, et al. Homeostasis of memory T
cells. Immunol Rev. 2006;211:154–163.

35. Lefrancois L. Development, trafficking, and function of memory
T–cell subsets. Immunol Rev. 2006;211:93–103.

36. Rodrigo Mora J, Von Andrian UH. Specificity and plasticity of
memory lymphocyte migration. Curr Top Microbiol Immunol.
2006;308:83–116.

37. Busch DH, Pamer EG. T cell affinity maturation by selec-
tive expansion during infection. J Exp Med. 1999;189(4):701–
710.

38. Fahmy TM, Bieler JG, Edidin M, et al. Increased TCR avidity after
T cell activation: a mechanism for sensing low-density antigen.
Immunity. 2001;14(2):135–143.

39. Rees W, Bender J, Teague TK, et al. An inverse relationship be-
tween T cell receptor affinity and antigen dose during CD4(+)
T cell responses in vivo and in vitro. Proc Natl Acad Sci U S A.
1999;96(17):9781–9786.

40. Savage PA, Boniface JJ, Davis MM. A kinetic basis for T cell recep-
tor repertoire selection during an immune response. Immunity.
1999;10(4):485–492.

41. Sallusto F, Lenig D, Forster R, et al. Two subsets of memory T lym-
phocytes with distinct homing potentials and effector functions.
Nature. 1999;401(6754):708–712.

42. Lanzavecchia A, Sallusto F. Understanding the generation and
function of memory T cell subsets. Curr Opin Immunol.
2005;17(3):326–332.

43. Hamann D, Baars PA, Rep MH, et al. Phenotypic and functional
separation of memory and effector human CD8+ T cells. J Exp
Med. 1997;186(9):1407–1418.

44. Masopust D, Kaech SM, Wherry EJ, et al. The role of pro-
gramming in memory T-cell development. Curr Opin Immunol.
2004;16(2):217–225.

45. Chang JT, Palanivel VR, Kinjyo I, et al. Asymmetric T lymphocyte
division in the initiation of adaptive immune responses. Science.
2007;315(5819):1687–1691.

46. Reiner SL, Sallusto F, Lanzavecchia A. Division of labor with a
workforce of one: challenges in specifying effector and memory T
cell fate. Science. 2007;317(5838):622–625.

47. Roegiers F, Jan YN. Asymmetric cell division. Curr Opin Cell Biol.
2004;16(2):195–205.

48. Lanzavecchia A, Sallusto F. Progressive differentiation and selec-
tion of the fittest in the immune response. Nat Rev. 2002;2(12):982–
987.

49. Carter LL, Swain SL. From naı̈ve to memory. Development and
regulation of CD4+ T cell responses. Immunol Res. 1998;18(1):1–
13.

50. Seder RA, Ahmed R. Similarities and differences in CD4+ and
CD8+ effector and memory T cell generation. Nat Immunol.
2003;4(9):835–842.

51. Kaech SM, Wherry EJ. Heterogeneity and cell-fate decisions in
effector and memory CD8+ T cell differentiation during viral in-
fection. Immunity. 2007(27):393–405.

52. Kaech SM, Wherry EJ, Ahmed R. Effector and memory T-cell
differentiation: implications for vaccine development. Nat Rev.
2002;2(4):251–262.

53. Harari A, Dutoit V, Cellerai C, et al. Functional signatures of protec-
tive antiviral T-cell immunity in human virus infections. Immunol
Rev. 2006;211:236–254.

54. Hikono H, Kohlmeier JE, Ely KH, et al. T-cell memory and
recall responses to respiratory virus infections. Immunol Rev.
2006;211:119–132.

55. Hinrichs CS, Gattinoni L, Restifo NP. Programming CD8+ T cells
for effective immunotherapy. Curr Opin Immunol. 2006;18(3):363–
370.

56. Huster KM, Stemberger C, Busch DH. Protective immunity to-
wards intracellular pathogens. Curr Opin Immunol. 2006;18(4):
458–464.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-28 Paul-3627G GRBT293-Paul-v1.cls April 15, 2008 1:49

Immunologic Memory 895

57. Martin D, Tarleton R. Generation, specificity, and function of
CD8+ T cells in Trypanosoma cruzi infection. Immunol Rev. 2004;
201:304–317.

58. Morrot A, Zavala F. Effector and memory CD8+ T cells as seen in
immunity to malaria. Immunol Rev. 2004;201:291–303.

59. Williams MA, Holmes BJ, Sun JC, et al. Developing and maintain-
ing protective CD8+ memory T cells. Immunol Rev. 2006;211:146–
153.

60. Woodworth JS, Behar SM. Mycobacterium tuberculosis-specific
CD8+ T cells and their role in immunity. Crit Rev Immunol.
2006;26(4):317–352.

61. Butz E, Bevan MJ. Dynamics of the CD8+ T cell response during
acute LCMV infection. Adv Exp Med Biol. 1998;452:111–122.

62. Harty JT, Bevan MJ. Responses of CD8(+) T cells to intracellular
bacteria. Curr Opin Immunol. 1999;11(1):89–93.

63. Kedzierska K, La Gruta NL, Turner SJ, et al. Establishment and
recall of CD8+ T-cell memory in a model of localized transient
infection. Immunol Rev. 2006;211:133–145.

64. Altman JD, Moss PA, Goulder PJ, et al. Phenotypic analy-
sis of antigen-specific T lymphocytes. Science. 1996;274(5284):
94–96.

65. Labalette-Houache M, Torpier G, Capron A, et al. Improved per-
meabilization procedure for flow cytometric detection of internal
antigens. Analysis of interleukin-2 production. J Immunol Meth.
1991 Apr 25;138(2):143–153.

66. Appay V, Rowland-Jones SL. The assessment of antigen-specific
CD8+ T cells through the combination of MHC class I tetramer
and intracellular staining. J Immunol Meth. 2002;268(1):9–19.

67. Badovinac VP, Harty JT. Detection and analysis of antigen-specific
CD8+ T cells. Immunol Res. 2001;24(3):325–332.

68. Blattman JN, Antia R, Sourdive DJ, et al. Estimating the precur-
sor frequency of naı̈ve antigen-specific CD8 T cells. J Exp Med.
2002;195(5):657–664.

69. Steinman RM. The dendritic cell system and its role in immuno-
genicity. Annu Rev Immunol. 1991;9:271–296.

70. Scollay RG, Butcher EC, Weissman IL. Thymus cell migration.
Quantitative aspects of cellular traffic from the thymus to the pe-
riphery in mice. Eur J Immunol. 1980;10(3):210–218.

71. Tough DF, Sprent J. Turnover of naı̈ve- and memory-phenotype T
cells. J Exp Med. 1994;179(4):1127–1135.

72. Berzins SP, Uldrich AP, Sutherland JS, et al. Thymic regenera-
tion: teaching an old immune system new tricks. Trends Mol Med.
2002;8(10):469–476.

73. Polic B, Kunkel D, Scheffold A, et al. How alpha beta T cells
deal with induced TCR alpha ablation. Proc Natl Acad Sci U S A.
2001;98(15):8744–8749.

74. Rooke R, Waltzinger C, Benoist C, et al. Targeted complementation
of MHC class II deficiency by intrathymic delivery of recombinant
adenoviruses. Immunity. 1997;7(1):123–134.

75. Schluns KS, Kieper WC, Jameson SC, et al. Interleukin-7 mediates
the homeostasis of naı̈ve and memory CD8 T cells in vivo. Nat
Immunol. 2000;1(5):426–432.

76. Takeda S, Rodewald HR, Arakawa H,. MHC class II molecules are
not required for survival of newly generated CD4+ T cells, but
affect their long-term life span. Immunity. 1996;5(3):217–228.

77. Tan JT, Dudl E, LeRoy E, et al. IL-7 is critical for homeostatic
proliferation and survival of naı̈ve T cells. Proc Natl Acad Sci U S A.
2001;98(15):8732–8737.

78. Tanchot C, Lemonnier FA, Perarnau B, et al. Differential require-
ments for survival and proliferation of CD8 naı̈ve or memory T
cells. Science. 1997;276(5321):2057–2062.

79. Marrack P, Kappler J. Control of T cell viability. Annu Rev Im-
munol. 2004;22:765–787.

80. Boyman O, Purton JF, Surh CD, et al. Cytokines and T-cell home-
ostasis. Curr Opin Immunol. 2007;19(3):320–326.

81. Hofmeister R, Khaled AR, Benbernou N, et al. Interleukin-7: phys-
iological roles and mechanisms of action. Cytokine Growth Factor
Rev. 1999;10(1):41–60.

82. Mazzucchelli R, Durum SK. Interleukin-7 receptor expression: in-
telligent design. Nat Rev. 2007;7(2):144–154.

83. Akashi K, Kondo M, Weissman IL. Role of interleukin-7 in T-cell
development from hematopoietic stem cells. Immunol Rev. 1998;
165:13–28.

84. Rathmell JC, Farkash EA, Gao W, et al. IL-7 enhances the sur-
vival and maintains the size of naı̈ve T cells. J Immunol. 2001;
167(12):6869–6876.

85. Vella A, Teague TK, Ihle J, et al. Interleukin 4 (IL-4) or IL–7 prevents
the death of resting T cells: stat6 is probably not required for the
effect of IL. J Exp Med. 1997;186(2):325–330.

86. Boise LH, Minn AJ, June CH, et al. Growth factors can enhance
lymphocyte survival without committing the cell to undergo cell
division. Proc Natl Acad Sci U S A. 1995;92(12):5491–5795.

87. von Freeden-Jeffry U, Vieira P, Lucian LA, et al. Lymphopenia in
interleukin (IL)-7 gene-deleted mice identifies IL-7 as a nonredun-
dant cytokine. J Exp Med. 1995;181(4):1519–1526.

88. Peschon JJ, Morrissey PJ, Grabstein KH, et al. Early lymphocyte
expansion is severely impaired in interleukin 7 receptor-deficient
mice. J Exp Med. 1994;180(5):1955–1960.

89. Gowans JL, Knight EJ. The route of re-circulation of lymphocytes
in the rat. Proc R Soc Lond B Biol. 1964;159:257–282.

90. Mackay CR. Homing of naı̈ve, memory and effector lymphocytes.
Curr Opin Immunol. 1993;5(3):423–427.

91. Marchesi VT, Gowans JL. The migration of lymphocytes through
the endothelium of venules in lymph nodes: an electron micro-
scope study. Proc R Soc Lond B Biol. 1964;159:283–290.

92. Picker LJ, Butcher EC. Physiological and molecular mechanisms
of lymphocyte homing. Annu Rev Immunol. 1992;10:561–591.

93. Sprent J. Recirculating lymphocytes. New York: Dekker, 1977.
94. Berg EL, Robinson MK, Warnock RA, et al. The human peripheral

lymph node vascular addressin is a ligand for LECAM-1, the pe-
ripheral lymph node homing receptor. J Cell Biol. 1991;114(2):343–
349.

95. Gunn MD, Tangemann K, Tam C, et al. A chemokine expressed
in lymphoid high endothelial venules promotes the adhesion and
chemotaxis of naı̈ve T lymphocytes. Proc Natl Acad Sci U S A.
1998;95(1):258–263.

96. Bajenoff M, Egen JG, Koo LY, et al. Stromal cell networks regulate
lymphocyte entry, migration, and territoriality in lymph nodes. Im-
munity. 2006;25(6):989.

97. Gretz JE, Anderson AO, Shaw S. Cords, channels, corridors
and conduits: critical architectural elements facilitating cell in-
teractions in the lymph node cortex. Immunol Rev. 1997;156:
11–24.

98. Katakai T, Hara T, Lee JH, et al. A novel reticular stromal structure
in lymph node cortex: an immuno-platform for interactions among
dendritic cells, T cells and B cells. Int Immunol. 2004;16(8):1133–
1142.

99. Katakai T, Hara T, Sugai M, et al. Lymph node fibroblastic reticular
cells construct the stromal reticulum via contact with lymphocytes.
J Exp Med. 2004;200(6):783–795.

100. Miller MJ, Wei SH, Cahalan MD, et al. Autonomous T cell traffick-
ing examined in vivo with intravital two-photon microscopy. Proc
Natl Acad Sci U S A. 2003;100(5):2604–2609.

101. Potsch C, Vohringer D, Pircher H. Distinct migration patterns of
naı̈ve and effector CD8 T cells in the spleen: correlation with CCR7
receptor expression and chemokine reactivity. Eur J Immunol.
1999;29(11):3562–3570.

102. Unsoeld H, Voehringer D, Krautwald S, et al. Constitutive expres-
sion of CCR7 directs effector CD8 T cells into the splenic white pulp
and impairs functional activity. J Immunol. 2004;173(5):3013–
3019.

103. Sprent J. Circulating T and B lymphocytes of the mouse. I. Migra-
tory properties. Cell Immunol. 1973;7(1):10–39.

104. Caux C, Ait-Yahia S, Chemin K, et al. Dendritic cell biology and reg-
ulation of dendritic cell trafficking by chemokines. Springer Semin
Immunopathol. 2000;22(4):345–369.

105. Caux C, Vanbervliet B, Massacrier C, et al. Regulation of dendritic
cell recruitment by chemokines. Transplantation. 2002;73(1 suppl):
S7–S11.

106. Sallusto F, Palermo B, Lenig D, et al. Distinct patterns and kinetics
of chemokine production regulate dendritic cell function. Eur J
Immunol. 1999;29(5):1617–1625.

107. Sozzani S, Mantovani A, Allavena P. Control of dendritic cell mi-
gration by chemokines. Forum (Genoa, Italy). 1999;9(4):325–338.

108. Banchereau J, Steinman RM. Dendritic cells and the control of
immunity. Nature. 1998;392(6673):245–252.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-28 Paul-3627G GRBT293-Paul-v1.cls April 15, 2008 1:49

896 Chapter 28

109. Janeway CA Jr, Medzhitov R. Innate immune recognition. Annu
Rev Immunol. 2002;20:197–216.

110. Medzhitov R, Preston-Hurlburt P, Janeway CA Jr. A human homo-
logue of the Drosophila Toll protein signals activation of adaptive
immunity. Nature. 1997;388(6640):394–397.

111. Takeda K, Kaisho T, Akira S. Toll-like receptors. Annu Rev Im-
munol. 2003;21:335–376.

112. Beutler B, Hoebe K, Georgel P, et al. Genetic analysis of innate
immunity: identification and function of the TIR adapter proteins.
Adv Exp Med Biol. 2005;560:29–39.

113. Bin LH, Xu LG, Shu HB. TIRP, a novel Toll/interleukin-1 receptor
(TIR) domain-containing adapter protein involved in TIR signal-
ing. J Biol Chem. 2003;278(27):24526–24532.

114. Fitzgerald KA, Palsson-McDermott EM, Bowie AG, et al. Mal
(MyD88-adapter-like) is required for Toll-like receptor-4 signal
transduction. Nature. 2001;413(6851):78–83.

115. Fitzgerald KA, Rowe DC, Barnes BJ, et al. LPS-TLR4 signaling to
IRF-3/7 and NF-kappaB involves the toll adapters TRAM and TRIF.
J Exp Med. 2003;198(7):1043–1055.

116. Hoebe K, Du X, Georgel P, et al. Identification of Lps2 as a key
transducer of MyD88-independent TIR signalling. Nature. 2003;
424(6950):743–748.

117. Horng T, Barton GM, Medzhitov R. TIRAP: an adapter molecule
in the Toll signaling pathway. Nat Immunol. 2001;2(9):835–
841.

118. Muzio M, Ni J, Feng P, et al. IRAK (Pelle) family member IRAK-
2 and MyD88 as proximal mediators of IL-1 signaling. Science.
1997;278(5343):1612–1615.

119. Oshiumi H, Sasai M, Shida K, et al. TIR-containing adapter
molecule (TICAM)-2, a bridging adapter recruiting to Toll-like
receptor 4 TICAM-1 that induces interferon-beta. J Biol Chem.
2003;278(50):49751–49762.

120. Yamamoto M, Sato S, Mori K, et al. Cutting edge: a novel Toll/
IL-1 receptor domain-containing adapter that preferentially acti-
vates the IFN-beta promoter in the Toll-like receptor signaling.
J Immunol. 2002;169(12):6668–6672.

121. Hoebe K, Beutler B. LPS, dsRNA and the interferon bridge to adap-
tive immune responses: Trif, Tram, and other TIR adaptor proteins.
J Endotoxin Res. 2004;10(2):130–136.

122. O’Neill LA, Bowie AG. The family of five: TIR-domain-containing
adaptors in Toll-like receptor signalling. Nat Rev. 2007;7(5):353–
364.

123. Gallucci S, Matzinger P. Danger signals: SOS to the immune sys-
tem. Curr Opin Immunol. 2001;13(1):114–119.

124. Honda K, Taniguchi T. IRFs: master regulators of signalling by Toll-
like receptors and cytosolic pattern-recognition receptors. Nat Rev.
2006;6(9):644–658.

125. O’Neill LA. How Toll-like receptors signal: what we know and what
we don’t know. Curr Opin Immunol. 2006;18(1):3–9.

126. Sallusto F, Mackay CR, Lanzavecchia A. The role of chemokine re-
ceptors in primary, effector, and memory immune responses. Annu
Rev Immunol. 2000;18:593–620.

127. von Andrian UH, Mempel TR. Homing and cellular traffic in lymph
nodes. Nat Rev. 2003;3(11):867–878.

128. Forster R, Schubel A, Breitfeld D, et al. CCR7 coordinates the pri-
mary immune response by establishing functional microenviron-
ments in secondary lymphoid organs. Cell. 1999;99(1):23–33.

129. Junt T, Scandella E, Forster R, et al. Impact of CCR7 on priming
and distribution of antiviral effector and memory CTL. J Immunol.
2004;173(11):6684–6693.

130. Luther SA, Tang HL, Hyman PL, et al. Coexpression of the
chemokines ELC and SLC by T zone stromal cells and deletion
of the ELC gene in the plt/plt mouse. Proc Natl Acad Sci U S A.
2000;97(23):12694–12699.

131. Unsoeld H, Krautwald S, Voehringer D, et al. Cutting edge: CCR7+
and CCR7− memory T cells do not differ in immediate effector cell
function. J Immunol. 2002;169(2):638–641.

132. Worbs T, Mempel TR, Bolter J, et al. CCR7 ligands stimulate the
intranodal motility of T lymphocytes in vivo. J Exp Med. 2007;
204(3):489–495.

133. Chow A, Toomre D, Garrett W, et al. Dendritic cell maturation
triggers retrograde MHC class II transport from lysosomes to the
plasma membrane. Nature. 2002;418(6901):988–994.

134. Inaba K, Turley S, Iyoda T, et al. The formation of immunogenic
major histocompatibility complex class II-peptide ligands in lyso-
somal compartments of dendritic cells is regulated by inflamma-
tory stimuli. J Exp Med. 2000;191(6):927–936.

135. Shin JS, Ebersold M, Pypaert M, et al. Surface expression of MHC
class II in dendritic cells is controlled by regulated ubiquitination.
Nature. 2006;444(7115):115–118.

136. Turley SJ, Inaba K, Garrett WS, et al. Transport of peptide-
MHC class II complexes in developing dendritic cells. Science.
2000;288(5465):522–527.

137. van Niel G, Wubbolts R, Ten Broeke T, et al. Dendritic cells regulate
exposure of MHC class II at their plasma membrane by oligoubiq-
uitination. Immunity. 2006;25(6):885–894.

138. Cella M, Engering A, Pinet V, et al. Inflammatory stimuli induce
accumulation of MHC class II complexes on dendritic cells. Nature.
1997;388(6644):782–787.

139. Guermonprez P, Valladeau J, Zitvogel L, et al. Antigen presenta-
tion and T cell stimulation by dendritic cells. Annu Rev Immunol.
2002;20:621–667.

140. Lanzavecchia A, Sallusto F. Regulation of T cell immunity by den-
dritic cells. Cell. 2001;106(3):263–266.

141. Banchereau J, Briere F, Caux C, et al. Immunobiology of dendritic
cells. Annu Rev Immunol. 2000;18:767–811.

142. Fuchs E. Two signal model of lymphocyte activation. Immunol
Today. 1992;13(11):462.

143. Lafferty KJ, Warren HS, Woolnough JA, et al. Immunological in-
duction of T lymphocytes: role of antigen and the lymphocyte co-
stimulator. Blood Cells. 1978;4(3):395–406.

144. Chambers CA, Allison JP. Costimulatory regulation of T cell func-
tion. Curr Opin Cell Biol. 1999;11(2):203–210.

145. Slavik JM, Hutchcroft JE, Bierer BE. CD28/CTLA-4 and
CD80/CD86 families: signaling and function. Immunol Res. 1999;
19(1):1–24.

146. Chambers CA. The expanding world of co-stimulation: the
two-signal model revisited. Trends Immunol. 2001;22(4):
217–223.

147. Greenfield EA, Nguyen KA, Kuchroo VK. CD28/B7 costimulation:
a review. Crit Rev Immunol. 1998;18(5):389–418.

148. Lenschow DJ, Walunas TL, Bluestone JA. CD28/B7 system of T cell
costimulation. Annu Rev Immunol. 1996;14:233–258.

149. Shahinian A, Pfeffer K, Lee KP, et al. Differential T cell
costimulatory requirements in CD28-deficient mice. Science.
1993;261(5121):609–612.

150. Kawai K, Shahinian A, Mak TW, et al. Skin allograft re-
jection in CD28-deficient mice. Transplantation. 1996;61(3):
352–355.

151. Speiser DE, Bachmann MF, Shahinian A, et al. Acute graft-versus-
host disease without costimulation via CD28. Transplantation.
1997;63(7):1042–1044.

152. Wen T, Kono K, Shahinian A, et al. CD28 is not required for re-
jection of unmanipulated syngeneic and autologous tumors. Eur J
Immunol. 1997;27(8):1988–1993.

153. Suresh M, Whitmire JK, Harrington LE, et al. Role of CD28-B7
interactions in generation and maintenance of CD8 T cell memory.
J Immunol. 2001;167(10):5565–5573.

154. Watts TH, DeBenedette MA. T cell co-stimulatory molecules other
than CD28. Curr Opin Immunol. 1999;11(3):286–293.

155. Croft M. Co-stimulatory members of the TNFR family: keys to ef-
fective T-cell immunity? Nat Rev. 2003;3(8):609–620.

156. Watts TH. TNF/TNFR family members in costimulation of T cell
responses. Annu Rev Immunol. 2005;23:23–68.

157. Keir ME, Francisco LM, Sharpe AH. PD-1 and its ligands in T-cell
immunity. Curr Opin Immunol. 2007;19(3):309–314.

158. Sharpe AH, Freeman GJ. The B7-CD28 superfamily. Nat Rev.
2002;2(2):116–126.

159. Haring JS, Badovinac VP, Harty JT. Inflaming the CD8+ T cell
response. Immunity. 2006;25(1):19–29.

160. Murphy KM, Ouyang W, Farrar JD, et al. Signaling and transcrip-
tion in T helper development. Annu Rev Immunol. 2000;18:451–
494.

161. Curtsinger JM, Schmidt CS, Mondino A, et al. Inflammatory cy-
tokines provide a third signal for activation of naı̈ve CD4+ and
CD8+ T cells. J Immunol. 1999;162(6):3256–3262.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-28 Paul-3627G GRBT293-Paul-v1.cls April 15, 2008 1:49

Immunologic Memory 897

162. Schmidt CS, Mescher MF. Adjuvant effect of IL-12: conversion of
peptide antigen administration from tolerizing to immunizing for
CD8+ T cells in vivo. J Immunol. 1999;163(5):2561–2567.

163. Valenzuela J, Schmidt C, Mescher M. The roles of IL-12 in pro-
viding a third signal for clonal expansion of naı̈ve CD8 T cells. J
Immunol. 2002;169(12):6842–6849.

164. Schmidt CS, Mescher MF. Peptide antigen priming of naı̈ve, but
not memory, CD8 T cells requires a third signal that can be pro-
vided by IL-12. J Immunol. 2002;168(11):5521–5529.

165. Curtsinger JM, Valenzuela JO, Agarwal P, et al. Type I IFNs provide
a third signal to CD8 T cells to stimulate clonal expansion and
differentiation. J Immunol. 2005;174(8):4465–4469.

166. Aichele P, Unsoeld H, Koschella M, et al. CD8 T cells specific for
lymphocytic choriomeningitis virus require type I IFN receptor for
clonal expansion. J Immunol. 2006;176(8):4525–4529.

166a. Thompson LJ, Kolumam GA, Thomas S, et al. Innate inflamma-
tory signals induced by various pathogens differentially dictate the
IFN-1 dependence of CD8 T cells for clonal expansion and memory
formation. J Immunol. 2006;177:1746–1754.

167. Kolumam GA, Thomas S, Thompson LJ, et al. Type I interferons
act directly on CD8 T cells to allow clonal expansion and memory
formation in response to viral infection. J Exp Med. 2005;202(5):
637–650.

168. Badovinac VP, Tvinnereim AR, Harty JT. Regulation of antigen-
specific CD8+ T cell homeostasis by perforin and interferon-
gamma. Science. 2000;290(5495):1354–1358.

169. Sercan O, Hammerling GJ, Arnold B, et al. Innate immune cells
contribute to the IFN-gamma-dependent regulation of antigen-
specific CD8+ T cell homeostasis. J Immunol. 2006;176(2):735–
739.

170. Whitmire JK, Benning N, Whitton JL. Cutting edge: early IFN-
gamma signaling directly enhances primary antiviral CD4+ T cell
responses. J Immunol. 2005;175(9):5624–5628.

171. Bennett SR, Carbone FR, Karamalis F, et al. Induction of a CD8+
cytotoxic T lymphocyte response by cross-priming requires cog-
nate CD4+ T cell help. J Exp Med. 1997;186(1):65–70.

172. Castellino F, Germain RN. Cooperation between CD4+ and CD8+
T cells: when, where, and how. Annu Rev Immunol. 2006;24:519–
540.

173. Smith CM, Wilson NS, Waithman J, et al. Cognate CD4(+) T cell li-
censing of dendritic cells in CD8(+) T cell immunity. Nat Immunol.
2004;5(11):1143–1148.

174. Bevan MJ. Immunology. Stimulating killer cells. Nature. 1989;
342(6249):478–479.

175. Keene JA, Forman J. Helper activity is required for the in vivo gen-
eration of cytotoxic T lymphocytes. J Exp Med. 1982;155(3):768–
782.

176. Mitchison NA, O’Malley C. Three-cell-type clusters of T cells
with antigen-presenting cells best explain the epitope linkage and
noncognate requirements of the in vivo cytolytic response. Eur J
Immunol. 1987;17(11):1579–1583.

177. Bevan MJ. Helping the CD8(+) T-cell response. Nat Rev. 2004;4(8):
595–602.

178. Bennett SR, Carbone FR, Karamalis F, et al. Help for cytotoxic-
T-cell responses is mediated by CD40 signalling. Nature.
1998;393(6684):478–480.

179. Grewal IS, Flavell RA. The role of CD40 ligand in costimulation
and T-cell activation. Immunol Rev. 1996;153:85–106.

180. Ridge JP, Di Rosa F, Matzinger P. A conditioned dendritic cell can
be a temporal bridge between a CD4+ T-helper and a T-killer cell.
Nature. 1998;393(6684):474–478.

181. Schoenberger SP, Toes RE, van der Voort EI, et al. T-cell help for
cytotoxic T lymphocytes is mediated by CD40-CD40L interactions.
Nature. 1998;393(6684):480–483.

182. Cella M, Scheidegger D, Palmer-Lehmann K, et al. Ligation of
CD40 on dendritic cells triggers production of high levels of
interleukin-12 and enhances T cell stimulatory capacity: T-T help
via APC activation. J Exp Med. 1996;184(2):747–752.

183. Beuneu H, Garcia Z, Bousso P. Cutting edge: cognate CD4 help pro-
motes recruitment of antigen-specific CD8 T cells around dendritic
cells. J Immunol. 2006;177(3):1406–1410.

184. Castellino F, Huang AY, Altan-Bonnet G, et al. Chemokines enhance
immunity by guiding naı̈ve CD8+ T cells to sites of CD4+ T cell-
dendritic cell interaction. Nature. 2006;440(7086):890–895.

185. Fujii S, Liu K, Smith C, et al. The linkage of innate to adaptive im-
munity via maturing dendritic cells in vivo requires CD40 ligation
in addition to antigen presentation and CD80/86 costimulation.
J Exp Med. 2004;199(12):1607–1618.

186. Fujii S, Shimizu K, Smith C, et al. Activation of natural killer T cells
by alpha-galactosylceramide rapidly induces the full maturation of
dendritic cells in vivo and thereby acts as an adjuvant for combined
CD4 and CD8 T cell immunity to a coadministered protein. J Exp
Med. 2003;198(2):267–279.

187. Stober D, Jomantaite I, Schirmbeck R, et al. NKT cells pro-
vide help for dendritic cell-dependent priming of MHC class I-
restricted CD8+ T cells in vivo. J Immunol. 2003;170(5):2540–
2548.

188. Sun JC, Williams MA, Bevan MJ. CD4+ T cells are required for the
maintenance, not programming, of memory CD8+ T cells after
acute infection. Nat Immunol. 2004;5(9):927–933.

189. Battegay M, Moskophidis D, Rahemtulla A, et al. Enhanced es-
tablishment of a virus carrier state in adult CD4+ T-cell-deficient
mice. J Virol. 1994;68(7):4700–4704.

190. Belz GT, Wodarz D, Diaz G, et al. Compromised influenza virus-
specific CD8(+)-T-cell memory in CD4(+)-T-cell-deficient mice.
J Virol. 2002;76(23):12388–12393.

191. Cardin RD, Brooks JW, Sarawar SR, et al. Progressive loss of CD8+
T cell-mediated control of a gamma-herpesvirus in the absence of
CD4+ T cells. J Exp Med. 1996;184(3):863–871.

192. Matloubian M, Concepcion RJ, Ahmed R. CD4+ T cells are re-
quired to sustain CD8+ cytotoxic T-cell responses during chronic
viral infection. J Virol. 1994;68(12):8056–8063.

193. Moskophidis D, Lechner F, Pircher H, et al. Virus persis-
tence in acutely infected immunocompetent mice by exhaustion
of antiviral cytotoxic effector T cells. Nature. 1993;362(6422):
758–761.

194. von Herrath MG, Yokoyama M, Dockter J, et al. CD4-deficient mice
have reduced levels of memory cytotoxic T lymphocytes after im-
munization and show diminished resistance to subsequent virus
challenge. J Virol. 1996;70(2):1072–1079.

195. Zajac AJ, Blattman JN, Murali-Krishna K, et al. Viral immune eva-
sion due to persistence of activated T cells without effector func-
tion. J Exp Med. 1998;188(12):2205–2213.

196. Bourgeois C, Rocha B, Tanchot C. A role for CD40 expression on
CD8+ T cells in the generation of CD8+ T cell memory. Science.
2002;297(5589):2060–2063.

197. Bourgeois C, Veiga-Fernandes H, Joret AM, et al. CD8 lethargy
in the absence of CD4 help. Eur J Immunol. 2002;32(8):
2199–2207.

198. Janssen EM, Lemmens EE, Wolfe T, et al. CD4+ T cells are required
for secondary expansion and memory in CD8+ T lymphocytes.
Nature. 2003;421(6925):852–856.

199. Shedlock DJ, Shen H. Requirement for CD4 T cell help in gen-
erating functional CD8 T cell memory. Science. 2003;300(5617):
337–339.

200. Sun JC, Bevan MJ. Defective CD8 T cell memory following
acute infection without CD4 T cell help. Science. 2003;300(5617):
339–342.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-29 Paul-3627G GRBT293-Paul-v1.cls April 10, 2008 10:57

• •C h a p t e r 2 9

◗ Immunologic Tolerance

Ronald H. Schwartz

Tolerance Is an Adaptive Process

Negative Selection During B-Cell Development

Receptor Editing and Clonal Deletion
Signaling Aspects of B-Cell Negative Selection

Negative Selection During T-Cell Development

Clonal Deletion
Stages of T-Cell Development at which Negative

Selection Occurs
Receptor Editing?
Antigen-presenting Cells for Negative Selection
Clonal Deletion in the Thymic Medulla
Signaling Aspects of T-Cell–Negative Selection
Activation Versus Tolerance Thresholds

Dominant Tolerance: Natural T Regulatory Cells

(nTregs)

Tolerance to Peripheral Antigens

Tissue-specific Antigens
Ectopic Expression of Peripheral Antigens in the

Thymus
Delivery of Peripheral Antigens to the Thymus

Peripheral Tolerance Mechanisms

Transitional B Cells
Costimulation and the Two Signal Model For T-Cell

Activation

Costimulatory Molecules
APCs Favor Tolerance in the Absence of Activation
Priming of CD8+ Cytotoxic T Cells Requires Three

Signals

Tolerance Induction in Mature B Cells

Receptor Blockade
B-Cell Anergy
B-Cell Clonal Deletion

Tolerance Induction in Mature T Cells

Activation-induced Cell Death and Homeostasis
T-Cell Anergy

Immunoregulation

Immune Deviation (Th1 versus Th2 and Th17 CD4+

helpers)
Induced CD4+ T Regulatory Cells (Tr1 and iTreg)
Mucosal Tolerance
Indoleamine 2,3-Dioxygenase and Suppressive APC
CD8+ iTregs and Anti-TCR Regulation
CD8+ Veto Cells
Antibody-mediated Immunoregulation
Anti-Idiotypic B-Cell Regulation

Immune Privileged Sites

The Fetal-Maternal Relationship

Summary

In 1905, Ehrlich and Morgenroth (1) observed that goats
injected with red blood cells (RBCs) from another goat al-
ways made hemolytic antibodies directed against the im-
munizing cells, but these antisera never reacted against
the recipient’s own RBCs. Furthermore, they deliberately
immunized a goat with its own RBCs and also observed
that no antibody response was elicited. They coined the
Latin phrase horror autotoxicus to describe this situation.
To them, the term meant that the animals avoided self-
destructive responses, although it was often interpreted by
others to mean a failure to make any immune responses
against self-components. In fact, in a footnote in their ar-

ticle (1), they made clear the distinction between autore-
activity and autoimmune disease when they discussed the
experiments of Metalinikoff (2), who found that guinea
pigs injected with homologous sperm made cytotoxic an-
tibodies against these cells. Because the antibodies did not
kill the sperm in vivo, they deemed the antibodies not to
be autotoxic.

In this chapter I retain the perspective of Ehrlich
and Morgenroth. Hence, I define tolerance as a physio-
logic state in which the immune system does not react
destructively against the components of the organism that
harbors it or against antigens that are introduced into it.
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Destructive responses are prevented by a variety of mecha-
nisms that operate during development of the immune sys-
tem and during the course of each immune response. Phar-
macologic manipulations are not included. This broad
view allows one to consider immunoregulation as part of
the tolerance process. Finally, I will focus on the adaptive
immune system only and not discuss the tolerance pro-
cesses for either natural killer (NK) cells or the innate like
NK T (NKT) cells, B-1 cells, and TCRγ δ cells.

TOLERANCE IS AN ADAPTIVE PROCESS

Why did the goats not make antibodies against their own
RBCs? The first observations that shed light on this issue
were made by Owen (3) on dizygotic bovine twins and
Owen et al. (4) on quintuplets. They analyzed the surface
antigens of RBCs from these cattle using alloantisera of the
type raised by Ehrlich and Morgenroth (1) in goats, and
showed that each offspring possessed all of the antigens
found in the parents, even though some of these determi-
nants were not expressed by both parents. In the quintu-
plets this seemed unlikely to result from codominant het-
erozygosity as the outbred parents would have had to be
homozygous at multiple genetic loci. Instead, Owen and
colleagues were able to show in cytotoxicity assays that
the offspring were chimeric, that is, their blood contained
a mixture of cells with different phenotypes. Based on the
earlier work of Lillie (5), who had suggested that dizygotic
cattle could exchange products through anastomoses of
the blood vessels in their two placentas, Owen and col-
leagues postulated that hemopoietic stem cells from each
sibling migrated to the bone marrow of the other sibs to
create a stable chimeric state that persisted after the sibs
were separated at birth. Because the chimerism of the anti-
genically disparate cells was not disturbed by an immune
response, Owen and colleagues described this state of
peaceful coexistence as one of tolerance. The observations
suggested that a foreign substance could be either reacted
against or tolerated by an immune system depending on
when the antigen was presented to it. The observations also
suggested that there was no fundamental distinction be-
tween self-molecules (encoded by the host’s genome) and
foreign molecules (coming from the sibling’s hematopoi-
etic cells) in their ability to induce a tolerant state.

Burnet and Fenner (6) were strongly influenced by
Owen’s observations, as well as by those of Traub (7),
who demonstrated that a carrier state for the lymphocytic
choriomeningitis virus (LCMV) could be induced in mice
by natural exposure to this virus in utero or during the
neonatal period. Their interpretation of both sets of results
was that the developing immune system was malleable and
that if a foreign substance were introduced early enough,
it would induce tolerance rather than immunity. The first
experimental data to support this hypothesis were gener-

ated by Billingham et al. (8,9). They injected cell suspen-
sions from mixed tissues of mouse strain A into neona-
tal or fetal mice of strain B and showed that as adults,
the strain B mice could accept skin grafts from a strain
A mouse, although they would rapidly reject skin grafts
from a third-party strain C mouse. The concept derived
from this work, that tolerance was an acquired state, was
confirmed by Hašek (10), who experimentally reproduced
the observations of Owen (3,4) by parabiosis of chick em-
bryos. After separation at birth, the adult birds could not
make an antibody response against their partner’s RBCs
(Ehrlich’s experiment (1)) and could not reject each other’s
skin grafts (Medawar’s experiment (8,9)). Burnet subse-
quently gave a theoretical framework to all of these results
in his clonal selection theory, in which he postulated that
clones of lymphocytes with receptors on their surface spe-
cific for molecules present during the development of the
immune system would be selectively eliminated by a dele-
tion process (11). Similar ideas were put forth by Talmage
(12).

Consistent with the idea that the immune system learns
to be tolerant during its development was the subsequent
experiment of Triplett (13). He removed the pituitary an-
lage from tree frog larvae and let them differentiate under
the skin of other larvae. When the tadpoles went through
metamorphosis, he gave back to the adult frogs their own
pituitaries and found that the animals rejected the auto-
grafts. Partial hypophysectomized animals did not reject
the grafts, arguing that the rejection was not caused by the
acquisition of new antigens, through either abnormal dif-
ferentiation or carryover of the temporary host’s tissues.
Thus, even for self-antigens, tolerance appeared to be an
acquired state requiring the presence of the antigen to in-
duce it.

The adaptive nature of tolerance is a fundamental prop-
erty of the vertebrate immune system. Given the task of
the system, which is to recognize and respond to unex-
pected molecules using the random structural diversity
generated from rearranging T- and B-cell antigen-receptor
genes, there is no way to genetically program it to know
what molecules will lead to self-destructive responses. In-
stead, a series of steps must be undertaken somatically
during which the environment is sampled and the system
fine-tuned to avoid its own destruction. The nature of these
steps in both the mature and developing immune system
will be the principal focus of this chapter.

NEGATIVE SELECTION DURING B-CELL
DEVELOPMENT

Receptor Editing and Clonal Deletion

Tolerance that occurs in the primary organs in which lym-
phocytes develop (bone marrow and thymus) is called
central tolerance and the process for B cells is referred to
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as negative selection. The first direct demonstration of neg-
ative selection at the B-cell level was made by Nemazee
and Bürki (14). They constructed a transgenic mouse ex-
pressing an IgM B-cell receptor (BCR) reactive with major
histocompatibility complex (MHCk) class I molecules. On
a neutral MHCd background, 25% to 50% of splenic B cells
(B220+, IgM+) expressed this receptor and IgM antibodies
with this specificity were found at significant levels in the
serum. When crossed to an MHCk mouse, however, both
the splenic B cells and the antibody did not emerge. The
site of tolerance induction appeared to be the bone mar-
row because IgM and transgene receptor levels on the cells
there were low to undetectable, but B220low expression (in-
dicative of Pro- and Pre-B cell development) was normal
(see Chapter 7 for a review of B cell development). This
suggested that the tolerance process involved the down-
modulation (cross-linking, capping, and internalization)
of the BCR following antigen encounter immediately after
the receptor was expressed at the cell surface of the im-
mature B cell. This idea was consistent with much earlier
studies, which showed that treatment of bone marrow or
fetal liver B cells with high concentrations of anti-IgM an-
tibody for 48 hours caused the permanent disappearance
of immunoglobulin from the surface of the B cell (15,16).

There is now uniform agreement that sufficient engage-
ment of the BCR on immature B cells can lead to a state of
maturational arrest (17,18,19). BCR transgenic bone mar-
row cells placed in culture with membrane bound antigen
or anti-kappa antibody down-regulate their receptors. If
the cells come from double transgenic animals expressing
both the BCR and the relevant antigen, the arrested cells
persist in culture in the presence of antigen for up to 3
days, but do not make an antibody response (17). Interest-
ingly, the cells can come out of this unresponsive state if the
antigen is removed; the cells then differentiate into more
mature B cells (B220high, IgMhigh IgDlow) and can prolif-
erate and secrete antibody in response to lipopolysaccha-
ride (LPS). Thus, the maturational arrest is a reversible
process. More recent studies suggest that if one purifies
the immature B cells away from other cell types in the
bone marrow, then treatment with anti-BCR leads rapidly
to apoptosis (20). The death can be prevented by adding
back a special bone marrow cell (Thy1low, DX5+), which in
bone sections was seen to be interacting with immature B
cells in the marrow, presumably facilitating maturational
arrest over BCR-induced apoptosis (21).

What is the function of the maturational arrest? Early
experiments using BCR transgenics uncovered evidence
that the B cells could undergo a qualitative change in their
IgM receptors during this period, a process termed re-
ceptor editing (18,22). BCR transgenic bone marrow cells
arrested at the immature B-cell stage increased the level
of their recombinant activating gene (RAG) enzymes and
underwent further light chain gene rearrangements when
stimulated with an anti-kappa chain antibody (19). Sec-

ondary rearrangements at the kappa locus can occur by
deletion or inversion of the intervening DNA (see Chapter
6). New kappa light chains that emerge (referred to as “edi-
tors”) allow escape from negative selection (23). Some cells
switch to the use of the lambda chain locus when deletion
of both kappa constant region genes occurs following re-
combination to a conserved downstream element referred
to as the recombination sequence (see Chapter 6). Imma-
ture B cells from normal mice also showed an increased
percentage of lambda-bearing cells (without undergoing
cell division) following stimulation with an anti-kappa an-
tibody (19). Similar results were observed in hybridomas
derived from BCR transgenic mice specific for dsDNA (24).
The editing process requires the activity of the RAG genes
as it is not observed in mice in which at least one of these
genes have been disrupted. Thus, the immature B cell can
modify its receptor by light chain exchange in order to es-
cape silencing when it encounters self-antigens in the bone
marrow.

What happens to the B cell if the light chain replacement
fails to shift the cell’s specificity sufficiently away from au-
toreactivity? There is a mechanism for heavy chain editing
involving VH gene and/or D element replacement by re-
combination with cryptic heptamer sequences embedded
in the 3′ end of many (70%) VH genes (24,25). However, un-
der inescapable conditions, such as stimulating immature
B cells with anti-Cμ, the maturational arrest is eventually
followed by cell death (15,16). Early in vivo experiments,
in which anti-μ antibodies were given in utero to chickens
or mice, led to the elimination of IgG antibody produc-
tion by what appeared to be an apoptotic mechanism (26).
In the BCR transgenic mice, exposure to the membrane-
bound antigens during development also resulted in a de-
pleted peripheral B-cell pool (17,18). Thus, the bone mar-
row compartment has two mechanisms for dealing with
autoreactive cells: one is a receptor selection process that
allows cell survival following encounter with self-antigens
at an immature stage of development by exchange of light
chains and/or VH replacement; the second is a clonal dele-
tion process by apoptosis, which ensues if the receptor is
repeatedly occupied over a sufficient period of time with-
out relief by receptor editing. Note that the latter is not re-
ally a simple direct clonal deletion process following recep-
tor stimulation as originally envisioned by Burnet (11). It
is instead a programmed bailout mechanism when all else
fails, although it can be delayed experimentally by trans-
genic overexpression of the Bcl-2 survival gene (17). Nor-
mal B-cell development, in contrast, involves a low level of
basal (ligand independent) signaling from the assembled,
unoccupied BCR. This positively selects the B cell for fur-
ther maturation (27).

Which of these two processes is the dominant mech-
anism for B-cell–negative selection? Early on it was
thought that receptor editing was a rare rescue event,
because membrane-antigen and BCR double-transgenic
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mice showed mostly a loss of BCR+ cells in the peripheral
spleen and lymph nodes. However, this outcome is mainly
a consequence of integration of the transgene outside the
immunoglobulin locus. In this case, secondary light chain
rearrangements and VH replacement cannot alter the orig-
inal transgene. This allows for the continued expression
of an autoreactive receptor, unless a breakdown in allelic
exclusion leads to the production of a second heavy and/or
light chain, which decreases the density of the autoreac-
tive receptor on the cell membrane or physically interferes
with the transgene protein expression (e.g., by preferen-
tial chain pairing). In contrast, when the transgenic tech-
nology advanced to the point of allowing the construction
of knockin mice, wherein the rearranged BCR transgene
could be inserted directly into the immunoglobulin locus
(referred to as site-directed transgenics), then the results
were completely the opposite (24,28,29,30). With this new
model, receptor editing could now rescue 85% to 98% of
the B cells in as little as a 2- to 6-hour period (29,31). Multi-
ple rearrangements were often required, and if this was im-
paired, for example, by eliminating downstream J-kappa
segments, then a component of deletion was also observed
(23,31). The same conclusion was reached for normal B
cells, in a transgenic mouse that produced a membrane-
bound, single-chain antibody reactive against the kappa
constant region (28). Here, the numbers of B220+ cells in
the spleen were reduced by 40% and the 60% of edited
cells expressed exclusively lambda light chains (at three-
to fourfold increased number compared with controls). In
other studies, the total extent of receptor editing in the
mouse B-cell repertoire was estimated to be around 25%
of the repertoire (32). This is in line with estimates of more
than 50% for the prevalence of self-reactive antibodies in
the germ line repertoire (33). Thus, the current consen-
sus in the field is that receptor editing is the major central
tolerance mechanism during B-cell development and that
clonal deletion is only undertaken as a last resort after sev-
eral days of trying to replace the receptor.

In the process of receptor editing, the up-regulation of
the RAG genes that follows BCR engagement also allows
for a primary rearrangement to occur at the light chain
locus on the other chromosome. This process is known as
allelic inclusion and produces B cells with two receptors,
one of which is still autoreactive. It had been predicted
on theoretical grounds that such cells would be deleted
by signaling through the autoreactive receptor (34). How-
ever, in one well-studied BCR transgenic case, it was dis-
covered that a large fraction of the escape variants of this
type were not deleted, but rather survived by chronically
down-regulating the autoreactive receptor and degrading
it in lysosomes (35). These receptors could be re-expressed
on the cell surface if the cell was removed from the antigen
in its extracellular environment. The cells also could be sig-
naled in vitro through their other receptor using anti-BCR
antibodies, and in the mouse, after many months, auto-

antibodies secreted by these cells could be detected in the
serum. Estimates on the percentage of such double cells
in the normal mouse B cell population are as high as 10%
(32,36,37); but how many of them can go on to produce
autoantibodies is currently unknown.

Signaling Aspects of B-Cell
Negative Selection

Insights into what characteristics of self-reactive B cells
and their autoantigens determine whether they will be neg-
atively selected have been inferred from the early stud-
ies on B-cell tolerance induction to foreign antigens (38).
With an in vivo limiting dilution splenic focus assay, it was
demonstrated that if immunoglobulin-negative bone mar-
row cells were exposed for 24 hours to a hapten in the
absence of T-cell help, they became unresponsive to sub-
sequent stimulation by the hapten in the presence of T-cell
help. In order to induce tolerance in this system, the anti-
gen had to be multivalent. DNP4-ovalbumin was tolero-
genic for DNP-specific B cells, but DNP1-papain was not.
This observation suggests that signaling through the im-
munoglobulin receptor requires cross-linking in order to
induce tolerance. In the BCR transgenic experiments of
Nemazee and colleagues used to directly study B-cell cen-
tral tolerance, the MHCk class I antigen made an excel-
lent tolerogen, presumably because it is a transmembrane
glycoprotein and therefore displayed on cell surfaces in
the bone marrow in a multimeric array (39). In contrast,
when the BCR transgenic mouse was crossed to a mouse
strain expressing a soluble form of the MHCKk molecule,
no deletion of the B cells was observed (40). A similar differ-
ence in outcome was noted in the hen egg lysozyme (HEL)
transgenic model depending on whether the antigen was
expressed as a membrane bound (maturational arrest and
deletion) or a soluble form (nondeletional, peripheral toler-
ance) (17). The latter can become deletional, however, if the
BCR transgenic is made deficient in signaling molecules,
such as CD22, Lyn, or SHP-1, that normally negatively
regulate B-cell activation (41–43). In these cases the en-
hanced strength of signaling converts a low-avidity BCR
occupancy event into a high-avidity outcome. In a third
BCR transgenic, B cells specific for a RBC surface antigen
were eliminated from the conventional (B-2) splenic follic-
ular pool (although the receptor was expressed in B-1 cells
in the peritoneal cavity) (44). Interestingly, when the cy-
toplasmic domain of the membrane bound HEL molecule
was altered to retain it in the endoplasmic reticulum, it
no longer induced deletion of HEL-specific B cells (45).
Instead, the cells differentiated into B-1 cells capable of
secreting IgM autoantibody.

Also consistent with the idea that surface-displayed
antigens are good tolerogens while intracellular molecules
are not, is the general finding that many of the natu-
ral autoreactive antibodies are specific for intracellular
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molecules (46,47,48); only a few have been identified that
react with cell surface proteins (49,50), and these also arise
(as in the anti-RBC and anti-HEL transgenics) from the
B-1 subset of B cells, which may have different signaling
properties. Finally, immature B cells with receptors spe-
cific for ds-DNA are heavily negatively selected against in
both normal mice (51–53) and BCR transgenics (54–56).
The structural reason for this is not fully clear, but may re-
sult from the stability of oligonucleosomes released from
dying cells (57), which could allow for multimeric display
of the antigen.

The affinity of the BCR for antigen is another important
variable. In the anti-MHCk BCR transgenics, the receptor
cross-reacts with several different MHC alleles, allowing
an analysis of the tolerance process in the same model un-
der different affinity conditions. The MHC Kbm3 allele has
a binding constant of only 2 × 104 M−1 and yet the pheno-
type of the negative selection was the same as that for other
allelic MHC proteins with 10- or 100-fold higher affinity;
this was observed with both conventional and site-directed
BCR transgenics (31,39). This suggests a high degree of
sensitivity for the immature BCR. Indeed, when compared
with mature B cells in their ability to mobilize intracellular
calcium using a Kk mimetic peptide, the immature B cells
were found to respond at lower antigen concentrations,
even though they had less surface IgM (58). This increased
sensitivity was associated with enhanced tyrosine phos-
phorylation of Igα and Lyn and increased levels of the sig-
naling intermediates SLP-65, Btk, and PLCγ 2 (see Chapter
8). The activity of PLCγ 2 was also prolonged, resulting in
enhanced calcium mobilization, even though the size of
the intracellular store of calcium was smaller. One sug-
gested mechanism for this increased sensitivity has been a
diminished content of free cholesterol in the plasma mem-
brane resulting in predominant BCR signaling from out-
side of lipid rafts (59,60).

In addition to an increase in sensitivity, the immature
B cell also has a different program of response to BCR
stimulation than the mature B cell. Although it will up-
regulate transcription of the RAG genes at low receptor
occupancy, the immature B cell fails to up-regulate CD69,
CD86 (B7-2), or MHC class II molecules, even when stim-
ulated with high concentrations of antigen (61). In con-
trast, at high antigen concentrations, mature naive B cells
up-regulate CD69, CD86, and MHC class II molecules, but
not the RAG genes. Mature cells also enter the cell cy-
cle and proliferate, whereas immature cells make cyclin
D2, activate CDK4, and enter the G1 phase of the cell cy-
cle, but do not go on to make cyclin E, activate CDK2,
or enter S phase (62). Instead, the cells undergo growth
arrest or apoptosis, depending on their immediate envi-
ronment (as discussed earlier). This difference from ma-
ture B cells may be mediated by the level of c-myc expres-
sion, which is only transiently up-regulated in immature
B cells, but shows sustained elevation in mature B cells

(59). This is again related to the levels of cholesterol in
the plasma membrane and can be reversed in immature
B cells by the introduction of exogenous cholesterol into
their membranes. Finally, mobilization to the nucleus of
the transcription factor NFκB is thought to play a key role
in the signaling of mature B cells to proliferate (63) as well
as in the reactivation of receptor editing in immature B
cells (64). A contribution from the costimulatory receptor
BAFF-R3 augments NFκB p52 levels in mature cells and
facilitates cell survival by up-regulating the antiapoptotic
kinase Pim2 (65,66). Differences in the activation of par-
ticular NFκB family members may contribute to unique
phenotypic outcomes.

The increased signaling sensitivity of immature B cells,
which can range more than 10,000-fold, is thought to pro-
vide a margin of safety in assuring that central tolerance
eliminates as many potentially autoreactive B-cell clones
as possible from the mature peripheral repertoire. In ad-
dition, by raising the threshold for activation during mat-
uration of the remaining B cells, the chance of their being
activated in the periphery by self-antigens should remain
quite low. It is important to keep in mind, however, that
even with this purging process, there will be B cells with
receptors that can recognize self-antigens with low affin-
ity (67), which may become activated to secrete antibody if
provided with adequate T-cell help and a sufficient quantity
of antigen (68,69–71). These types of observations in the
past led investigators to question whether central tolerance
occurred at all in the B-cell repertoire. But careful studies
of affinity measurements in such systems have generally
shown that clones with high-affinity receptors for the anti-
gen have been purged, leaving mostly clones that produce
only low-affinity antibodies (72). Nonetheless, such clones,
once activated, may undergo somatic hypermutation and
potentially generate autoantibodies of higher affinity (73).

NEGATIVE SELECTION DURING
T-CELL DEVELOPMENT

Clonal Deletion

The first demonstration of negative selection as a cen-
tral tolerance mechanism operating during T-cell devel-
opment was made by Kappler et al. (74). They used a
monoclonal antibody against the variable region of a T-cell
receptor (TCR) beta chain (anti-Vβ17a) to follow the fate of
T cells expressing this receptor. In mice that did not express
an I-E molecule encoded by MHC class II genes, Vβ17a-
bearing cells in the T-cell population were present at a fre-
quency of 10%. In contrast, mice expressing I-E molecules
did not possess Vβ17a+ cells in the spleen. When I-E+

and I-E− strains were crossed, the F1 offspring contained
no Vβ17a+ cells in the periphery. A dominant elimina-
tion process was then shown to take place in the thymus.
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Cells expressing Vβ17a were found in only slightly reduced
numbers in the immature CD4+8+ TCR-low population,
but these cells were greatly depleted in the more mature,
single positive (CD4+8− and CD4−8+) thymocyte subset.
The possibility that the cells had simply down-regulated
their receptors was subsequently ruled out by showing that
Vβ17a mRNA was also absent in mature T-cell populations
(P. Marrack and J. Kappler, unpublished data). Similar ob-
servations were made by others for Vβ6+ T cells (75). In
this model the deletion process was exactly pinpointed to
the late double-positive stage when TCR expression be-
comes elevated and CD4 and CD8 coreceptors have begun
to down-modulate (76,77). Physical evidence that the pro-
cess is in fact clonal deletion by an apoptotic mechanism
was subsequently published (78,79).

The antigens involved in these Vβ-specific deletion pro-
cesses are endogenous superantigens encoded by open
reading frames (ORF) in the 3′ Long Terminal Repeats of
mouse mammary tumor viruses (Mtvs) (80). These pro-
teins are capable of activating the T cell by interacting with
both the Vβ and the I-E molecule at the same time. How-
ever, this activation mechanism is slightly different from
that of peptide/MHC stimulation as it bypasses the need
for the Src-family kinase, Lck (81). Hence, it was impor-
tant that Kisielow et al. (82) were able to extend the obser-
vations on clonal deletion to a more conventional antigen
system, the male-specific antigen H-Y. They took advantage
of the first alpha/beta T-cell receptor (TCRαβ+) transgenic
mouse—developed by Blüthmann et al. (83)—to follow the
fate of a large cohort of T cells expressing the same anti-
H-Y receptor, either in females, which do not express the
antigen (controls), or in males, that do. The male mice had
a thymus of greatly reduced size (less than 10% of normal)
and a tremendous reduction in the percentage of double-
positive thymocytes. Similar observations were made by
others with TCR transgenic mice specific for an alloanti-
gen (Ld) (84). These mice deleted T cells bearing the re-
ceptor at the early double-positive (DP) stage when they
were crossed to mice expressing the alloantigen. Thus, the
basic model postulated by Burnet appears to be correct for
the standard CD4+ and CD8+ TCRαβ+ cells, that is, imma-
ture T cells encountering their antigen during development
are clonally deleted instead of activated to make an im-
mune response (11). This process is referred to as negative
selection. An exception to this process involving the selec-
tion of regulatory T cells will be discussed later.

Stages of T-Cell Development at which
Negative Selection Occurs

The experiments involving tolerance to the H-Y and Ld

antigens suggested that clonal deletion takes place at the
early DP stage, whereas the experiments involving toler-
ance to superantigens suggested that clonal deletion takes
place at the transition from the DP to the SP stage. This

dichotomy has been observed in a single transgenic mouse
that carried a receptor specific for both a viral antigen
and an Mtv-7 encoded superantigen (85). The T cells were
deleted at the early DP stage if the mice were carriers of
the virus, but deleted closer to the SP stage when the mice
did not harbor virus, and instead were mated to animals
expressing the Mtv-7 superantigen. Thus, it seemed likely
that the nature of the recognition event—where and how
the antigen and the receptor were expressed at the time of
antigen presentation—would determine the stage at which
the cells were deleted.

In the case of superantigens, the major cell type found to
express these proteins is the B cell (86). In the adult mouse
thymus, these cells are mainly CD5+ B1 cells located in the
medulla, near the corticomedullary junction (87,88). Inter-
estingly, these B1 cells are not present in neonatal thymus,
and Vβ6+ T cells are not deleted by the Mtv-7 superantigen
in the neonate (88,89). In the case of the Mtv-6 superanti-
gen, however, expression takes place in thymic dendritic
cells (90) and deletion is completed earlier (91). Vβ3+ T
cells are deleted in fetal thymic organ cultures (FTOCs),
but not in reaggregated cultures that lack the dendritic
cells. When compared with Mtv-1, which encodes an iden-
tical protein expressed in B cells, Mtv-6 mRNA expression
is eightfold higher. This results in 50% deletion of DP thy-
mocytes as well as all of the SP thymocytes, compared with
one-half that effect in both compartments for Mtv-1. Thus,
the amount and location of superantigen expression can
determine the extent of clonal deletion that is observed.

In the case of the TCR transgenics, it now seems clear
that the receptors are prematurely expressed at high lev-
els at the double-negative (DN) stage of T-cell develop-
ment when the TCR beta genes normally become active
(DN2–DN3) (92). If the antigen is sufficiently present in
the environment at this time, then the TCR signaling in-
duces a maturational arrest at the CD4−,CD8− (DN) or
CD4−,CD8low pre–T-cell stage, depending on the strength
of signal and the exact timing of receptor expression
(92,93,94). In the case of the H-Y transgenic mouse, this
must be at the CD4−,CD8low stage because CD8 interaction
with the MHC class I molecule is required for deletion
(95). Some of the cells, however, do manage to survive,
either by differentiating toward other lineages (γ δ T cells
or CD8αα-intraepithelial lymphocytes) or by rearranging
their endogenous alpha chain genes, which in some in-
stances can interfere with signaling through the transgenic
receptor by preferential chain pairing or by decreasing the
cell surface density of the transgenic receptor (96,97). As a
consequence, the periphery is usually populated with these
surviving, dual receptor T cells and T cells of other lineages.
Under normal circumstances, of course, the T cells would
not express their full surface αβ receptor until the DP stage,
after the alpha chain gene rearrangement has been com-
pleted. When the H-Y-specific TCR was engineered to sep-
arately express the alpha chain gene under the control of
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a modified CD4 promotor, it emerged correctly at the DP
stage and deletion in the male mice occurred later (98). In
this case there was only a 50% decrease in the number of
DP cells, while most of the SP cells were deleted.

But why did all the DP thymocytes not delete as soon
as they expressed the H-Y–specific receptor? In contrast to
the superantigens, whose expression is mostly restricted to
the medulla, the H-Y antigens are ubiquitously expressed
and in the thymic cortex could clearly produce substan-
tial thymocyte deletion in the original TCR transgenic at
the DN to DP transition. Indeed, a variety of experiments
have demonstrated that if the antigen is introduced into
the cortical environment at high concentrations, then all
the DP thymocytes quickly die by apoptosis. This was first
demonstrated by adding soluble superantigens or anti-CD3
antibody to FTOCs and observing apoptosis of DP cells in
18 hours (78,99). This was subsequently confirmed in TCR
transgenic mice by administration of soluble peptide (100–
104). The in vitro culture experiments were critical because
in vivo administration of peptides can lead to peripheral
activation of mature T cells and release of cytokines such as
tumor necrosis factor (TNF), which kill DP thymocytes in-
dependent of negative selection (105,106). Yet even some
FTOC gave outcomes different from in vivo results. Iso-
lated cortical epithelial cells from mice expressing the cir-
culating complement protein C5 were able to present this
antigen in reaggregation FTOC as efficiently as isolated
thymic dendritic cells for the deletion of TCR transgenic
DP thymocytes, suggesting an adequate amount of anti-
gen loading and effectiveness (107). However, in vivo, the
deletion of the TCR+ cells did not occur until the DP to SP
transition (97). Thus, physiological levels of the processed
C5 antigen on cortical epithelial cells were not adequate
to induce clonal deletion of thymocytes in vivo at an early
DP stage. However, this particular transgenic TCR may not
delete early because it is expressed under the control of an
hCD2 locus control region, which yields lower than normal
TCR expression levels.

Recently it has been possible to examine clonal dele-
tion in the thymus of normal B6 mice by two different
methods. The first used a monoclonal antibody against a
CD3ε conformational determinant that becomes exposed
when the TCR receives a strong antigenic signal (108). By
immunohistochemistry, this marker was greatly elevated
in TCR transgenic mice undergoing negative selection and
was associated with a marker of apoptosis occurring in the
same cells. When this technique was applied to tissue sec-
tions of normal B6 thymus, only a small number of cells
were positive, and these were mostly DP thymocytes lo-
cated in the cortex and corticomedullary junction. The sec-
ond approach looked at thymocytes that have up-regulated
expression of the orphan steroid nuclear receptor Nur77
(109). This molecule is expressed within 1 hour after TCR
stimulation, leading to cell death, and it is elevated in a
small subset of thymocytes in both alloantigen-induced

and superantigen-induced clonal deletion. In B6 mice, the
0.5% Nur77+ cells were found in both the DP and CD4
SP subpopulations. All these cells expressed high levels of
CD69 and the DP cells were TCRint and low for both CD4
and CD8, suggesting that they had just been positively se-
lected. The CD4 SP cells were TCRhigh and CD24(HSA)high,
implying that they were semimature T cells normally found
in the medulla (see later discussion). Thus, with this tech-
nique, normal negative selection appears to mainly occur
at the late DP to SP transition.

Receptor Editing?

Why are the immature DP thymocytes not usually deleted
in vivo? One possibility is that, similar to immature B cells
(see previous discussion), the T cells undergo a receptor
editing process instead. There are two intriguing experi-
ments in the literature that suggest that this might be pos-
sible. A standard TCR transgenic mouse expressing its re-
ceptor under the control of an IgH enhancer assembled its
receptor during the DN stage and deleted most of the TCR+

cells as they matured to the DP stage, when the mice were
crossed to another transgenic mouse expressing the anti-
gen (110). In contrast, if the rearranged Vα-Jα gene was
knocked into the TCRα locus and then crossed to a sepa-
rate TCRβ chain-only transgenic mouse to reconstitute the
original receptor, the DP thymocytes in this hybrid mouse
were not deleted when crossed to the antigen transgenic.
Instead, most of the knocked in TCRα chains disappeared
and seemed to be replaced by other alpha chains. That this
might be a receptor editing process was suggested by exper-
iments with another TCR transgenic mouse, which, when
its DP thymocytes were exposed to antigen in the cortex,
up-regulated expression of the RAG genes, enhanced gene
rearrangement at the TCRα locus, and increased expres-
sion of receptors bearing endogenous TCRα chains (111).
In neither set of experiments, however, was it proven that
the loss of transgene expression was the direct result of
receptor driven rearrangement of the knock-in allele.

In contrast to this work, a second major attempt to
examine TCR editing by knocking in a rearranged anti–
H-Y Vα-Jα gene and expressing it on both chromosomes
failed to produce any evidence for receptor editing (112).
All that was observed was clonal deletion. Although these
mice might not have shown editing because the transgenic
receptor was expressed too early (at the DN stage), the con-
clusion of “no editing” was subsequently substantiated by
studies with a β chain-only transgenic mouse in which
pairing with the normal Vα repertoire generated a vari-
ety of anti-H-Y-specific T cells at the DP stage (113). Ex-
amination of the effect of the presence of the male anti-
gen on a particular subset of anti–H-Y-specific receptors
demonstrated no molecular evidence for receptor editing
in the form of excess T-cell excision circles bearing the
rearranged Vα-Jα gene. In fact, what was observed was
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a decrease in the ratio of male-reactive T-cell excision cir-
cles, relative to out-of-frame sequences, in males compared
with females. This result is more consistent with clonal
deletion. Thus, in contrast to B cells, T cells mainly use
clonal deletion as their mechanism for negative selection.
The purpose of early receptor revision in T cells appears
instead to be reserved for optimizing positive selection, in
which the task is to generate as many receptors as pos-
sible that are capable of recognizing self MHC molecules
(114–116).

Antigen-presenting Cells for
Negative Selection

If DP thymocytes do not undergo receptor editing in re-
sponse to antigens presented by thymic epithelial cells,
why do they not undergo clonal deletion more frequently?
The dominant idea in the literature throughout the years
has been that cortical epithelial cells are not very effec-
tive at presenting antigens for negative selection, either
because they do not access and process the antigen ad-
equately or because they are incapable of providing ap-
propriate costimulatory signals. The earliest experiments
giving rise to this concept involved various types of thymic
and bone marrow MHC chimeras (117). When (MHC-A ×
MHC-B)F1 bone marrow cells were transferred into
lethally irradiated strain B recipients, tolerance resulted
for both strain A and strain B peptide MHC complexes as
measured in a mixed leukocyte response (MLR) or a cyto-
toxic T lymphocyte (CTL) response (118). In superantigen
models, this process involved deletion of thymocytes at the
DP-to-SP transition stage, suggesting a role for hematopoi-
etic cells, such as thymic dendritic and B cells, which re-
populate an irradiated thymus quickly from bone marrow
precursors (119,120). In a more direct experiment (121), it
was shown that allogeneic dendritic cells from the spleen
introduced into a FTOC could induce tolerance to the al-
loantigens as measured in a CTL assay. Thus, a profes-
sional antigen-presenting cell (APC) capable of activating
T cells in the periphery, tolerized thymocytes, again con-
sistent with Burnet’s original clonal deletion model (11).
Other experiments with thymocyte suspensions from TCR
transgenic mice showed directly that splenic APCs could
induce deletion of CD4+CD8+ T cells in vitro (122).

In contrast, the role of thymic stromal (nonhematopoi-
etic) cells in negative selection has always been more con-
troversial. Initial experiments with parental MHC-B bone
marrow into (A × B)F1 irradiated hosts revealed toler-
ance to strain B MHC molecules, but alloreactivity against
strain A APC (123). Similarly, deoxyguanosine-treated fetal
thymuses (depleted of hematopoietic cells) when grafted
into allogeneic nude mice, produced T cells that reacted in
MLR (124) and CTL response (125) against the alloanti-
gens of the thymus donor (126). The initial conclusion
from these types of experiments was that thymic stromal

cells could not induce negative selection at all. A careful
examination of the data, however, reveals that some nega-
tive effects do take place. For example, alloreactivity in the
MLRs was often quantitatively diminished and the nude
mice did not reject their thymus grafts (127). How then
does one account for the failure to completely induce tol-
erance by thymic stromal cell antigen presentation? One
possibility is that the tolerance induced is tissue-specific
(128). Although alloantigens have the virtue of directly
presenting their peptides without cell transfer, they can
only tolerize for the subset of bound peptides that are ex-
pressed in the stromal cells. Hence, MLR and CTL assays,
in which splenic dendritic cells do the presenting, will still
be capable of stimulating T cells specific for hematopoietic
cell-derived peptides not expressed by the thymic stromal
cells. When a second whole thymus graft is given, only
the hematopoietic cells, not the stromal cells, are rejected
(128). For example, when the MHC class II gene I-Ab

β was
targeted using a keratin-14 (K14) promoter for transgenic
expression in the thymic cortical epithelium of MHC class
II-deficient (I-Ab−/−

β ) mice, the CD4+ T cells from these
animals were strongly responsive to “self” splenic den-
dritic cells in an MLR (129). However, when given syn-
geneic thymus grafts, they accepted them because they
were tolerant to peptide/MHC complexes expressed on the
epithelial cells (130). The MLR was due to dendritic cell
peptide/MHC complexes that were not expressed on the
thymic epithelium. The fate of other tissue grafts in this
type of experiment depends on how much peptide overlap
there is between the thymus and the grafts (128). Simi-
lar observations were made for CD8+ T cells tolerized to
MHC class I molecules that were targeted for expression
in thymic cortical epithelial cells of a β2-microglobulin
(β2m) knockout mouse with the K14 promoter driving ex-
pression of β2m (131).

The second possibility to explain the presence of al-
loreactivity in parent into F1 chimeras is that only T cells
with high-avidity receptors are deleted, leaving low-avidity
clones to respond to strong dendritic cell presentation
(127). This explanation has the virtue of being able to
explain the absence of clonal deletion in chimera exper-
iments involving viral superantigens. For the most part,
these molecules stimulate regardless of what peptides are
bound to the MHC class II molecule. Although in some
cases the failure to delete in vivo may be the result of the
inaccessibility of the superantigens to the MHC molecules
on thymic cortical epithelium, an in vitro experiment with
deoxyguanosine-treated FTOC reconstituted with fresh T
cells plus or minus dendritic cells, showed that an ex-
ogenous superantigen could only rapidly induce clonal
deletion in the presence of dendritic cells, even though
the superantigen was shown to bind to the MHC class
II molecules on the epithelial cells (132). Cultures lack-
ing dendritic cells, however, did demonstrate deletion on
prolonged exposure to superantigen, suggesting that the
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stromal cells are just inefficient at antigen presentation.
For CD8+ T cells, targeting of an MHC class I molecule to
the thymic medullary epithelium with either a keratin IV
promoter or an aberrantly expressed Eμ promoter resulted
in tolerance that was “spilt”; that is, the animals accepted
skin grafts but manifested a CTL response in vitro in the
presence of interleukin 2 (IL-2) (133,134). Crossing this
mouse to a CD8+ TCR transgenic mouse specific for the
MHC class I molecule deleted only T cells expressing high
densities of the TCR, and not those with lower densities
(135). The latter exist because of endogenous TCRα chain
expression and are probably of lower avidity and thus less
readily activated.

In contrast to experiments involving alloantigens, neg-
ative selection experiments using peptides from non-MHC
antigens were more straightforward to interpret. Chimera
experiments with TCR transgenic animals revealed strong
evidence for thymic stromal cell-mediated deletion. For ex-
ample, transfer of TCR-transgenic bone marrow cells from
a mouse expressing a nondeleting MHC allele, into a virus-
infected irradiated host expressing on its stromal cells the
MHC molecule capable of viral peptide-specific presenta-
tion and deletion, led to massive elimination of the cells in
the thymus at the early DP stage (either because of prema-
ture TCR expression or high levels of antigen expression)
(94). In experiments with the H-Y antigen, the early dele-
tion was less dramatic if the bone marrow-derived cells ex-
pressed an allo-MHC molecule that could not present the
peptide (136). In this case, thymocyte yields in the male
were 25% of what was observed in the female, showing
that partial deletion was occurring from stromal cell anti-
gen presentation. However, the surviving DP cells all had
high TCR expression and many made it to the CD8+ SP
stage, suggesting that a significant fraction were not being
deleted by the cortical epithelial cells. Similar results were
observed in experiments using deoxyguanosine-treated,
male thymic epithelial cell grafts into thymectomized fe-
males (136). In still other experiments, clonal deletion of
the DP thymocytes was observed when the H-Y peptide
was expressed as a transgene under the control of the K14
promoter, which limited expression to cortical thymic ep-
ithelial cells (93).

A particularly interesting result was obtained when a
human papilloma virus protein (E7) was targeted to the
cortical thymic epithelium with the K14 promoter (137).
This expression resulted in a reduction, following antigen
priming, of the antiviral CTL response, but an enhanced
T-cell proliferative response and normal B-cell help. This
“split” result suggests that presentation by cortical epithe-
lial cells of a particular peptide/MHC class I molecule can
be more effective for tolerance induction than that of a
particular peptide/MHC class II molecule derived from the
same antigen. In another set of experiments with CD4+ T
cells, a transgenic TCR specific for pigeon cytochrome c
deleted only SP T cells when crossed to a transgenic mouse

expressing limited amounts of that antigen, but deleted at
the DP stage when crossed to a second transgenic mouse
that expressed three-to tenfold more antigen (138). Both
antigen-transgenic mice expressed cytochrome mRNA in
the cortex and medulla, but only the high antigen expressor
induced observable apoptosis of thymocytes in the cortex.
Interestingly, a second cytochrome c-specific TCR trans-
genic mouse expressing a receptor of lower affinity for the
antigen, deleted only at the SP stage, even when crossed
to the high antigen-expressing mouse. In contrast, cells
with this same receptor were completely deleted at the DP
stage when crossed to a strain very highly expressing an
inducible form of the peptide embedded in an invariant
chain transgene (108,139). Thus, the level of antigen ex-
pression and the affinity of the receptor for antigen deter-
mined whether deletion took place in the cortex at the DP
stage of development.

What then are the differences that sometimes allow the
same T cell to be deleted by thymic dendritic cells at the
corticomedullary junction and not by epithelial cells in
the cortex? One key factor on the T-cell side is that posi-
tive selection leads to a tenfold increase in TCR expression
(140,141). This allows TCR occupancy to be enhanced and
could allow previously suboptimal signals to become ade-
quate for negative selection. The second factor, on the APC
side, is that thymic dendritic cells are in general more po-
tent APCs. The ability of the two cell types to present anti-
gens has been directly tested in vitro. Cortical epithelial
cells were clearly inferior to thymic dendritic cells when
asked to stimulate mature T cells to express CD69 or pro-
liferate (107,142). Some of this inferiority may relate to
a lack of expression of costimulatory molecules (such as
B7), which have been shown in a number of different mod-
els to be required for clonal deletion in the thymus (143–
145,146,147,148). Nonetheless, when tested in a direct as-
say for clonal deletion of thymocytes, cortical epithelial
cells were found to be as potent as dendritic cells (107),
perhaps because very few peptide/MHC complexes are re-
quired for clonal deletion in vitro (149). In vivo, however,
their weaker presentation capacity under nonsaturating
conditions may normally hinder adequate stimulation of
DP thymocytes for clonal deletion. Overall, the published
results suggest that, although thymic epithelial cells are
less efficient at antigen presentation, they can effectively
induce DP T-cell clonal deletion in certain cases, depend-
ing on the affinity of the particular TCR, the density of the
peptide/MHC complexes that are present, and the amount
of costimulation available.

If one accepts that bone marrow-derived dendritic cells
are the primary mediators of clonal deletion in the thy-
mus, then it is possible to obtain a minimal estimate for
the extent of clonal deletion that occurs during normal
T-cell development by examining radiation chimeras in
which the bone marrow is derived from MHC class II-
deficient or MHC class I and II double-deficient mice. If the
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irradiated host is normal for MHC expression, then posi-
tive selection will be unaffected. In contrast, negative selec-
tion by thymic dendritic cells would be completely elim-
inated. When this experiment was performed (150), the
percentage of single-positive CD4+ T cells in the chimeric
thymus increased 1.7-fold over control chimeras, suggest-
ing that about 40% of the positively selected cells normally
undergo clonal deletion induced by bone marrow-derived
cells. This result is consistent with studies on positive se-
lection of CD4+ T cells in the presence of a single pep-
tide/MHC ligand wherein 65% of the repertoire sampled
(by generating T-cell hybridomas) was autoreactive against
the same MHC molecule plus other peptides (151). An ex-
periment in which both approaches were combined, con-
firmed a steady-state 1.7-fold increase in CD4+ T cells
when bone marrow-derived dendritic cells expressed only
a single peptide/MHC ligand, and conversely a deletion of
two thirds of the repertoire positively selected on the sin-
gle peptide/MHC ligand when the bone marrow-derived
dendritic cells expressed a normal complement of multi-
ple peptide complexes with the same MHC molecule (152).
Thus, at least 40% to 70% of selected thymocytes undergo
negative selection.

Clonal Deletion in the Thymic Medulla

Evidence that clonal deletion can still occur even after
thymocytes have reached the single-positive stage in the
medulla is very compelling. For T cells reactive with en-
dogenous superantigens, the tolerance process often be-
gins only after birth. Mtv-7 reactive CD4+CD8− Vβ6+ thy-
mocytes disappear during the first week of life, when B1
cells expressing the viral ORF arrive in the thymic medulla
(89,153). In vitro culture of these Vβ6+ cells demonstrated
that the disappearance was not just a migration out of
the thymus, but an active death process that could be
inhibited by low temperature, cycloheximide, or actino-
mycin D. In vivo experiments have suggested that it is
the earliest CD24high CD4+8− cells that are being deleted
(154). The mechanism includes costimulation, with both
CD40L/CD40 and often CD28/B7 interactions being re-
quired for maximum effect (145,148). Involvement of other
molecules such as ICAM, CD5, and CD43 has also been
suggested (146,147). Thus, again, full activation leads to
negative selection, indicating that even semimature thy-
mocytes are tolerizable only.

These cells are also susceptible to glucocorticoid-
induced cell death and are functionally immature like DP
thymocytes (155–157). Thus, this thymocyte subpopula-
tion appears to be in transition from an immature to a
mature T-cell stage. This is quite similar to the transitional
stage in B-cell development, which occurs after the imma-
ture B cells migrate from the adult bone marrow to the
spleen. In that stage, they are still highly susceptible to
BCR-induced cell death (see later discussion). The thymic

medulla can in some sense be regarded as a peripheral
lymphoid organ, like the spleen, as it is readily accessible
to circulating antigens and to recirculating activated lym-
phocytes such as the B1 cells and effector T cells (88,158–
160). Thus, in both lineages, these semimature cells are
still preferentially susceptible to cell death following strong
receptor stimulation. Other mechanisms of tolerance can
also be induced at this stage and will be discussed in the
sections on peripheral tolerance mechanisms. The impor-
tance of the medullary tolerance process has recently been
shown in CCR7 and CCR7 L gene-targeted mice (161). Cor-
tical cells in these mice leave the thymus after the DP-to-SP
transition, instead of moving into the medulla under CCR7
chemokine direction. As a consequence, the mice are not
fully tolerant, and develop autoimmune disease of the sali-
vary and lacrimal glands. Presumably some of the T cells
reactive against the autoantigens in these tissues are nor-
mally inactivated in the thymic medulla.

Signaling Aspects of
T-Cell–Negative Selection

Burnet (11), Talmage (162), and Lederberg (163) postu-
lated early on that negative selection occurs by signal-
ing through the antigen-specific receptor followed by cell
death. Although histologic examination of the thymus does
not reveal much evidence for ongoing cell death, kinetic
labeling studies have demonstrated that about 95% of
the cells generated in the thymus die there (164). Experi-
ments using a more sensitive TUNEL assay to detect DNA
strand breaks showed that macrophages contain the de-
bris of thymocytes that have died by apoptosis (79). In a
TCR Vβ5 transgenic mouse expressing MHC class II I-E
molecules and an endogenous Vβ5-reactive Mtv-9 ORF-
superantigen, the medulla of the thymus was found to con-
tain aggregates of apoptotic cells that were engulfed by
MAC3+ macrophages. This first visualization of apoptosis
established that the final death process induced by super-
antigens was taking place in the thymic medulla. Others
have since used this technique to visualize apoptosis in the
cortex with TCR transgenic models (108,138).

Although a consensus now exists that thymocytes die by
apoptosis during negative selection, the molecular path-
ways leading to this programmed cell death are not fully
understood (165). Negative selection is a process elicited
by TCR stimulation and needs to be distinguished from
the death by neglect that occurs at the DP stage, when thy-
mocytes fail to have their TCR engaged for positive selec-
tion. A strong receptor occupancy signal leads to a confor-
mational change in the cytoplasmic domain of the CD3ε

chain of the TCR, which is thought to reflect the initia-
tion of signal transduction (108). An exposed proline-rich
sequence then binds the SH3 domain of the Nck adap-
tor protein, which recruits the serine/threonine kinase
MINK to activate the negative selection pathway (166).
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MINK-deficient mice display enhanced production of
TCRhigh DP and CD4 SP thymocytes, including Vβ5+

T cells that are normally deleted by the Mtv-9 superanti-
gen. MINK deficiency also completely prevents clonal dele-
tion of DP thymocytes in the H-Y male transgenic model.
MINK expression is greatly up-regulated at the DP stage
of thymocyte development and then declines back down
at the SP stage, suggesting that it might be a critical com-
ponent of the signaling machinery that makes thymocytes
tolerizable only.

In addition to MINK activation, the more conventional
tyrosine kinase activation pathway is also critical for neg-
ative selection. A point mutation in the SH2 domain of
Zap-70, which interferes with TCRζ binding and Zap-70
phosphorylation following anti-CD3 cross-linking, leads to
impaired positive and negative selection in TCR transgenic
models. Interestingly, these mice develop an autoimmune
arthritis (167). To achieve negative selection, Zap-70 must
adequately phosphorylate LAT, which then recruits Grb2
and PLCγ 1 to the plasma membrane. The adaptor protein
Grb2 is involved in activation of Ras at the plasma mem-
brane via the guanine nucleotide exchange factor mSOS.
The lipase PLCγ 1 generates diacylglycerol and inositol-
tris-phosphate/calcium release and facilitates N-Ras acti-
vation via activation and recruitment of RasGRP1 to the
plasma membrane or Golgi (168,169). Ras activation at the
plasma membrane is the critical event. This is followed by
activation of the mitogen-activated protein (MAP) kinase
family of enzymes (170). All experiments support a role
for sustained Jun N-terminal kinase (JNK) activity (171),
and the Grb2-SOS pathway of Ras activation plays a key
role in this process (168). The p38 pathway is also acti-
vated via Zap-70 phosphorylation (172). Data for involve-
ment of the extracellular signal-regulated kinase (ERK)
pathway has been conflicting; however, an early peak of
ERK activation at the plasma membrane is now thought
to be required (169,173,174,175,176). Interestingly, MINK-
deficient DP thymocytes show an impairment in receptor-
induced JNK phosphorylation, but not in ERK phosphory-
lation (166), reinforcing the importance of JNK in clonal
deletion. The involvement of the calcium/calcineurin path-
way is also controversial, but most of the experiments us-
ing cyclosporin A, which inhibits calcineurin in this path-
way, suggest that NF-AT activation does not play a key role
in cases of strong deletion, although elevated intracellu-
lar calcium levels are critical (104,177–179). Finally, ex-
periments expressing a superinhibitory form of the NF-κB
inhibitory protein in the T-cell lineage had no effect on
the negative selection of two different CD8-restricted TCR
transgenics (180).

Further downstream there is good evidence for the in-
duction of the proapoptotic transcription factor Nur77,
an “orphan” steroid nuclear receptor (178,181). Transcrip-
tion of this receptor is negatively controlled by HDAC7,
a thymocyte-enriched histone deacetylase that normally
resides in the nucleus (182). On TCR engagement, activa-

tion of protein kinase delta1 leads to serine phosphoryla-
tion of HDAC7 and redistribution of the protein into the
cytoplasm (183,184). Within 1 hour this facilitates tran-
scription and translation of Nur77. In the presence of ade-
quate intracellular calcium, the protein activates transcrip-
tion of downstream genes. Although the Nur77 knockout
mouse shows normal clonal deletion (185), a DN form of
Nur77 inhibits negative selection in the F5 and H-Y trans-
genic mouse models, suggesting redundancy in the path-
way, possibly mediated by other family members such as
Nurr1 (181,186). Nur77 is also induced in mature T cells
following TCR and CD28 signaling. Under these circum-
stances, however, the protein is hyperphosphorylated by
continued signaling through the PI3 K/Akt and Erk/MAP
kinase pathways (187). This inactivates its DNA binding
domain, allowing the protein to be removed from the nu-
cleus to the cytoplasm, where presumably it is inactive
(188). The difference in the response between immature
thymocytes and mature T cells is not fully understood,
but one observation is that immature thymocytes fail to
strongly activate Akt kinase activity (187). Finally, gene
knockout experiments have shown that the BH3-only Bcl-
2 family member BimL is required for complete thymo-
cyte negative selection (189). This protein is up-regulated
in thymocytes following TCR ligation and combines with
Bcl-XL to inhibit its survival function (190). Transcription
of BimL requires both protein kinase C (PKC) activation
and an increase in intracellular calcium (179). BimL up-
regulation is attenuated in MINK-deficient cells (166) and
its induction has been shown to require JNK activation in
neurons (191). In the autoimmune prone NOD mouse both
Nur77 and BimL up-regulation are impaired (192). BimL
is a critical initiator of apoptosis in both DP and semima-
ture CD4 SP thymocytes (193); however, the KO pheno-
type is fairly mild (only late B-cell–mediated immune com-
plex glomerulonephritis) (194) and its effect in reversing
deletion in the male H-Y transgenic model was only par-
tial (189). This suggests that other BH3-only family mem-
bers, such as PUMA, may also play a role in negative se-
lection (195). Null mutations in death receptors and their
ligands, such as TNF, TRAIL, and TNF-receptor, have no ef-
fect on thymic negative selection (196,197), but the role of
the Fas/FasL pair still remains controversial (193,198,199).
Some experiments suggest that Fas-mediated deletion of
semimature CD4+ SP thymocytes can occur at high lev-
els of receptor cross-linking (199); other experiments do
not (193).

Activation Versus Tolerance Thresholds

After T cells complete their maturation in the thymus,
they are capable of responding to a foreign antigen when
the concentration of peptide/MHC complexes derived
from that antigen reach a certain critical density for ac-
tivation. The relationship between this threshold and the
concentration of intact antigen depends on processing
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and presentation requirements, in addition to the intrinsic
affinity of the TCR for the peptide/MHC complex. An im-
portant question is the relationship between this threshold
for peripheral activation and the one involved in negative
selection. If a self-antigen presented in the thymus induces
clonal deletion in only a subset of high-affinity T cells, what
happens if that antigen is subsequently expressed or pro-
cessed in peripheral tissues in increased amounts during
tissue destruction in an inflammatory response? Will T-
cell clones with slightly lower affinity for the self-peptide
MHC complexes now become activated? This usually is not
the case; that is, trauma rarely leads to autoimmunity. The
question is, why?

Early observations on endogenous viral superantigens
suggested that T cells bearing certain Vβs could be deleted
in vivo if the mice carried the proper Mtv, but that these
same cells could not be stimulated in vitro to give a T
cell proliferative response with APCs expressing that Mtv
(200). This suggested that tolerance induction in the thy-
mus was achieved at a lower threshold than peripheral T-
cell activation. The use of thymic organ cultures and TCR
transgenic mice allowed a more quantitative analysis of
this comparison. Deletion of TCRhigh Vβ8+ cells by the su-
perantigen SEB in thymic organ culture occurred at con-
centrations that were 30- to 100-fold lower than those re-
quired to activate mature CD4+ cells to proliferate (201).
For T-cell help generated in FTOC, exposure to the liver
F protein during in vitro culture induced tolerance at a
tenfold lower concentration than that required for prolif-
eration of mature T cells (202). Finally, for CD8 responses,
variant lymphocytic choriomeningitis viruses were com-
pared for their ability to elicit antiviral responses in TCR
transgenic mice and for their ability to induce neonatal
tolerance in these mice (203). One viral variant could not
activate a CTL response or be cleared by the animal over
a 1000-fold range of viral challenge doses; yet it was capa-
ble of inducing a partial deletion (40%) of transgenic TCR
CD8+ T cells in the thymus after neonatal tolerization.
Thus, all the experiments suggest that the concentration
threshold required for tolerance induction of immature T
cells is lower than the threshold required by the mature T
cell for activation.

A direct estimate of the sensitivity of immature thy-
mocytes to clonal deletion in FTOC established from a
TCR transgenic showed that as few as three to four pep-
tide/MHC complexes were sufficient to delete 50% of the
cells (149). This, however, was with the strong, high-affinity
agonist peptide. More revealing results have emerged in
experiments performed with partial (weak) agonist pep-
tides. In some cases these peptides allowed development
of TCR transgenic thymocytes that were no longer re-
sponsive to the partial agonist after maturation, suggest-
ing that the T cells had somehow altered their threshold
for activation during the selection process (204). Another
study, using a CD69 expression assay for the readout of
a response, revealed the requirement for a 10- to 30-fold

higher concentration of partial agonist to stimulate pe-
ripheral CD4+ T cells compared with DP transgenic thy-
mocytes (205). In contrast, there was little or no differ-
ence in the response of cells from the two tissues using
a high-affinity peptide agonist. Thus, the adjustment in
the responsiveness threshold has its critical impact only
on low-avidity interacting ligands. Biochemical experi-
ments showed that these functional observations were
associated with decreases in proximal TCR signaling of
the mature cells by the weak agonist peptides, affecting
the level of tyrosine phosphorylation of TCRζ and ZAP
70. Similar observations have been made for CD8+ T
cells, where the weak agonist peptide could elicit both
CD69 and a calcium response from DP thymocytes, but
no detectable calcium response from mature CD8+ T cells
(206). Recently, it was suggested that this difference might
be due to increased sialylation of the T cell on matura-
tion, which reduces the avidity of the CD8 coreceptor for
MHC class I molecules (207). The general conclusion from
these studies is that T-cell maturation is accompanied by
a raising of the activation threshold of the cell, which
helps prevent the activation of low-affinity anti–self-clones
in the periphery by small changes in the concentration
of self-peptide/MHC complexes. A conceptually similar
maturation phenomenon occurs for B cells, as discussed
earlier.

In addition to this differentiation event for altering
thymocyte activation thresholds, there also exists mech-
anisms for altering thresholds in response to environmen-
tal cues. This process has been referred to as T-cell tuning
(208). The best example involves the cell surface molecule
CD5 (209). The membrane levels of CD5 increase as thy-
mocytes mature from DN to DP to SP cells. The final level
achieved on a particular T cell depends on its TCR avidity
and the strength of signal it transmits into the cell. Trans-
genic TCRs of higher avidity emerge as cells with higher
levels of CD5, while TCRs with impaired signaling func-
tion, such as those with inactivated TCRζ ITAMS, emerge
with lower levels of CD5 (210). T cells from CD5−/− mice
display an enhanced responsiveness to antigen, suggest-
ing that the molecule has a negative impact on TCR sig-
naling. This involves ITAM and ITIM motifs in its cyto-
plasmic domain, but the exact biochemical mechanism of
its negative signaling and the mechanism by which TCR
strength of signal is converted to alterations in CD5 lev-
els are not understood. Nonetheless, the consequences for
thymocyte positive and negative selection are clear. In the
case of a TCR with a high avidity for a positively selecting
self-peptide/MHC ligand, gene targeting of CD5 can cre-
ate an environment in which many of the cells are neg-
atively selected (209). In a TCR transgenic mouse with
weak alloreactivity, introduction of the alloantigen leads
to deletion of many of the cells, but those that exit the thy-
mus have higher levels of CD5 (210). This “adjustment”
occurs at the DP stage. In contrast, high constitutive ex-
pression of a CD5 transgene had the opposite effect. This
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FIGURE 29.1 Selection of the T-cell repertoire as a conse-
quence of T-cell receptor avidity for self-antigens expressed in
the thymus. The 10% of cells whose receptors have an avidity
greater than that indicated by the thin vertical bar on the left
undergo positive selection. Of those, cells with receptors of the
highest avidities (to the right of the thick vertical bar) undergo
negative selection by clonal deletion.

prevented positive selection in both the female CD8+ MHC
class I-restricted H-Y TCR transgenic mouse and the CD4+

MHC class II-restricted DO11.10 TCR transgenic mouse
(211). These results suggest that thymocytes use the reg-
ulation of CD5 expression to fine tune their TCR respon-
siveness during selection, and could explain some of the
puzzling observations made with weak peptide agonists
(204). This adjustment would optimize the capture of cells
by positive selection and minimize the loss of cells from
negative selection at the DP stage.

Despite these mechanisms to fine tune the negative se-
lection process to ensure the optimum deletion of self-
reactive T cells, the cutoff inherently has an arbitrary
aspect to its nature. If one thinks of the generated T-cell
repertoire as having various degrees of affinity for a par-
ticular self-antigen (pedtide/MHC complex), then only a
small fraction of TCRs will have a high enough avidity to
be negatively selected (Figure 29.1). Another, presumably
larger, cohort of cells of more modest affinity would be
positively selected during thymic development. But where
do you set the line that distinguishes between these two
cohorts? Studies on a set of peptide analogs with differing
avidities for a particular TCR showed that the distinction
is quite sharply demarcated (169). Most analogs are either
only positively selected or negatively selected in FTOC, no
matter what dose of antigen was added. However, a rare
few could do both, positively selecting at low doses and
negatively selecting at high doses. How the T-cell molecu-
larly makes such a sharp distinction is not understood, but
these rare peptides that can do both clearly present a po-
tential challenge to self-tolerance if they are subsequently
expressed at high levels in the periphery.

DOMINANT TOLERANCE: NATURAL T
REGULATORY CELLS (NTREGS)

Perhaps because of this inherent leakiness of negative
selection, the immune system seems to have evolved an
additional mechanism to deal with the problem of autore-
activity at the T-cell level. This entails the selection of a sub-
population of CD4+ T cells that expresses the transcription
factor Foxp3 and low levels of the alpha chain of the IL-
2R (CD25) (212–214). Nishizuka and Sakakura (215) first
showed that neonatal thymectomy of female mice at 3 days
of age (but not at day 1 or 7) led to oophoritis and steril-
ity. Subsequent studies showed that other organs could be
affected such as the thyroid, stomach, prostate, and testis,
and that the target tissue varied depending on the genetic
background of the inbred mouse strain (216,217). Disease
could be prevented either by thymus grafting or by injec-
tion of normal day 7 or adult spleen cells. A transfer model
into lymphopenic hosts eventually allowed the identifica-
tion of the protecting cells as CD4+ T cells (218) and then
later as constitutively expressing CD25+ (219) and the tran-
scription factor Foxp3 (220,221,222). These cells are re-
ferred to as natural T regulatory cells (nTregs)

The presence of CD4+CD25+Foxp3+ T cells in the thy-
mus suggests that they develop there, although the possi-
bility that the cells recirculate back from the periphery had
to be considered. The first convincing evidence that nTregs
arise in the thymus came from studies on embryonic ep-
ithelial grafts of thymic primordium (223,224). These ex-
periments were initially done in a chicken/quail chimera
model and then in the mouse using different strains. They
showed that allogeneic grafts were tolerated because of a
dominant suppressive mechanism directed against the ep-
ithelial cell alloantigens. Subsequently, a mouse express-
ing MHC class II molecules only in the thymic cortex was
shown to support the development of CD4+CD25+ im-
munoregulatory T cells, while mice deficient in all MHC
class II molecules did not (225). Finally, nTregs develop in
FTOC (213,226), and a mouse in which an eGFP reporter
protein was knocked into the Foxp3 locus revealed selec-
tion of T cells into this lineage at the transition from DP to
SP thymocytes (227), although recent work suggests that
initial commitment might occur earlier at the DN2 stage
(228).

What antigens do nTregs recognize? Most TCR trans-
genic mice made with receptor genes from CD4+ helper
T-cell clones do not contain nTregs when expressed on a
Rag-deficient background (so there are no other receptors
expressed), suggesting that the repertoires of these two
subsets do not overlap much. This has recently been con-
firmed by extensive sequencing of TCRs from both CD4
subsets selected under conditions of restricted TCR di-
versity (229). Not only was there little overlap, but the
diversity was greater in the nTreg subpopulation. One
TCR transgenic mouse has been described, however, which
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FIGURE 29.2 The same as Figure 29.1 except that the proposed
repertoire for natural T regulatory cells (nTregs) is superimposed.
They are mainly cells with receptors of high enough avidity to
choose this alternative fate rather than die from negative selec-
tion by clonal deletion.

gives rise to a high frequency of both CD4+CD25− helper
T cells and nTregs; but the latter were only generated when
the animal was also engineered to express the antigen to
which the TCR is specific (230). Interestingly, a second
TCR transgenic with a lower-affinity receptor for the same
antigen did not generate nTregs under the same condi-
tions. This observation suggests that a relatively high affin-
ity for the selecting ligand is required to generate nTregs.
This concept is supported by the observation that nTregs
are generated in higher frequency in SHP-1 phosphatase-
deficient mice (which signal more strongly through their
TCR) (226). The current working model for how this might
happen is shown in Figure 29.2. Positive selection of CD4
thymocytes is favored when TCR signaling is relatively
strong or sustained. If the avidity of this interaction is too
high, however, the cell undergoes a different fate. This can
be deletion by negative selection or alternatively a commit-
ment to the nTreg lineage. Which fate is adopted may be
influenced by exposure to the growth factor, thymic stro-
mal lymphopoietin, which favors survival and differentia-
tion (231), or other trans signals delivered by DP thymo-
cytes (228). In either case, though, only a few of the T cells
would have receptors with affinities in the usual positive
selection only range. Hence, little overlap would exist in
the repertoires between nTregs and conventional CD4+ ef-
fector T cells.

The self-antigen recognition by nTregs can be organ-
specific, at least in the way the cells prevent autoimmune
disease. For example, in the day 3 thymectomy models
for orchitis and prostatitis, CD4+CD25+ regulatory T cells
from the spleens of normal male mice were tenfold more
effective at preventing disease than spleen cells from either
female mice or males that had been castrated at birth (and
who therefore do not express antigens of the testes or the
testes-dependent prostate) (232). Tissue ablation experi-

ments in adults suggest that peripheral antigen expression
is needed to sustain prolonged survival and/or expansion
of the CD4+CD25+ T cells in the periphery (233). Whether
the generation and continued presence of these cells in the
thymus requires ectopic expression of peripheral antigens
in epithelial cells of the thymic medulla (see later discus-
sion), or cross-reaction with other self-antigens expressed
only in the thymus, remains to be determined.

Peripheral and thymic CD4+CD25+ regulatory T cells
have an activated phenotype. In addition to being CD25+,
they express high levels of CD44, CD5, and CD54 as well as
low levels of CD45RB and the glucocorticoid-induced TNF-
receptor family-related protein (GITR) (234). They also ex-
press CTLA4, and there is some evidence that this molecule
is involved in their trans suppressive function (235–237).
The molecule is not essential, however, because CTLA4−/−

gene-targeted mice show normal nTreg development and
function (238). Interestingly, the resting CD4+CD25+ T
cells appear to be in a clonal anergic state (see later dis-
cussion). They do not make IL-2 or proliferate when stim-
ulated through their TCR in vitro. This is partly due to al-
terations in diacylglycerol kinase activity (239) and partly
because Foxp3 competes with AP-1 for NF-AT binding to
the IL-2 promoter, preventing transcription of this gene
(240). The cells can proliferate if IL-2 is added to the cul-
tures along with anti-CD3 (241) and this approach has
been used to expand them in vitro (242). In vivo their ex-
pansion and survival also seems to depend on IL-2 (243)
because gene-targeted mice deficient in either IL-2 or its
co-signaling receptors, CD28 and CD40L, have fewer num-
bers of CD4+CD25+ cells (244,245,246,247). IL-2 does not
appear to be required for nTreg development (248,249).

In vitro studies have shown that nTregs function either
by suppressing the proliferative response of naive CD4+

and CD8+ T cells through blocking of their IL-2 produc-
tion and arresting the cells in the G1 phase of the cell
cycle (250) or by consuming IL-2 in the culture, leading to
apoptosis of these cells by cytokine withdrawal (250a).To
accomplish these things the regulatory cells must be ac-
tivated through their TCRs and come into close proximity
with the naive T cells. Once Treg activation is initiated by
antigen or anti-TCR antibodies, the suppression becomes
completely antigen independent. There is some contro-
versy about whether an APC is also involved in the process
in vitro (250–252), but recent evidence in vivo suggests
they can play a critical role in the effector function of
Tregs (214,253). Another controversy is whether the mech-
anism of inhibition involves cytokines such as IL-10 and
TGF-β (254–256). The regulatory cells clearly make these
cytokines when they are stimulated, and in some cases
this is required for suppressive function (257–259,260).
They also produce IL-9, which can recruit and activate
mast cells to mediate immune suppression (261). In any
case, the antigen-nonspecific, bystander mechanism(s) of
the suppression makes it hard to understand why these
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cells do not also suppress responses to foreign antigens
(262). Some experiments suggest that activation of the
innate immune system might lead to an inactivation of
nTregs while at the same time facilitating naive T-cell act-
vation via up-regulation of costimulation by APCs (263).
TLR-mediated stimulation of IL-6 and IL-1 production
has been shown to be critical in this regard (264).

In addition to CD4+ nTregs, recent experiments have
suggested that there might also be populations of CD8+

nTregs. Mice deficient in the CD122 IL-2R beta chain show
enhanced granulopoiesis and severe anemia that is caused
by the expansion of hyperactivated T cells (265,266). This
defect was corrected by the addition of CD8+CD122high

T cells (267). In addition, Rag2−/− mice injected with nor-
mal CD8+CD122low T cells die within 10 weeks of trans-
fer, and this autoimmunity could also be prevented by
the addition of CD8+CD122high T cells (267). In vitro ex-
periments showed that the regulatory T cells suppressed
both proliferation and interferon (IFN)-γ production by
the CD8+CD122low T cells via an IL-10-dependent mech-
anism (268). A very different population of nTregs that is
CD8+CD25+ has been detected in MHC class II-deficient
mice and it has almost all of the properties of CD4+CD25+

T cells (269). It is Foxp3+GITR+CTLA-4+, found in the
thymus, and inhibits CD25− naive T-cell responses to anti-
CD3 stimulation in vitro. However, it produces IFN-γ in
addition to IL-10 on stimulation, and proliferates without
the addition of IL-2. The exact functional role for either of
these types of CD8+ nTregs is still not clear.

TOLERANCE TO PERIPHERAL ANTIGENS

At the completion of development, T and B cells emerge
from the primary lymphoid organs and enter the recir-
culating pool of peripheral lymphocytes. One of the first
things these naive cells encounter in their fully mature
state is antigens from various nonlymphoid organs that
were thought to be restricted in their expression to a partic-
ular peripheral tissue. These antigens would be processed
by dendritic cells in the tissues and brought to the drain-
ing lymph nodes for presentation to the naive lymphocytes.
In this section is discussed whether these tissue-restricted
antigens are recognized by the immune system, whether
the antigens are only expressed in the peripheral tissues,
and whether the immune system is tolerant to them.

Tissue-specific Antigens

When Medawar was asked if he could distinguish dizy-
gotic from monozygotic bovine twins, he was certain this
could be done by skin grafting; however, when his group
attempted to test this, they found that most of the time
(7/8) skin grafts exchanged between dizygotic twins were
not rejected (270). This surprising result led them to con-
clude that skin does not contain any unique transplanta-

tion antigens, that is, none other than those found on the
hematopoietic cells for which the twins were chimeric (3).
Thus, the concept emerged that blood cells tolerize for all
tissues.

The first challenge to this intellectual framework came
from the studies of Billingham and Brent (271) on neona-
tal tolerance in mice. They found that B6 newborns in-
jected with A spleen cells were not tolerant of A skin grafts.
Boyse and colleagues (272) corroborated this finding in
radiation-induced bone marrow chimeras [(A × B6)F1 →
B6], where they were able to show that the recipient con-
tained (A × B6)F1 hematopoietic cells but still rejected A
skin. Tolerance could be induced, however, if A strain epi-
dermal cells were injected along with the F1 bone marrow
(273). They concluded that there must be a skin-specific
transplantation antigen (Sk) expressed by A and not by
B6 mice. Subsequent studies showed that two genes con-
trolled the expression of this antigen(s) (274) and that Sk
antigens could be identified in other strain combinations
(275). These studies thus appeared at odds with the orig-
inal Medawar results (270). A resolution of the contradic-
tion was achieved by Emery and McCullagh (276). They
repeated the early experiments with a small technical mod-
ification. In the original study, skin grafts were prepared
from the ears of the donor and placed on the back (whith-
ers) of the recipient. Instead, Emery and McCullagh ex-
changed flank skin grafts. In this case, all dizygotic twins
rejected their sib’s graft. Repeating the technique of Ander-
son et al. (270), they confirmed that many animals did not
reject under these conditions (in their hands, 50%). Thus,
cattle also have skin-specific antigens.

The failure to elicit a rejection with ear skin grafts most
likely relates to the “strength” of antigen presentation (e.g.,
the density of Langerhans cells), which has been shown
to vary in different areas of mouse skin (277). Although
Medawar’s group demonstrated that their ear skin grafts
were antigenic across a complete MHC genetic dispar-
ity (i.e., outbred cattle), differences in skin-specific (mi-
nor histocompatibility) antigens between dizygotic twins
is a situation in which the two immune systems are tol-
erant to all processed peptides derived from proteins of
hematopoietic cells, but not to peptides derived from pro-
teins unique to the skin. In the cases in which the gene
encoding a skin protein exists in two allelic forms, the
potential arises for peptides to be expressed by the graft
tissue that are not present in the host’s skin. To elicit an
immune response such peptides have to be able to bind
(one each) to the MHC class I and class II molecules, per-
haps explaining why two genes “control” the expression
of the Sk antigen. These three constraints could explain
why not all mouse strain combinations reveal an immune
response to skin-specific antigens: (a) requirement for al-
lelic polymorphism, (b) requirement for peptide binding
to MHC molecules (immune response [Ir] gene control),
and (c) tolerance to minor histocompatibility antigens that
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are also expressed by hematopoietic cells. Outbred animals
like cattle, however, should show this reactivity more fre-
quently because of potentially greater diversity in the genes
encoding their skin-specific proteins.

The concept of tissue-specific antigens is not unique to
skin. The experiment of Triplett (13) demonstrating that
immunologic tolerance is an acquired state showed that
frog pituitary also expresses tissue-specific antigens. Be-
cause an attempt to confirm that study for pituitary, thy-
roid, and eye in other species of frog failed (278), McCul-
lagh (279) also readdressed this issue using the thyroid of
fetal lambs. At 54 days of gestation, the lamb’s immune
system has not yet developed and the animal will accept
allografts of adult skin. If the thyroid gland was removed
at that time, implanted into a nude mouse (lacking T cells
for rejection) for 5 to 9 weeks, and then reimplanted sub-
cutaneously into the same lamb after birth, autoimmune
thyroiditis developed. Partial thyroidectomized lambs did
not get the disease, arguing that the immune response
was specific for thyroid antigens and not any xenogeneic
mouse tissue. These observations demonstrate that the im-
mune system normally learns to become tolerant of other
self-tissues and that it has mechanisms for dealing with
the problem of tolerance to antigens that are predomi-
nantly synthesized in peripheral nonlymphoid tissues or
that are expressed later in development (e.g., at puberty).
These other mechanisms will be the topic of the rest of this
chapter.

Ectopic Expression of Peripheral Antigens
in the Thymus

The existence of tissue-specific antigens (TSAs) creates
a problem for the immune system because the primary
mechanism for induction of tolerance in the T-cell com-
partment is by clonal deletion or generation of nTregs,
processes which both occur in the thymus. One possible
solution to this problem is for these antigens to also be
expressed in the thymus. The first hint that this might oc-
cur came from studies with transgenic mice expressing
foreign antigens under the control of tissue-restricted pro-
moters (280,281). In particular, the rat insulin promoter
was found to sometimes express in the thymus in addition
to the beta cells of the pancreas (282–284). This expres-
sion was initially viewed as an artifact resulting from in-
sertion of the transgene into regions of active chromatin
(285); however, the expression was observed in the thy-
mus by several groups, a similar phenomenon was also
seen when using other promoters, and importantly was
not observed very often in other nontarget tissues (286–
288). In most cases the expression levels in the thymus
were very low (e.g., for the rat insulin promoter 3,000 to
10,000 times less than in the pancreas) and could only be
detected at the message level by reverse transcription poly-
merase chain reaction (RT-PCR) (284); yet this expression

had clear immunologic effects. For example, the LCMV
glycoprotein expressed under the control of the rat insulin
promoter produced two types of transgenic founders, one
with detectable expression in the thymus, the other not
(283). The former showed only a slow onset of diabetes
following LCMV infection, mediated by low-affinity CD8 T
cells requiring CD4 help, while disease onset in the latter
was rapid and independent of CD4 help. These observa-
tions suggested that the thymic expression had induced
a partial state of tolerance. Convincing evidence that it is
only the thymic expression that is responsible for the toler-
ance process was achieved in the insulin and other models
(LCMV, lactalbumin, elastase, and C-reactive protein) in
which the thymus from the transgenic mouse was trans-
planted to a normal recipient and found to induce the same
tolerant state (282,283,288,289,290).

Subsequent studies using RT-PCR on human and nor-
mal murine thymuses revealed expression of many pe-
ripheral antigens, including somatostatin, insulin, myelin
basic protein, glutamic acid decarboxylase 67, glucagon,
elastase, trypsin, astrocyte S100β, C-reactive protein, lac-
talbumin, and thyroglobulin, although a few proteins such
as human glutamic acid decarboxylase 65 and mouse pre-
proinsulin 1 were not detected (291). Again, the expres-
sion was mostly confined to the thymus and the amounts
expressed were small. In some cases sensitive assays were
used to detect protein expression (292). Which cell types in
the thymus express these proteins was initially controver-
sial (281). All investigators agreed that they were rare cells,
mostly in the medulla (293), and bone marrow chimera ex-
periments showed that the cells were radioresistant (290).
Subsequent experiments using cell isolation and RT-PCR
found that almost all of the TSAs were expressed in purified
populations of medullary epithelial cells (291). A few anti-
gens such as elastase, trypsin, somatostatin, lens crystallin,
and retinal S antigen were also expressed in cortical ep-
ithelial cells. Very few were expressed in dendritic cells and
then only at low levels. Thus, the current model is that TSA
expression is mostly confined to the epithelial lineage and
the expression begins in the common precursor to cortical
and medullary epithelial cells, but increases enormously in
diversity at the fully differentiated medullary stage, peak-
ing in the mature MHC class II+ and CD80+ cells of this lin-
eage, which are capable of presenting the antigen to both
CD4+ and CD8+ thymocytes (294). Interestingly, for any
given TSA, only 1-3% of medullary cells seem to express it
(295). This explains why the mRNA levels are so low in the
whole thymus, but creates the cellular problem of how the
system screens all maturing thymocytes for potential au-
toreactivity. It is estimated that scanning 30,000 mTECs by
15 million medullary thymocytes would take about 4 days
(294). BrdUrd-labeling studies, however, have shown that
maturing thymocytes can spend from 9 to 14 days in the
medullary compartment (296,297). Furthermore, for some
antigens, transfer and cross-presentation by dendritic cells
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has been shown to be required and achieved for negative
selection (298).

A critical question is whether the low levels of expres-
sion of TSAs play a role in the tolerance process. Detectable
expression of TSAs in the thymus has been correlated
with resistance to autoimmune disease induction among
mouse and rat strains, for example, for interphotorecep-
tor retinoid-binding protein in experimental autoimmune
uveoretinits (299) and for myelin basic protein in experi-
mental autoimmune encephalomyelitis (EAE) (300). For
EAE caused by immunization with proteolipid protein,
the dominant immunogenic epitope is encoded by an exon
that is not present in the mRNA splice variant expressed
in the thymus, suggesting that the T cells responsive to all
other potential epitopes have been tolerized by the thymic
expression (301). This mechanism also influenced strain
susceptibility to EAE as SJL mice could recognize an im-
munodominant peptide from this region, while B6 mice
could not.

For insulin, an interesting correlation exists in the hu-
man population between a genetic susceptibility locus for
diabetes (IDDM2) and proinsulin expression in the thy-
mus. Two groups showed that variation in a minisatel-
lite repeat element (VNTR) 0.5 kb upstream of the human
insulin gene results in variation in proinsulin expression
(292,302). The higher expressing alleles (three- to fourfold)
show a dominant form of protection with a three- to five-
fold reduction in the risk of developing Type 1 diabetes. Fi-
nally, impairment in the development of mature (UEA-1+)
mTECs occurs in TRAF6- and RelB-deficient mice (303),
and this is accompanied by multiorgan autoimmunity
(304). Grafting thymuses from these knockouts into nude
mice recapitulated the disease as did thymic grafts from
NF-κB-inducing kinase mutants (305). All three proteins
are part of the NF-κB signaling pathway. The disruptions
of this pathway in mTECs resulted in abnormal nTreg de-
velopment and decreased expression of TSAs. Reconstitu-
tion of thymus-grafted mice with CD4+CD25+ T cells re-
duced the severity of the autoimmunity, but did not totally
eliminate it, suggesting that the decreased TSA expression
was also contributing to the disease process (305). Overall,
these results suggest an important tolerogenic role for the
ectopic expression of TSAs in the thymus.

How do thymic medullary epithelial cells express pro-
teins normally functioning in other tissues? Some insight
into this mechanism has come from the characterization of
mutations in a gene called AIRE (autoimmune regulator)
(306). Such mutations were first identified as responsible
for a human autosomal recessive disease called autoim-
mune polyendocrine syndrome type-1 (APS-1) (307,308).
When an AIRE-deficient mouse was created, it became
clear that many TSAs were no longer expressed in the
thymic medulla and this correlated with an increase in au-
toimmunity against the peripheral tissues expressing those
antigens (306). In transgenic models, AIRE-deficient mice
(in a gene dosage-dependent manner) lost the ability to

delete high avidity CD4+ T cells recognizing their antigen
expressed under the control of the insulin or thyroglobu-
lin promoter (309). The molecular mechanism of action
of the AIRE gene is still not clear, but it can transactivate
in a GAL4 transcription assay and has been found asso-
ciated with the general transcription regulatory protein
CBP in nuclear bodies (310,311,312). Not all TSA genes
require AIRE for expression (313), but those that do tend
to be clustered (314). The imprinted genes Igf2, insulin2,
and H19 all require AIRE for ectopic expression, but only
Igf2 loses its imprinting in mTECs (315). Thus, generalized
DNA demethylation does not seem to be involved. Finally,
AIRE has effects beyond just regulation of the expression
of TSAs. The presence of AIRE is associated with increased
expression of MHC class I and II genes as well as a cluster
of chemokine genes (314). Interestingly, isolated mTECs
from AIRE-deficient mice were less efficient at presenting
antigen to T cells in vitro (316). Thus, AIRE might also help
to facilitate tolerance induction by enhancing antigen pre-
sentation of TSAs by mTECs.

A role for TSAs in the selection of CD4+ nTregs was ini-
tially postulated when both were first located to the thymic
medulla. Subsequently, however, mice in which MHC class
II molecules were limited to expression in the thymic cor-
tex, using the K14 promoter, were found to develop normal
numbers of functional nTregs (225). In more recent experi-
ments, AIRE-deficient mice (with normal nTreg numbers)
and the Foxp3-scurfy mutant (deficient in nTregs) were
crossed (317). The offspring showed an additive effect of
the two genetic alterations on the shortening of lifespan.
Half the double-mutant mice died by 16 days of age from
lymphocytic infiltration and severe inflammation of the
lung and liver, whereas the parents lived well beyond 35
days of age and showed less severe pathology. It is still
possible, however, that a subset of ectopically expressed,
AIRE-dependent TSAs are involved in selecting a part of
the nTreg repertoire.

Delivery of Peripheral Antigens
to the Thymus

The presence of a mechanism for ectopic expression of
TSAs in the thymus would now seem adequate to ex-
plain the original observations of Boyse et al. (272,273) de-
scribed previously, wherein the irradiated host would lack
A-type antigens in the thymus as well as the skin, thus pre-
venting tolerance induction. In contrast, this mechanism
cannot explain the observations of Triplett (13) or McCul-
lagh (279) because removal of the peripheral organ (pitu-
itary or thyroid) should not eliminate the central tolerance
mechanism. It is possible that expression of some TSAs
from these tissues is not AIRE-dependent, but then how
would tolerance come about normally? Another plausible
mechanism for achieving central tolerance to molecules
that are not normally expressed in the thymus is to bring
them there. Proteins and their fragments derived from
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peripheral tissues through secretion or cell necrosis could
easily enter the thymic medulla through its arterial circula-
tion (318). Exogenous antigens injected intravenously can
reach and be processed by thymic dendritic cells as well as
presented on MHC class II molecules in a form that stim-
ulates T-cell clones to proliferate (158,319). Early experi-
ments showed that direct injection of soluble proteins into
the thymus could induce tolerance to them, as measured
in antibody responses and prevention of EAE (320,321).
More recently, in a double-transgenic model with a TCR
specific for the human C-reactive protein (hCRP), central
tolerance could be mediated by bone marrow-derived den-
dritic cells when the transgenic antigen was induced in the
liver of females (289). This T-cell deletion occurred even
if the thymus was replaced with a nontransgenic thymus
graft so that ectopic expression of hCRP in mTECs could
not take place. Experiments on the fifth component of com-
plement also showed that circulating proteins could reach
the thymus and induce central tolerance (97,107).

Another possible mechanism for antigens to be trans-
ported to the thymus is for dendritic cells to pick them up in
the periphery and then migrate back to the medulla. Small
numbers of DCs have been detected in thoracic duct lymph
returning to the bloodstream (322). The first convincing
data for migration to the thymus came from parabiosis ex-
periments in which DCs from one CD45-marked host were
found in low levels in the thymus of the other host after
the shared blood vessel circulation was created (323,324).
In addition, intravenous injection of labeled CD11c+ DCs
yielded a small fraction appearing in the corticomedullary
region of the thymus next to endogenous DCs (324). This
immigration process required recognition of endothelial
P-selectin, integrin VLA4/VCAM-1 interaction, and activa-
tion of a pertussis toxin sensitive chemokine receptor, a
three-step process normally required for most hemopoi-
etic cell transcytosis events. Only immature CD11c+ DC
could do this and their ability disappeared if they were pre-
activated with LPS (possibly in order to prevent the deliv-
ery of foreign antigens to the thymus). When injected into
irradiated mice prior to reconstitution with bone marrow
cells from a TCR transgenic mouse, the DCs induced clonal
deletion, if they had been preloaded with the OVA peptide
recognized by the TCR. Finally, OVA transgenic mice ex-
pressing antigen in cardiac myocytes were also shown to
delete the TCR transgenic thymocytes, and this negative
selection was prevented by treatment with an anti-VLA4
mAb, which presumably prevented peripheral DC from en-
tering into the thymus (324). The number of such DCs in
the thymus is estimated from the parabiosis experiments
to be about 14,000. Although these experiments demon-
strate that peripheral DCs can deliver TSAs back to the
thymus to mediate negative selection, it should be noted
that this process has not been detected in several other ex-
perimental models (301,325). Nonetheless, this tolerance
mechanism is capable of explaining the Triplett (13) and
McCullagh (279) experiments described earlier.

Despite the clear evidence for two ways that the im-
mune system has for bringing TSAs into the thymus to me-
diate a central tolerance mechanism, the possibility that
the antigens could also induce tolerance in the periphery
was raised by experiments in which allogeneic MHC class
I and II molecules were expressed in the periphery using
tissue-restricted promoters. In contrast to soluble proteins,
these MHC class I molecules must remain intact in order
to present their tissue-specific peptides. In other words, if
shed and processed by dendritic cells for presentation in
the thymus, they would not tolerize T cells that are specific
for the peptide/MHC complexes expressed in the original
peripheral tissue.

The first transgenic model of this type expressed the
MHC class II E molecule either in β cells of the pancreas
under the control of the rat insulin promoter (326) or in
acinar cells of the pancreas under the control of the elas-
tase promotor (327). These animals were tolerant of the
E molecule in a MLR, and they failed to eliminate certain
Vβ-expressing T cells that are normally deleted by endoge-
nous superantigens when this E molecule is expressed in
the thymus. Some of the cells expressing those Vβs were
unresponsive when stimulated in culture with anti-Vβ an-
tibodies immobilized on a plate (328). This tolerance pro-
cess is referred to as anergy and will be discussed further
in a later section. The possibility that the tolerance was
induced by low-level ectopic expression of the transgenic
E molecule in the thymus was eliminated by introducing
nontransgenic thymus grafts into adult thymectomized,
lethally irradiated and bone marrow-reconstituted (AT ×
BM) transgenic mice. Under these conditions the T cells
mature in a thymic environment that does not endoge-
nously express the transgene. These mice were also toler-
ant, arguing in favor of a peripheral mechanism for the
tolerance induction. However, the possibility that the
tissue-specific peptide/MHC molecules were transferred
intact (via episomal bodies) to pancreatic DCs, which then
migrated to the thymus to induce central tolerance, has
not been ruled out. A similar series of experiments was
done with MHC class I molecules expressed in a variety
of peripheral tissues and the outcome was the same (329–
331), although thymic transplant experiments were rarely
performed to rule out ectopic expression. Interestingly, the
tolerance mechanism(s) involved in these situations, sim-
ilar to the I-E molecule example discussed, were often not
deletional. In the next sections of this chapter such mech-
anisms will be examined in more detail.

PERIPHERAL TOLERANCE MECHANISMS

Transitional B Cells

Peripheral tolerance deals with events that take place once
the lymphocyte has fully matured and entered the periph-
eral circulation. For the T cell, this process is completed
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in the thymic medulla, and naı̈ve T cells that seed out into
the spleen and lymph nodes are viewed as mature. B cells,
however, must travel to the spleen to complete their mat-
uration. Here they are called transitional cells (T1 to T3)
and are defined by a series of cell surface markers (such as
CD21 and CD23) that they acquire during final maturation
(see Chapter 7 for a review of B-cell development). During
this stage the B cell is still subject to negative selection and
clonal deletion. In contrast to the bone marrow environ-
ment, BCR-stimulated transitional cells can no longer es-
cape by receptor editing, but rather die by apoptosis if they
encounter high-avidity multivalent antigen (332,333). Al-
ternatively, the B cell can undergo a process of receptor de-
sensitization and developmental arrest at the T1/T2 stage
if it encounters persistent, soluble antigen of lower avidity
and valency (29,334). This process is known as B-cell anergy
and will be discussed in detail later. In contrast, if the B cell
also receives T cell help, it survives and both proliferates
and differentiates into an antibody-forming cell (335). In
early experiments, neonatal spleen cells were transferred
at limiting dilution to keyhole limpet hemocyanin (KLH)
carrier-primed irradiated recipients (38,336). As the naive
B cells matured in splenic focus cultures in vitro, presenta-
tion of the DNP hapten coupled to KLH led to an IgM anti-
body response. In contrast, if the hapten was presented on
another carrier (DNP-HGG), to which the T cells were not
primed, then there was no antibody made to DNP. The anti-
gen was recognized, however, because an initial 24-hour
exposure to DNP-HGG prevented the antibody response
to DNP-KLH. This showed that the developing immature
B cells were tolerized to the hapten in the absence of T-cell
help. Thus, the same B cells could be activated or tolerized
depending on the presence of helper T cells.

In more recent studies, transitional B cells stimulated
in vitro with anti-μ antibodies were shown to die by apop-
tosis; however, if IL-4 was also added to the cultures, the
apoptosis was prevented and some of the B cells prolif-
erated (333,337). IL-4 is one of the known cytokines to
participate in T-cell help. At a molecular level, the anti-
IgM–induced cyclin-dependent kinase (CDK)-4 and its reg-
ulatory subunit cyclin D2, which only allowed the cell to go
from G0 into the G1 phase of the cell cycle. With the addi-
tion of IL-4, however, the expression of cyclin E and CDK2
was also induced, and this allowed some of the cells to tran-
sit into the S phase of the cell cycle. More complete help
is provided by signaling through CD40 (333,338). These
experiments support the idea that tolerizable immature B
cells can be rescued by T-cell help.

These observations are not consistent with the clonal
selection ideas proposed by Burnet (11), but fit nicely with
the general model for B-cell activation originally proposed
by Bretscher and Cohn (339). In an attempt to explain why
immune responses require the recognition of two different
determinants on the antigen and how the same antigen
could both tolerize and immunize when given at different

doses, these theoreticians first suggested that antibody-
forming cells must be only tolerizable when stimulated
through their antigen-specific receptor (this was referred
to as signal one), but activated if they also received a sec-
ond signal (referred to as signal two). This second signal
was also postulated to be antigen-specific, and both anti-
genic determinants were required to be linked together on
the same molecule. In the original model, the second sig-
nal was delivered by antibody from another B cell via an
antigen bridge. With the subsequent discovery of T lym-
phocytes, the second signal became help from T cells spe-
cific for the same antigen. In today’s way of thinking, the
B cell binds the antigen via its BCR, which then trans-
duces the first signal into the cell by activation of tyro-
sine kinases, such as Lyn and Syk. The receptor-antigen
complex is then internalized, the antigen processed, and
peptide/MHC complexes displayed on the B-cell surface.
If T cells exist with receptors that can recognize these pep-
tide/MHC complexes, then the ensuing T-cell/B-cell inter-
action provides the second signals in the form of a CD40
ligand/CD40 interaction and the release of stimulatory cy-
tokines such as IL-4 and IL-5. In this framework then, anti-
gen stimulation of B cells in the absence of T-cell help leads
to peripheral tolerance, while stimulation in the presence
of antigen-specific T-cell help leads to B-cell proliferation
and differentiation. Based on the experiments described
previously, it appears that these rules govern the response
of transitional B cells to antigens.

Costimulation and the Two Signal Model
for T-Cell Activation

The population of naive T cells that shows up in a lymph
node on any given day is largely devoid of T cells with high-
avidity receptors specific for self-antigens. Nonetheless,
there are plenty of cells with low-avidity receptors and pos-
sibly a few with high-avidity receptors that have escaped
central tolerance mechanisms. What happens if they en-
counter peptide/MHC complexes from a self-antigen that
has been picked up in the tissues by DCs and brought to the
draining lymph node? The immune system has a failsafe
mechanism to thwart the stimulation of such high-avidity
naive T cells, and that is the activation state of the APCs.
Resting and immature DCs are not very effective in stimu-
lating naive T cells, even when fully loaded with the proper
peptide/MHC complexes (340,341).

Our understanding of this phenomenon traces back to
the original dispute between Ehrlich and Morgenroth (1)
and Metchnikov (2) discussed in the introduction section
of this chapter. Immunizing with self-tissues often pro-
duces tissue-specific antibodies but these seldom caused
any disease (342). This changed in 1942 when Freund
and McDermott introduced the use of an oil in water
emulsion containing mycobacterial extracts as an adjuvant
to enhance the magnitude of antibody responses (343).
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When Kabat et al. (344) used this complete Freund’s ad-
juvant (CFA) to immunize monkeys with rabbit brain ex-
tracts, three of four animals developed a demyelinating
encephalitis. When CFA was later tried by Freund et al.
(345) with a guinea pig testis suspension (a variant of the
Metchnikov experiment), all the guinea pigs developed as-
permatogenesis. Thus, the animals appeared not to be tol-
erant to their own tissues if these were presented to the
immune system in the presence of CFA.

Further insight into this phenomenon emerged from
the work of Dresser (346). He discovered that protein anti-
gens could be tolerogenic when injected into adult mice,
if the preparations were first spun in an ultracentrifuge to
remove protein aggregates. Interestingly, this same prepa-
ration was immunogenic (produced an antibody response)
if administered in CFA. Dresser concluded that paralysis
(failure to produce an antibody response following prior
exposure to antigen) ensued when lymphocytes recognized
the deaggregated antigen alone. In contrast, if this was
accompanied by a second component, which he termed
adjuvanticity, then an antibody response was obtained.
Claman (347) subsequently reproduced these observations
and showed that an antigen-nonspecific, bacterial endo-
toxin (LPS) could work as an adjuvant. Frei et al. (348) then
demonstrated that in vivo filtration of protein antigens in
rabbits could remove the aggregated material and convert
an immunogen into a tolerogen. They interpreted the role
of the adjuvant to be the stimulation of antigen uptake by
macrophages. The proper role for the APC, however, was
subsequently elucidated by Lafferty and Woolnough (349).
In their studies of allogeneic reactions, they found that
only hemopoietic cells could stimulate an MLR, because
in addition to expressing the alloantigen (signal 1) they de-
livered a nonspecific “inductive stimulus” (signal two) that
they called costimulation (350). This antigen-nonspecific
signal could be eliminated by ultraviolet irradiation with-
out affecting the presentation of specific alloantigens.
Using a related approach, Jenkins and Schwartz (351)
extended this work to the study of protein antigens.
They showed that cloned CD4+ T cells failed to produce
IL-2 and proliferate when stimulated with chemically
fixed, antigen-bearing APC. In addition, these cells entered
a state of hyporesponsiveness in which they persisted in
not responding even when rechallenged with antigen and
normal APCs. Consistent with the loss of a nonspecific
“costimulatory activity” following chemical treatment of
the APCs, the addition of allogeneic APCs (which were
not capable of presenting the antigenic peptide) promoted
proliferation of the T cells and prevented development of
the unresponsive state (352). Similar observations were
made with purified peptide/MHC complexes presented in
planar lipid membranes, showing that signal one was in-
deed solely TCR occupancy (353). Taken together, these in
vitro studies provided the basis for our current thinking
that APCs must provide both a stimulatory peptide/MHC

complex as well as an antigen nonspecific costimula-
tory activity to promote T-cell clonal expansion and IL-2
production.

What then is the role of CFA in this two signal model?
Note that this model is different from the one proposed by
Bretscher and Cohn (339). In the latter, the second signal
needs to be antigen-specific. In the Lafferty/Cunningham
model the second signal is not antigen-specific (350). This
requires one to rethink the importance of self-nonself dis-
crimination in the induction of tolerance because the APC
providing the nonspecific costimulation has no obvious
direct way to tell whether it is presenting a self or a for-
eign antigen. The first person to confront this problem
was Janeway (354,355), who suggested that costimulation
(and not foreign antigen) was the switch that controlled
whether the organism made an immune response. He pro-
posed that the innate immune system first evolved to rec-
ognize and respond to pathogen-associated molecular pat-
terns (PAMPS) that were common to infectious agents and
absent from the host (see Chapter 14 on innate immunity).
At a later time in evolution, the adaptive immune system
emerged with the recognition of foreign determinants by
antigen-specific receptors as a means to focus and sustain
the immune response initiated by the detection of PAMPs.
In his model, the PAMPS activate pattern recognition re-
ceptors (PRRs) on APCs and this leads to the up-regulation
of costimulatory activities, which subsequently deliver the
second signals required to activate naive T cells. Thus,
the absence or presence of a PAMP signal becomes the
critical determinant in peripheral self/nonself discrimina-
tion. The subsequent discovery by Medzhitov et al. (356),
as well as many others, of multiple NOD and Toll-like re-
ceptors (TLRs) in and on innate immune cells (which are
capable of mediating the recognition of PAMPs and ac-
tivating APCs) has provided considerable support for this
model (357,358,359,360). These receptors recognize lipids,
carbohydrates, or nucleic acids specifically produced by
pathogens and then activate the APCs through the NF-
κB signaling pathway. The mycobacterial extract in CFA
is now known to contain several PAMPs that act on TLRs
2 and 9 (361–363) and the incomplete oil in water emul-
sion (IFA) alone has been shown to up-regulate TLR2 in
the liver (364).

Despite this elegant framework, PRRs cannot be the
whole explanation for how adaptive immune responses
are initiated. For example, graft rejection following trans-
plantation usually does not involve exposure to infectious
agents. The first person to conceptualize that there must
be other mechanisms for activating APCs was Matzinger
(365), who presented the idea that the immune system
distinguished not between self and nonself, but between
things that were dangerous and things that were not (“The
Danger Model”). In this model, the response would be ini-
tiated by perturbations in the organism’s internal environ-
ment and propagated by alarm or “danger” signals, which
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in turn would stimulate the ability of the APCs to deliver
costimulation. In the case of transplantation, it would be
the response to injury, initiated through necrotic cell death
that would provide the inductive signal. The molecular
stimuli are thought to come from heat-shock proteins re-
leased into the environment by the dying cells (366). These
molecules carry potentially immunogenic peptides that are
first internalized by binding to CD91 receptors on the APCs
(367) and then cross-presented by MHC molecules to T
cells (368,369,370). Interestingly, the heat-shock proteins
also interact with TLRs 2 and 4 (371,372) to activate ex-
pression of costimulatory molecules and proinflammatory
cytokines such as TNF-α and IL-1-β through stimulation
of the NF-κB signaling pathway (366). However, the pos-
sibility of trace contamination with endotoxin to explain
this result has been difficult to exclude (373). Such indi-
rect pathways could also be triggered by pathogens, which
might infect and kill host cells, or otherwise perturb the
host’s internal milieu in a manner that could be recog-
nized by a family of molecular sensors. A conceptually
similar model called the “guard hypothesis” was subse-
quently proposed to explain certain aspects of plant im-
munity (374). In a recently described new twist, it was
discovered that mycobacterial HSP-70 molecules from in-
fected immature DCs, can stimulate human T cells through
their CCR5 chemokine receptor to cluster with the DCs
and activate them to kill the bacteria (375). In this case,
a chemokine receptor involved in the normal physiology
of the immune system has been co-opted to function as a
PRR.

In general, tissue dendritic cells can be activated by a
variety of endogenous alarm signals generated by stressed
or necrotic peripheral tissues. Dead cells can serve as ad-
juvants when coinjected with foreign antigens (376,377).
Recent studies have shown that uric acid released from
these dying cells can stimulate dendritic cell maturation
(B7 expression) and act as an adjuvant for enhancing the
cytotoxic response of CD8+ T cells to 3T3 cells expressing
HIV gp120 (378,379). It is actually crystalline monosodium
urate (MSU) that is the biologically active form and this
phase change in vivo may be the critical initiating danger
signal. Depletion of uric acid with a combination of allo-
purinol to block its synthesis and uricase to metabolize
it inhibited the CTL response to gp120 by 80% (380). An-
other strong candidate for an endogenous danger signal is
the high mobility group one protein (HMGB1) which nor-
mally bends gene-targeted DNA in the nucleus, but which
can be released from necrotic (but not apoptotic) cells
(381) and induce inflammation by binding to the RAGE
receptor (382). Freeze/thawed necrotic fibroblasts from
Hmgb1−/− mice fail to elicit tumor necrosis factor (TNF)-
α production from monocytes or bone marrow cells the
way WT cells do (381,383) and antibodies to HMGB1 can
attenuate endotoxin-induced lethality in mice (384). Acti-
vated macrophages can also secrete HMGB1 but only after

overnight stimulation with LPS (381,384). The mechanism
for release from dying cells is more rapid and does not de-
pend on TLRs.

Such endogenous danger signals may in fact play the
dominant role in the facilitating effects seen with adju-
vants. Gene-targeted mice lacking both MyD88 and TRIF,
the two critical intracellular signaling components re-
quired for all Toll receptor function, still showed normal
augmentation of antibody responses to protein antigens
by adjuvants such as CFA or alum (385), although other
PRRs such as NODs might be playing a role (360). Thus,
it could be argued that danger signals were in fact the first
form of defense involved in recognizing both tissue injury
and infection. It is even possible that the PRRs evolved
from the original receptors concerned with sensing dan-
ger during wound repair and the clearance of molecular
waste (386).

Costimulatory Molecules

Activated DCs up-regulate their level of MHC class II
molecules (387) and express a number of costimulatory
molecules that facilitate their ability to activate naive T
cells (341). Two critical ones are the B7 family member
CD86 (388), and the TNF superfamily member CD40 (389).
B7 molecules engage the CD28 receptor on T cells and pro-
mote naive T-cell proliferation by lowering the threshold
for cell activation in response to a given number of serial
engagements by the TCR and its associated coreceptor CD4
or CD8 (390). CD28 costimulation induces the movement
of lipid- and kinase-rich membrane raft microdomains to
the interface between the T cell and the APC (391), leading
to more effective and persistent tyrosine kinase activity,
c-Jun N-terminal kinase activation, and NF-κB translo-
cation to the nucleus (392). As a consequence, CD28 co-
stimulation has the capacity to enhance transcription of
the IL-2 gene and increase the stability of resulting IL-2
transcripts, as well as induce Bcl-xL protein expression,
leading to greater proliferation, differentiation to cytokine
production, and improved T-cell survival (393,394,395).

CD154/CD40 interactions at the T cell/APC interface
during antigen priming can also act to amplify costimu-
latory signaling within CD4+ T cells (396). In contrast to
CD28, CD154 is not constitutively expressed on the naive
T cell. Its expression requires TCR- and CD28 stimulation.
Subsequently CD154 binds to CD40 molecules on the APC,
which have been up-regulated following APC activation
by PAMPS or danger signals. CD40 signaling then rein-
forces the priming of the T cells by, among other things,
promoting higher levels of expression of the B7 molecules
(397). In the absence of CD154, this positive feedback loop
is disrupted and antigen-bearing APC remain only weak
stimulators of CD4+ T cell growth and helper cell differ-
entiation. Similarly, mice treated with a neutralizing anti-
CD154 mAb demonstrate only a suboptimal CD4+ T cell
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clonal expansion following immunization in the presence
of antigen and adjuvant.

Following CD40 stimulation of the APC, another impor-
tant molecule that is up-regulated is OX40 ligand (OX40L)
(398,399). This molecule interacts with CD134 (OX40),
which is expressed on activated T cells 1 to 2 days after
stimulation with antigen and adjuvant. This up-regulation
is partially dependent on CD28 signaling and augmented
by costimulation with proinflammatory cytokines such as
IL-1. During the response to antigen, agonist anti-CD134
mAb prolongs T cell proliferation through a molecule
called Survivin (400) and reduces apoptosis by augment-
ing Bcl-xL and Bcl-2 expression (401). This provides better
help for antigen-specific IgG production and enhances the
frequency of the memory T-cell population. Genetic defi-
ciency of OX40L leads to defective contact hypersensitivity
as a consequence of poor naive T-cell priming. Similarly,
mice treated with a neutralizing anti-OX40L mAb show
defective priming for T-cell proliferation and recall lym-
phokine production. Finally, treatment of mice with ongo-
ing inflammatory bowel disease using a blocking CD134/Fc
fusion protein reduces both the number of T cells infiltrat-
ing the lamina propria as well as the amount of proinflam-
matory cytokine gene expression. The effect on migration
is likely a consequence of OX40L expression on vascular
endothelial cells where it facilitates adhesion and migra-
tion into tissues by activated T cells.

These experiments illustrate that costimulation is a
series of positive feedback loops required to sustain
an immune response (399). The process involves multi-
ple receptor/ligand interactions. In addition to CD28/B7,
CD154/CD40, and CD134/OX40L, there are also CD137/
4-1BBL, ICOS/ICOSL, LIGHT/HVEM, and CD27/CD70,
which coordinately amplify T-cell proliferation, differen-
tiation, and survival. In addition, proinflammatory cy-
tokines such as IL-1 help to amplify the immune response
by enhancing the expression of these receptors (CD134 and
CD154) on T cells (402). Thus, the original idea of costimu-
lation as a simple second signal required to allow TCR oc-
cupancy to lead to an immune response (350,351) has now
given way to the idea of a family of non–antigen-specific
positive signals that help both initiate and sustain the im-
mune response (403).

APCs Favor Tolerance in the Absence
of Activation

What happens in the opposite situation, when the naive
T cell encounters DCs in the absence of PAMPs and dan-
ger signals? In the complete absence of costimulatory lig-
ands, isolated CD4+ TCR ligation by solid-phase high-
affinity peptide/MHC complexes (immobilized on plas-
tic culture plates, latex beads, or gluteraldehyde-fixed
cells) elicits only a weak and transient proliferative re-
sponse that is accompanied by suboptimal IL-2 secretion

(351,353,404,405). In addition, the studies on CD4+ T cell
clones showed the induction of a peripheral tolerance pro-
cess called clonal anergy (see later section). However, these
CD4+ T cells were already preactivated. The induction of
this tolerance has been more difficult to show with naive
T cells in vitro (406). It cannot be easily demonstrated
with immature dendritic cells because these cells become
activated in culture when they adhere to the plastic cul-
ture dish (407). The best data have been generated using
as APCs Drosophila cells transfected with MHC class II
molecules and various additional costimulatory molecules
(408). It was assumed that the Drosophila cells did not ex-
press any other molecules that could play a role in a mam-
malian immune response. These experiments revealed that
mouse peptide/MHC complexes alone could elicit little or
no naive T cell response, while the addition of ICAM-1 for
an LFA-1 interaction to improve cell adhesion resulted in
the induction of anergy. Further addition of CD86 for the
delivery of CD28 costimulation caused the cells to prolif-
erate and differentiate into preactivated T cells. Thus, ade-
quate TCR signaling in the absence of CD28 costimulation
could induce a hyporesponsive state. By contrast, for CD8+

T cells, experiments with high-avidity peptide Ag/MHC
class I tetramers showed that single, isolated naive TCR
transgenic T cells could be stimulated to proliferate (409).
Adding costimulation in the form of CD28 cross-linking
did not enhance this response. In addition, populations of
these cells produced IL-2 and differentiated into cytotoxic
effector cells making IFN-γ . When the tetramers for the H-
Y peptide were injected into female mice, they primed for a
more rapid graft rejection of male skin (410). Thus, under
very strong TCR stimulating conditions it appears that the
need for costimulation can initially be bypassed for CD8+

T cells without inducing an unresponsive state (but see
later discussion).Interestingly,however,multipleinjections
in vivo induced a partial tolerant state by a mechanism in-
volving the generation of CD8low regulatory T cells (411).

A more compelling case for what happens to naive T
cells in vivo has emerged from experiments designed to
target foreign protein/peptide antigens to DCs using mAbs
directed against their cell surface molecules, such as 33D1
or DEC-205, that do not activate the dendritic cells (412).
The first experiment looked at the mouse antibody re-
sponse to rat IgG2b. Pretreatment with small amounts of a
monoclonal rat IgG2b directed against the 33D1 molecule
greatly reduced the subsequent antibody response to a
stimulatory IgG2b Ab (413). This tolerant state also in-
volved a reduction in T-cell cytokine production (both
IL-4 and IFN-γ ) and could be prevented by coinjection
of the proinflammatory cytokine IL-1 along with the anti-
33D1 mAb. In contrast, a mAb directed against the CD11c
molecule was immunogenic. Later experiments looked di-
rectly at T cells using CD4+ cells from a TCR transgenic
mouse specific for lysozyme (HEL) (414). In this case, the
HEL peptide was engineered to be part of a mAb specific
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for the DEC-205 protein on DCs. Injection of the anti-
body stimulated CD4+ T cell proliferation and IL-2, but not
IFN-γ or IL-4 production. After four to seven rounds of di-
vision, most of the T cells disappeared and the remaining
cells were anergic. This tolerance induction was prevented
by simultaneous administration of an agonist anti-CD40
mAb, a potent stimulator of the NF-κB pathway and an
activator of the APCs. Subsequent studies with OVA deliv-
ery to DCs in vivo showed a similar phenomenon for CD8+

T cells (415) and studies with the MOG peptide in an EAE
model showed some evidence for involvement of the CD5
molecule in the tolerance process (416).

Are these abortive responses a consequence of par-
tial activation of the APCs by the mAbs against 33D1
and DEC-205? Arguing against this is a series of experi-
ments in which CFSE-labeled, naive TCR transgenic T cells
were transferred into an unmanipulated host expressing
native or transgenic antigen in a tissue-specific manner
(329,417,418,419). The CD4+ or CD8+ T cells that entered
the draining lymph node of that tissue were observed to ini-
tially proliferate, and then they either died off or became
anergic. It is thought by many that this abortive response
represents the consequence of antigen-induced T-cell acti-
vation in the absence of costimulation, although this has
not been rigorously demonstrated in most of these in vivo
models. The general strategy is to show that addition of a
costimulatory signal allows for a full response (419), but
seldom is the inverse experiment done to genetically re-
move the possibility of costimulation and show that this
abortive response still takes place.

Another postulated reason for the failure to sustain
an immune response has been attributed to the induc-
tion of molecules that exert negative feedback on TCR sig-
naling. The two best-studied molecules are CTLA-4 (420)
and PD-1 (421). Soon after activation, T cells express the
CD28-homolog CTLA-4, and ligation of this receptor by B7
molecules on the APC promotes the activation of an associ-
ated SHP-2 tyrosine phosphatase, leading to reduced IL-2
production and inhibited progression through the cell cy-
cle. In vivo, the cells stop interacting with the APCs (422).
This inhibition is in part responsible for the anergy induc-
tion that occurs in vivo under conditions wherein B7 levels
have not been sufficiently up-regulated by infection or in-
jury (423,424), although not in all cases (425,426). Because
CTLA-4 has a higher affinity for the B7 molecules than
does CD28, its negative signaling can be expected to dom-
inate under conditions of weak APC activation and limit-
ing B7 expression (427). The PD-1/PD-L1/2 receptor/ligand
pair also inhibits T-cell activation by recruitment of the
SHP-2 phosphatase to this receptor (428), although its ex-
act molecular mechanism of inhibition seems to be dif-
ferent than that of CTLA-4 (429). Both PD-ligands are in-
ducible on APCs with IFN-γ , but PD-L1 is constitutively
expressed on many peripheral tissues such as heart, lung,
and kidney, and thus may be mostly involved in down-
regulation of T cells during their effector phase. Blocking

PD-L1 in chronic LCMV infection allows the anergic effec-
tor CD8+ T cells to become more active and greatly reduces
the viral load in the mouse (430). Deficiency for CTLA-4
leads to the development of a T-cell lymphoproliferative
disorder with massive lymphocyte infiltration of many or-
gans and early death of the mouse (431). PD-1 deficiency
is less severe and leads to selective autoimmune disease
with different phenotypes depending on the genetic back-
ground of the animal (432,433). Targeting of CTLA-4 has a
much more rapid and profound effect than targeting PD-1,
possibly because the former also plays an important role
in nTreg function (237). Therefore, it is likely that in the
absence of serious infection or injury, ligation of CTLA-4
and/or PD-1 by their respective ligands on the APC lim-
its T-cell responsiveness and favors the maintenance of a
hyporesponsive state.

Despite the existence of these two negative-feedback
mechanisms and the ability to bypass costimulation un-
der strong TCR occupancy conditions that avoid toler-
ance induction, it is quite clear that B7 molecules (CD80
and CD86) do become more highly expressed on APC
in vivo following exposure to agonist anti-CD40 mAb,
PAMPS such as LPS, or danger signals (341). Thus, their
presence or absence could still play a critical role in the in-
duction decision between tolerance and immunity under
suboptimal activation conditions. In vivo blocking experi-
ments with soluble CTLA-4, especially those in which the
receptor has been mutated to have a higher affinity for
masking B7 molecules, have revealed modest, but clini-
cally significant, disruption of immunity, mostly involving
negative effects on antibody responses (434–437). Similar
partial effects were observed with CD28 knockout mice,
but these are complicated by the continued presence of
CTLA4 (438). The most revealing experiments on this is-
sue have been carried out with gene-targeted mice lacking
both B7-1 and B7-2 (439). These mice fail to reject heart
allografts (440), do not get allergic pulmonary inflamma-
tion following sensitization to OVA (441) or experimen-
tal autoimmune encephalomyelitis following injection of
myelin oligodendrocyte glycoprotein (MOG) in CFA (442),
although the last outcome is strain-dependent (443). When
crossed onto the MRL/Mp-lpr/lpr background, the mice
failed to develop autoimmunity (444). An analysis in vitro
showed that B7-deficient APCs are impaired in stimulat-
ing IL-2 production and proliferation from both naive and
primed CD4+ T cells (445). In addition, the differentiation
of naive CD4+ T cells into IL-4 producers was impaired,
although IFN-γ production was not, resulting in a T-helper
cell 1 (Th1) bias to the weak response (445). CD8+ T-cell–
mediated contact sensitivity was impaired at low antigen
doses, but not at high doses (446). Thus, B7 molecules play
a critical role in the tolerance/immunity decision in vivo;
however, they do not represent the only molecules involved
in the process of costimulation and their absence can be
circumvented in some immune responses of either a Th1
or Th2 nature (446,447).
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In general, unperturbed dendritic cells appear to be
maintained in a state that predisposes to tolerance rather
than immunity. This is achieved by the steady-state phago-
cytosis of apoptotic cell products from their environment
(448,449). Unlike necrotic cells that promote the matura-
tion of dendritic cells and increase their expression of co-
stimulatory activities, many apoptotic cell products inhibit
the production of proinflammatory cytokines such as IL-1,
IL-8, TNF-α, granulocyte macrophage-colony stimulating
factor, leukotriene C4, and thromboxane B2 (448,450)
and down-regulate the activation phenotype of dendritic
cells by decreasing MHCII and B7-2 expression (451).
They also actively inhibit the response of DCs to proin-
flammatory stimuli such as LPS and promote the pro-
duction of anti-inflammatory substances such as TGF-
β1, IL-10, prostaglandin-E2 and platelet-activating factor
(448,450,452). This process can be prevented by coating
the apoptotic cells with antibodies that signal the phago-
cytic cell through the Fc receptor (450,453). The induc-
tion of the “anti-inflammatory” cell program occurs via
the recognition and binding of apoptotic cell products to
surface receptors such as the phosphatidyl serine recep-
tors, CD36, thrombospondin, the αvβ3 and αvβ5 integrins,
pentraxins including serum amyloid P and C-reactive pro-
tein, collectins such as the mannose binding lectin, and
the complement component C1q (452,454–458). Receptor
tyrosine kinases of the Tyro3/Axl/Mer family and their li-
gands GAS6 and protein S have been shown to be neces-
sary for the phagocytosis of these apoptotic cell products
and these receptors act as intermediates in the production
of the immunosuppressive activities (459). Notably, mice
that are genetically deficient for one or more of these ki-
nases are selectively impaired in their ability to phagocy-
tose apoptotic cells (460–462). They constitutively express
high levels of costimulatory molecules and develop spon-
taneous systemic autoimmunity. Thus, the quiescent im-
mune system normally acts as a buffer against immune
responses to discarded self-components from peripheral
tissues by efficiently removing these antigens without ac-
tivating costimulation.

Finally, there is the question of what happens when a
dendritic cell simultaneously ingests apoptotic cells and
an infectious agent expressing PAMPs? Recent work sug-
gests that each phagocytic vacuole is independent of the
other, and that TLRs in the PAMP-containing vessicle can
signal the NF-κB pathway without interference from the
Mer signaling pathway (463). This allows strong enough
danger signals to override the anti-inflammatory program
and activate the APC.

Priming of CD8+ Cytotoxic T Cells Requires
Three Signals

Naive CD8+ T cells can be directly activated to proliferate
by antigen and APC or peptide/MHC tetramers (409,464).
Nevertheless, many normal cytotoxic responses depend on

concomitant priming of CD4+ T cells in order to be sus-
tained. Furthermore, in the Qa1 CTL model of Keene and
Forman (465), it was shown that activation of the CD8+ T
cells in the absence of CD4+ T cell help resulted in CD8+

T cell tolerance (466,467). The nature of the help in this
model was initially viewed as a three-cell interaction in
which a single APC presented the antigen to activate both
T cells in close proximity; then the activated CD4+ T cell
produced IL-2, which helped the CD8+ T cell to expand and
differentiate (465). Subsequent studies, however, demon-
strated that the information actually flows through two
sequential two-cell interactions (468,469). The need for
CD4+ T-cell help could be bypassed by antibodies to CD40,
which made the APC competent to present the antigen to
naive CD8+ T cells. B7 molecules were essential for effec-
tive stimulation, but they were not sufficient, suggesting
the need for another form of costimulation. In vitro stud-
ies from Mescher’s laboratory with a microbead presen-
tation system showed that IL-12 can synergize with anti-
gen and either B7 or IL-2 to prime naive CD8+ T cells
for IFN-γ production and CTL activity as well as stimulat-
ing proliferative expansion and increased survival through
a Bcl-3–mediated mechanism (470,471). Several laborato-
ries have also shown in vivo that IL-12 can act as well as
CFA as an adjuvant to prime naive transgenic CD8+ T cells
(470,472). Because CD40L stimulation of APCs through
CD40 greatly increases APC expression of IL-12 (473), this
molecule would seem to be one good candidate for the
third required signal induced by CD4+ T-cell help. How-
ever, it is not the only one as CD8+ T-cell priming can occur
in IL-12 p40-deficient mice if they are stimulated with anti-
gen in CFA (474). Recent experiments have demonstrated
that type I IFNs can also subserve the third signal function
by stimulation through a STAT4-dependent pathway (475).
Finally, once the CD8+ T cells have been activated, they ex-
press CD137, which can interact with the 4-1BB ligand on
the APC to sustain CD8+ T-cell proliferation and prevent
apoptosis in long-term culture (476).

In the absence of a third signal, the naive CD8+ T cells
are tolerized even though the APCs express B7 (468). As
shown by Albert et al. (472), the T cells undergo a weak
expansion and then many of them die, similar to what
is observed in vivo during the cross-presentation of self-
antigens (325). They may also undergo activation-induced
cell death through a TRAIL/DR5-dependent mechanism
when restimulated with antigen and APCs (477). How-
ever, many of the remaining cells appear to be anergic,
that is, they fail to produce IL-2 on restimulation (470).
In this regard, addition of IL-12 augments the amount of
CD25 expression and proliferation, which helps prevent
anergy induction. It also is required for granzyme B pro-
duction (478). The model can also explain why CD8+ T-cell
priming occurs in certain viral infections in the absence
of CD4+ T-cell help (479,480). If the virus is capable of
infecting the APC, the cell can turn on IFN-αβ produc-
tion and up-regulate B7 expression to provide the optimal
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costimulatory environment required for priming of CD8 +

T cells.

TOLERANCE INDUCTION IN MATURE
B CELLS

Receptor Blockade

The induction of tolerance to foreign antigens in adult ani-
mals has a long experimental history because of its impor-
tance for potentially treating autoimmune diseases and fa-
cilitating organ transplantation. One of the earliest bodies
of work was performed by Felton and colleagues (481,482).
They studied the immunogenicity of polysaccharides from
Pneumococcus pneumoniae and found that a dose of
0.5 mg paralyzed the immune system such that subsequent
infection with the bacterium often led to death of the ani-
mal. The major immunologic effect appeared to be an inhi-
bition of the antibody response to an optimal dose (0.5 μg)
of the polysaccharide. This paralysis was specific for the
particular polysaccharide used, was induced in adult ani-
mals, and lasted for a long time, presumably because of the
poor degradability of the molecules. Although Felton was
sure that the effect was on antibody-forming cells, it was
difficult at the time to rule out a masking of the antibody
response by adsorption on the persisting antigen.

In the 1950 s, a number of investigators extended these
observations to protein antigens by showing that high
doses of protein would paralyze the immune system and
prevent it from making an antibody response to a subse-
quent immunogenic dose of the antigen (346,483). Sub-
sequently, Katz and colleagues (484–486) extended the
polysaccharide experiments of Felton by examining hap-
tens coupled to poorly degradable synthetic D amino acid
copolymers. They showed that guinea pig B cells were
directly affected by these antigens, even if the cells had
been primed. Initially, it was thought that the B-cell un-
responsiveness induced in these models might be due to
receptor blockade by poorly degradable antigens stuck to
the B-cell surface. Diener and Paetkau (487) were the first
to discover that antigen given to adult animals in tolero-
genic doses could persist on the surface of lymphocytes.
Such cells with bound antigen were also observed in the
hapten IgG model of Aldo-Benson and Borel (488,489).
Only tolerogenic conjugates such as DNP12 IgG1 produced
these cells, not closely related nontolerogenic conjugates
such as DNP52 IgG3 (490). At high doses of tolerogen the
cells persisted for weeks, as did the tolerance, and when
the tolerance waned, the cell-bound antigen was no longer
detected. Culturing the cells in vitro allowed the antigen
to be shed and the tolerance to disappear on adoptive
transfer.

Physical properties of the antigen, such as size (491–
493) and hapten density (494), were shown to be impor-
tant variables in receptor blockade. In a rigorous series of

experiments, Dintzis et al. (495,496) made linear polymers
of acrylamide of various lengths, coupled with haptens at
various densities, and found that large polymers with high
hapten density were immunogenic, whereas small poly-
mers with low hapten density were not. The latter, however,
could block activation by the former. These results were in-
terpreted as the need for B-cell receptors to be clustered
into complexes of 10 to 15 receptors each in order to sig-
nal the cell. The small polymers with low hapten density
could not achieve this configuration but they were able to
tie up receptors in nonproductive complexes and therefore
block activation by the larger polymers. This model pro-
vides one molecular mechanism for a receptor blockade,
although the type of B cell being affected (B1 vs. B2) was
never fully characterized.

Another mechanism emerged from the comparison of
DNP12 IgG1 and DNP52 IgG3 by Waldschmidt et al. (490).
The class of antibody turned out to be the critical variable
in determining the outcome. TNP11 IgG1 induced toler-
ance, while TNP11 IgG3 was immunogenic. Furthermore,
removal of the Fc portion of the antibody from human
gamma globulin to make TNP10 F(ab′)2 created an im-
munogen out of a tolerogen. These results suggested that
engagement of the Fc receptor on B cells might be respon-
sible for the tolerance (497,498). More recent studies have
shown that signaling through the BCR can be inhibited
if Fc receptors are simultaneously engaged in the same
complex, most typically brought about by the binding of
antigen-antibody complexes (499).

B-Cell Anergy

The early studies convincingly demonstrated that some
forms of tolerance induction in adult B cells could be re-
versed by trypsinization of the cells to remove bound anti-
gen and the receptors (500). This was followed by receptor
re-expression. Unresponsiveness in these cases was likely
caused by receptor blockade without signaling. Tolerance
induced by other antigens, however, could not be reversed
by simply removing the surface molecules, indicating a re-
quirement for active metabolic processes during induction
(501). For example, the D amino acid copolymers induced
unresponsiveness at 37◦C even if the B cells were subse-
quently trypsinized to clear the bound immunoglobulin
receptors from the cell surface. In contrast, exposure of
the cells to antigen at 4◦C did not induce tolerance. The
low temperature presumably prevented the necessary sig-
naling to the cell required for the tolerance. In several other
systems, stimulation with mitogens such as LPS was also
required to reverse B-cell tolerance (502,503). These ob-
servations suggested that there might exist a stable but re-
versible unresponsive state for mature B cells in the short-
term absence of antigen.

The introduction of fluorescein-tagged and radiolabeled
antigens in the late 1960s allowed for the first time the
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quantitation of antigen-binding cells. Most of the cells de-
tected were B cells as defined by the expression of sur-
face immunoglobulin. When this technique was applied
to tolerant animals, whether natural or acquired through
injection of high doses of antigen, the surprising observa-
tion was made that the animals had antigen-binding cells
specific for the tolerogen. For example, cells binding thy-
roglobulin were observed repeatedly in human peripheral
blood, but cells specific for human serum albumin were not
(504). This suggested that self-tolerance did not always in-
volve deletion of clones as postulated by Burnet (11). Sim-
ilar observations were made for protein antigens admin-
istered to adult animals (505). Because the total number
of B cells capable of binding labeled antigen was not di-
minished in these models, the tolerant state was referred
to by Nossal as clonal anergy rather than clonal deletion
or abortion (505). This was difficult to prove, however,
because in a normal mouse only 1% to 3% of the antigen-
binding cells (assayed at limiting dilution) were responsive
to antigen or produced specific antibodies when stimu-
lated with LPS. Thus, a small fraction of functionally im-
portant cells might have been deleted, but their absence
would have been hard to detect amidst the mass of low-
affinity antigen-binding cells. Subsequent limiting dilution
experiments, with a more potent mitogenic mixture of dex-
tran sulfate and LPS as a stimulant, revealed that at least
some tolerized B cells could be stimulated to differentiate
into antibody-forming cells when the BCR was bypassed
(503). This reversal suggested that at least a portion of the
cells had been rendered functionally unresponsive (aner-
gized) rather than deleted.

A much clearer picture of the nature of B-cell anergy
became possible with the introduction of BCR transgenic
mice (334,506). A mouse model was created by Good-
now and colleagues that expressed on its B cells a high-
affinity receptor (both IgM and IgD) specific for HEL
(506). About 90% of the B cells in this mouse expressed
the transgenic receptor. When this BCR transgenic mouse
was crossed with a second transgenic mouse constitutively
expressing the lysozyme antigen in a soluble form, the
double-transgenic offspring still expressed large numbers
of lysozyme-binding B cells in their spleens and lymph
nodes. On immunization with lysozyme, however, these
B cells failed to make an antibody- or plaque-forming cell
response. Because the failure to respond could have been
caused by tolerance at the level of the T cells, spleen cells
from these animals were transferred to irradiated, non-
transgenic recipients along with spleen cells from mice
primed to horse or sheep RBCs as a source of T-cell help.
The recipients were then boosted with lysozyme-RBC con-
jugates. Compared with control BCR transgenic mice, the
B cells from double-transgenic mice made a 10- to 100-
fold lower plaque-forming cell response. Thus, not only
had the B cells not been deleted, but they also appeared to
be functionally hyporesponsive. Such a lymphocyte intrin-

sic, functionally unresponsive state has become the general
definition for anergy.

Why are the lysozyme-specific B cells not negatively se-
lected in the bone marrow by a central tolerance mecha-
nism? When the gene encoding the transgenic BCR light
chain was inserted into the immunoglobulin kappa locus,
receptor editing was observed (507,508). If lysozyme was
then introduced as a transgene expressed in a membrane-
bound form, all of the developing B cells underwent edit-
ing; however, if lysozyme was introduced in a soluble form,
only 50% of the B cells escaped by editing (29). The other
50% were found in the spleen arrested between the im-
mature T1 (CD23low) and T2 (CD23high) stages (509). The
cells still expressed the transgenic BCR and were in an an-
ergic state. B-cell tolerance to secreted self-antigens is thus
different from that to antigen presented in a membrane-
bound form. From the early in vitro experiments of Metcalf
and Klinman (38) it is clear that to induce B-cell tolerance
a molecule must be presented in a multivalent form, be
present at a high enough concentration, and react with
the BCR with a high enough affinity. The affinity of the
transgenic BCR for lysozyme is 2 × 109 M−1 (334). The im-
portance of antigen concentration was confirmed in vivo
with a series of transgenic mice that expressed lysozyme at
different circulating levels (510). When the serum concen-
tration was greater than 10−10 M, the B cells were anergic
and the animals were tolerant, even if they were immu-
nized in Freund’s complete adjuvant with lysozyme cou-
pled to a foreign carrier to provide T-cell help. Below 10−10

M, the animals were still tolerant at the T-cell level, but
they could make a normal high-affinity antibody response
if given heterologous T-cell help. This model for natural tol-
erance is also consistent with the early mouse experiments
of Chiller et al. (511) done with injection of the foreign
antigen human gamma globulin, where the soluble anti-
gen dose required to tolerize T cells was lower than that
required to tolerize B cells. Both these experiments sup-
port the notion that available antigen concentrations can
produce situations in which only the T-cell compartment is
unresponsive. The absolute concentrations required to to-
lerize a particular B cell will obviously vary with the affinity
of the receptor; but the valency of the antigen is also criti-
cal. Basten et al. (512) have suggested that the tolerogenic
form of lysozyme is in fact molecules bound to a high-
molecular-weight serum protein, a modification that pre-
sumably would make the lysozyme multivalent. However,
why this form of antigen induces anergy while a membrane
bound form induces central tolerance is still not clear.

The most striking characteristic of the anergic state is
a 90% reduction of IgM on the surface of the B cells re-
sulting from endocytosis and a block in IgM re-expression
during transport from the endoplasmic reticulum to the
Golgi (513). IgD levels are normal, as are other surface
markers such as B220 and CD24. Hence, the cells are still
capable of binding lysozyme and the antigen was detected
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on the surface of B220+ cells freshly isolated from both the
bone marrow and the spleen. When the BCR transgenic
was crossed to an inducible lysozyme transgenic, which
expressed tenfold lower levels of circulating antigen, the
B cells were not tolerant and no decrease in surface IgM
was noted (514). Interestingly, if these animals were then
fed zinc in their drinking water, induction of the metallo-
thionein promoter of the lysozyme transgene enhanced the
circulating concentrations of lysozyme by 70-fold during
a 4-day period. During this time membrane IgM gradually
decreased on the surface of all the transgenic BCR-bearing
B cells, eventually reaching the low levels found in the
initial double-transgenic mice previously described. These
mature cells appeared to have been tolerized as they failed
to respond well to lysozyme-RBC conjugates when adop-
tively transferred into irradiated mice along with horse
RBC-primed helper T cells. Similar results were observed
when B cells from the BCR-transgenic mice were trans-
ferred into a lysozyme transgenic mouse expressing high
levels of circulating antigen. Thus, the anergic state could
be induced in mature adult B cells within 4 days.

The impairment in anergic B-cell activation appears to
be at the level of BCR signaling because activation for pro-
liferation through either CD40 or TLR-2/4 is unaffected
in the absence of antigen (515,516). Biochemically, the
anergic block is at the earliest events in signal transduc-
tion, as tyrosine kinase activity is greatly reduced (517).
In the presence of antigen, the IgD receptor continuously
recycles between the plasma membrane and endosomes,
and a large fraction is always found intracellularly, in con-
trast to the BCR on nonanergic B cells (518). This results
in diminished calcium oscillations and a failure to acti-
vate the transcription factor NF-κB, as well as the JNK
MAP kinase pathway (519). In contrast, activation of the
NF-AT transcription factor and stimulation through the
ERK pathway is normal. The former induces the nega-
tive regulator CD5, while the later inhibits plasma cell
differentiation (520,521). The BCR signaling block pre-
vents the normal up-regulation of the B7 costimulatory
molecules (522,523). Finally, PKC-δ is required to achieve
an anergic state as shown by the development of autoim-
munity instead of anergy when a PKC-δ–deficient mouse
was crossed onto the lysozyme double-transgenic back-
ground (524). PKC-δ seems to be necessary for the IgD
endocytosis (518).

The anergic state can be reversed in culture by stim-
ulation with LPS (515). Although the initial proliferative
response is somewhat less than for normal B cells, the an-
ergic B cells fully re-express surface IgM by 2 days and af-
ter 3 days their antibody production increases. If antigen
was included in the culture along with LPS, however, the B
cells’ ability to secrete antibody remained inhibited, even
though they proliferated just as well during the treatment.
This suggests that BCR occupancy by antigen is the critical
signal for maintaining the state as well as inducing it. In
this sense anergy can be viewed as a BCR-desensitization

process stemming from the constant signaling of the re-
ceptor.

The fate of anergic B cells in vivo was examined
by bromodeoxyuridine-labeling studies to determine the
turnover of the cells (525). In contrast to normal mature B
cells, which have a half-life of 4 to 5 weeks, anergic B cells
were found to last for only 3 to 4 days, and they tended
not to enter into lymphoid follicles during their migration
(526). The rate of emergence of B cells into the mature
pool was similar for the two types of cells, suggesting that
anergic B cells died more quickly in the periphery (525).
These events, however, occurred only in the presence of
antigen. If the anergic B cells were adoptively transferred
into irradiated, antigen-free recipients, the cells survived
as long as normal B cells (515,526). Interestingly, their IgM
levels returned to normal after 5 to 10 days, but when chal-
lenged with antigen, they still did not respond well. Thus,
decreased IgM serves as a marker for some anergic cells,
but it is not the only component needed for the unrespon-
siveness.

Surprisingly, the fate of the anergic cells in response to
antigen and T-cell help turned out to be cell death (527).
Nontolerant B cells from the BCR single-transgenic mice
proliferated and made antibodies against lysozyme when
stimulated with antigen in the presence of CD4+ T cells
from a lysozyme-specific TCR transgenic. In contrast, if
the B cells came from a double-transgenic mouse, where
they had been exposed continuously to soluble circulat-
ing lysozyme, the anergic B cells underwent cell death by
apoptosis in response to the same stimulus. Death was
prevented on a CD95-deficient (lpr) background, suggest-
ing that the Fas/Fas ligand pathway was necessary for the
killing. Subsequent studies demonstrated that the CD40
receptor also had to be engaged in order to obtain cell
death, because signaling through CD40 was required to
up-regulate Fas expression on anergic B cells (528). Nor-
mal transgenic B cells did not die under the same circum-
stances and in fact required both CD40 ligation and Fas
expression for optimal clonal expansion and antibody pro-
duction (528,529). If, however, BCR occupancy by antigen
was bypassed, by pulsing the B cells with the peptide rec-
ognized by T cells, then even nontolerant B cells were killed
(528). These results suggest that for mature B cells signal
two alone (as might occur in certain bystander situations)
can be tolerogenic. Thus, signaling through the BCR is crit-
ical for determining the outcome of helper T-cell/B-cell in-
teractions, and, presumably, anergic B cells die because of
their partial block in BCR signaling.

In contrast, two other groups were able to get the an-
ergic B cells to make an antibody response in an in vivo
adoptive transfer system by providing antigen-specific T-
cell help (516,529). In the lysozyme system they achieved
this by immunizing with the antigen in CFA (516). One
interpretation of this result is that the PAMPS and danger
signals provided by the adjuvant induced the up-regulation
of antiapoptotic proteins (such as bcl-2), which counteract
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the elevated levels of Bim present in anergic B cells, and
thus protect the cells from apoptosis (530). In a like man-
ner, anergic B cells survive poorly when in the presence of
other B cells because of competition for the costimulatory
molecule BAFF, which maintains B-cell viability through
enhancement of the levels of NF-κB p52 and the prosur-
vival kinase Pim2 (530). When on their own, however, a
large fraction of the anergic B cells survive much longer as
there is now sufficient BAFF available per cell to stimulate
them adequately through the BAFF-R. Low levels of CD40
signaling from CD40L engagement can also help sustain
these cells (531).

Recently a number of investigators have examined
BCR transgenics specific for autoantigens involved in sys-
temic lupus erythematosus pathogenesis such as double-
stranded (ds) and single-stranded (ss) DNA and the ribonu-
cleoprotein Smith antigen (Sm) (529,532). Several of these
transgenes were placed on a Rag2−/− or a Cκ−/− back-
ground to eliminate complications in the phenotype stem-
ming from receptor editing. These studies have revealed a
spectrum of tolerance states that the B cell can adopt to
suppress antibody production against self-antigens. At one
extreme is a high-affinity BCR for ds-DNA in which all of
the cells in the transgenic mouse are deleted in the bone
marrow (533). In contrast, another transgenic with the
same heavy chain and a different light chain showed mod-
est deletion in the bone marrow and a significant cohort of
cells surviving in the spleen (534). The latter manifested an
unusual surface phenotype that was immature for B-cell
maturation markers, for example, CD24int, but showed the
presence of activation markers such as CD44high. Their IgM
levels were decreased tenfold and the cells did not prolif-
erate in vitro to either LPS or anti-IgM stimulation. They
also did not differentiate into antibody-secreting cells. This
anergic state could be partially overcome in vitro by stim-
ulation with CD154 and IL-4, which restored IgM expres-
sion, tyrosine phosphorylation of Syk, up-regulation of B7,
and proliferation. However, the cells did not differentiate
into antibody-forming cells even if IL-5 was added to the
cultures. In vivo, the anergic cells were found only at the
T-B interface of splenic follicles; they did not secrete anti-
bodies; and they had a very fast turnover rate, suggesting
that they were dying quickly. However, if given strong T-cell
help, the B cells lost their anergic phenotype and secreted
autoantibody (529). Interestingly, this secretion could be
prevented if the anergy was reversed in the presence of
CD4+CD25+ Tregs.

At the other end of the spectrum are transgenic mice
with BCRs specific for ss-DNA (535) and one with a low-
avidity BCR for Sm (532). In both cases, the B cells fully
matured and had a normal follicular distribution and life-
span. IgM levels were normal or only slightly decreased
and signaling for tyrosine phosphorylation of Syk and
increases in intracellular calcium were intact. Nonethe-
less, the cells showed decreased antibody and prolifera-
tive responses to both LPS and anti-IgM stimulation in

vitro and did not secret antibody in vivo. The proliferative
block could be overcome by addition of CD154 and IL-4 to
the anti-IgM, but antibody production was still impaired,
most likely because of continued antigen stimulation of
the ERK Map kinase pathway (520). This maturational ar-
rest occurs at an early CD138+ preplasma cell (Blimp-1–
negative) stage and is followed by B-cell apoptosis (536).
Overall, this anergic state appears to be less profound than
that observed for B cells in the soluble lysozyme double-
transgenic mouse, while the lysozyme BCR transgenic is
less repressed than the state for ds-DNA. These experi-
ments suggest that B-cell anergy (like T-cell anergy) can
exist at different levels, consistent with the tuning idea of
Grossman and Paul (537).

B-Cell Clonal Deletion

The first experiments to show peripheral clonal deletion
with BCR transgenic mice were done by Russell et al. (538)
using a receptor specific for the Kb MHC class I molecule.
This mouse was crossed to an MHC transgenic mouse
expressing Kb in the liver, pancreas, and kidney, under
the control of a metallothionein promoter. The double-
transgenic offspring had only a few transgene-receptor
positive B cells in the spleen and lymph node, although
there were large numbers in the bone marrow. Because the
number of B220+ cells was also greatly reduced in the pe-
ripheral lymphoid tissues and because no mRNA encoding
the transgenic receptor could be detected, it was concluded
that the B cells had been deleted. Thus, B-cell recognition
of Kb in certain peripheral tissues, even with low affinity in
this particular case, resulted in a tolerant state. The mech-
anism of this tolerance is likely to be clonal deletion, but
cells undergoing apoptosis were not detected. In contrast,
expression in thyroid epithelium of a membrane-bound
form of lysozyme under the control of a thyroglobulin pro-
moter did not lead to either clonal elimination or func-
tional inactivation of BCR-transgenic B cells specific for
lysozyme (539). The reason for the discrepancy between
the two models is not known, but may relate to the acces-
sibility of naive B cells to the antigen in the different target
tissues.

In general, once a B cell has been activated by a for-
eign antigen and divides, many of its progeny terminally
differentiate into antibody-forming cells and die. This pro-
cess is retarded in lpr and gld mice because of genetic de-
fects in the Fas or Fas ligand molecules required for cell
death (540). These mice get an antibody-mediated autoim-
mune disease similar to systemic lupus erythematosis in
humans with the production of anti-ds DNA autoantibod-
ies and the development of glomerulonephritis (541). B-
cell death is also impaired in bcl-2 transgenic mice, which
express the antiapoptotic bcl-2 protein at high levels in
the B-cell lineage (542). These mice get B-cell lymphomas
(543) as well as autoimmunity (544). Based on these indi-
rect experiments it is assumed that apoptotic cell death is a
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normal part of the B-cell response to foreign antigens and
that this is at least in part Fas/FasL-mediated. The obser-
vations also suggest that Fas-dependent death helps main-
tain self-tolerance by deleting peripheral B cells that have
generated autoreactive receptors.

A substantial portion of the activated B cells also mi-
grate to germinal centers where they undergo the process
of somatic hypermutation (545). These B cells first remove
the BCR from their surface, undergo several rounds of di-
vision, and re-express mutated immunoglobulin receptors
(546). The cells then undergo a negative selection process
similar to that of transitional B cells. The antigen is pro-
vided from antigen-antibody complexes on follicular den-
dritic cells (547). Survival requires the receptor to be of
high enough affinity to out-compete the already circulating
antibody and allow B-cell uptake and processing of anti-
gen for display of peptides to primed helper T cells, which
have also moved into the germinal centers (545,548). If
the B cell receives T-cell help it survives and is stimulated
to undergo another round of expansion and differentia-
tion. If T-cell help is not received, the B cells can become
anergized or die by apoptosis. Apoptotic cell death was
demonstrated by two groups by giving large amounts of
soluble antigen at the time of optimal germinal center for-
mation (549,550). The antigen was selected to either lack
the critical T-cell determinant required for help or deag-
gregated by ultracentrifugation (in the manner of Dresser
[346]) to reduce APC processing for T-cell activation. In
each case, the high-affinity B cells, located in both the ger-
minal centers and the nearby lymphoid zones rich in T
cells, underwent apoptosis rather than the affinity matu-
ration seen with T-cell help. Thus, just as for transitional
B cells, signaling of primed B cells in the absence of T-cell
help can result in deletional tolerance. In the opposite vein,
if excess costimulation is provided by microbial infection,
then even low-avidity T cells that have escaped central tol-
erance might migrate into germinal centers and provide
help to low-avidity cross-reactive or somatically mutated
autoreactive B cells. An ENU-induced mutation in an E3
ubiquitin ligase that normally down-regulates mRNA sta-
bility, resulted in an overexpression of CXCR5, ICOS and
IL-21 in all its T cells (551). This led to an excess of follic-
ular T cells in an increased number of germinal centers,
and resulted in high titers of autoantibodies and a lupus-
like immunopathology.

TOLERANCE INDUCTION IN MATURE
T CELLS

Activation-induced Cell Death and
Homeostasis

The frequency of responding T cells in an MLR is quite
high, ranging from 2% to 5% of the CD4+ T-cell popu-
lation (552). Proliferation following priming does not in-

crease this frequency, suggesting that many of the divid-
ing cells must die (553). Sprent (554) and Sprent and
Miller (555) followed the fate of the reactive cells in this
assay by isolating 4-day blasts from the thoracic duct of
F1 mice injected with parental cells, labeling the cells and
transferring them back to syngeneic parental hosts. These
cells homed to the spleen and intestine and then most
of them disappeared, appearing to die in situ and be de-
graded by macrophages or be excreted into the lumen of
the gut over a 2-week period. Only a few survived to become
memory cells, which were capable of responding more
rapidly.

Modern studies on the fate of T cells stimulated with
superantigens have confirmed these early findings with al-
loreactive T cells. Injection of spleen cells expressing Mtv-
7 into mice lacking Mtv-7 (556) or injection of staphylo-
coccal enterotoxin B (SEB) (557) or A (558) into strains
expressing Vβ8 and/or Vβ3 T cells, results in an initial ex-
pansion of the reactive T cells followed by extensive death
via apoptosis. This is not simply a phenomenon observed
with superantigens because transfer into male nude mice
of spleen cells from a transgenic female mouse expressing
the TCRαβ anti-H-Y receptor resulted in a similar expan-
sion and disappearance of CD8+ T cells (559). The gen-
eral pattern of response to all of these stimuli is shown in
Figure 29.3.

The biochemical pathway responsible for signalling the
cell to die is still not fully understood. In vivo studies have
suggested that killing of CD4+ T cells can be mediated by
reactive oxygen species (560). Also in an in vitro reacti-
vation model it was shown that IFN-γ produced by acti-
vated CD4+ cells could stimulate granulocytes to make NO
and reactive oxygen intermediates, which in turn killed the
activated CD4+ cells (561). For death receptor (e.g., Fas)-
mediated killing, the activated T cell is initially resistant
because the cells express a signaling antagonist called c-
Flip (562) and because the costimulation accompanying
T-cell stimulation increases the synthesis of antiapoptotic
bcl-2 family members such as Bcl-2 and Bcl-XL (190,420).
When the latter decay, however, the proapoptotic BH3-
only molecule Bim predominates and the cell becomes
vulnerable to apoptotic cell death (563). If restimulated
through the antigen-receptor, the surviving cells can now
be killed by a rapid re-expression of Fas or TNF ligands
(564,565) (see discussion of active death in Chapter 27).
Other cells die simply when their growth factors are with-
drawn (passive death) (566). This last mechanism involves
down-regulation of the glucose transporter, atrophy of the
cell, and mitochondrial changes leading to cytochrome c
release and apoptosis (567). These mechanisms are im-
portant for maintaining peripheral tolerance as shown by
genetic mutations in their pathways (e.g., lpr [Fas] and gld
[FasL]), which lead to autoimmune disease (568).

Several experiments have demonstrated that the initial
expansion phase of the T-cell response is started by the
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FIGURE 29.3 The general pattern of in vivo responses of CD4+

and CD8+ T cells to superantigen and antigen stimulation. The
response of Vβ8+ T cells to staphylococcal enterotoxin B is shown
as a model. The response occurs in four phases. During the first
12 hours, the massive release of cytokines from memory T cells
can result in significant cell death in the stimulated cells. In the
second phase, the remaining stimulated cells divide, increasing
two- to eightfold over a period of 4 days. In the third phase, CD4+

T cells die off rapidly but leave a residue of cells that appear to be
anergized. In the fourth phase, the anergized cells slowly disap-
pear. CD8+ T cells, in contrast, slowly decrease in number from
their peak expansion, returning to normal levels after 30 days.
Whether these cells become anergic depends on the presence or
absence of effective CD4+ T-cell help.

first encounter with antigen and that the cells are then
programmed under optimum conditions to go through
four to eight rounds of division without any restimula-
tion (569,570,571). At the end of this period the cells stop
proliferating and then must receive further instructions
to determine their fate. Death is only one possible out-
come and all the quantitative parameters that influence
the cell’s fate at this point are not understood. CD28 signal-
ing does not protect against activation-induced cell death
induced by superantigens or antigen (572). Only LPS or
proinflammatory cytokines such as IL-1 and TNF-α pre-
vented it (572,573). One way these molecules act is through
up-regulation of the IκB family member Bcl-3, which in
expression experiments was shown to have antiapoptotic
effects (574).

Interestingly, only the CD4+ T cells die rapidly at day
4 following SEB injection; CD8+ T cells do not (Figure
29.3). Thus, a completely different explanation for CD4+

T cell depletion has been proposed. Removal of CD8+ T
cells from the mice prior to SEB injection, by treatment
with anti-CD8 antibody, prevented the rapid loss of CD4+

T cells (575). Similar results were observed with CD8 re-

moval in an EAE resistance model following secondary
immunization with myelin basic protein (576). The au-
thors postulated that the activated CD8+ T cells kill off the
activated CD4+ T cells by a perforin/granzyme-mediated
cytotoxicity mechanism involving recognition of the Qa-1
molecule. Recent experiments with Qa-1–deficient mice
have demonstrated that both antigen- and superantigen-
mediated CD4+ T cell secondary expansion is greatly ex-
aggerated in the knockout, which can lead to augmented
autoimmune disease subsequent to decreased CD8+

T-cell–mediated inhibition (577). The molecular mecha-
nism for initiating this inhibition is not known, but may in-
volve a TAP-independent, Qa-1 presentation of hydropho-
bic peptides derived from the CD4+ TCR (578–580).

One of the most interesting aspects of all these obser-
vations is that 90% of T cells responding to antigen or su-
perantigen die. This is best understood in the context of
homeostatic regulation of the immune system rather than
antigen-specific tolerance per se. There is only so much
space in the body for lymphocytes and room must be main-
tained for the influx of new naive cells from the thymus as
well as the preservation of memory T cells for an extended
period of time. Transfer of splenic T cells into nude mice
showed that the cells could expand only until a critical
cell number is reached (approximately 2 × 108 cells per
mouse) (581–583). Surprisingly, memory T cells and naive
T cells were independently regulated, that is, each subpop-
ulation did not influence the expansion of the other (584).
Their half-lives were also controlled in different manners
as many naive T cells were dependent on TCR recognition
of self-MHC molecules for survival, whereas memory T
cells were not (585–587). The latter depended on cytokines
such as IL-7 and IL-15 (588,589). In the immune response
to a virus, Masopust et al. (590) have shown that the fre-
quency of the responding antigen-specific cells increases
dramatically over an 8-day period, up to a frequency of
80% or more of the total CD8+ T cells in the spleen. As
these cells begin to effectively eliminate the virus, however,
their frequency drops and in the memory phase of the re-
sponse it becomes only 1/300 to 1/1000 of the total CD8+

pool (591). Thus, homeostasis is maintained by allowing
most of the newly generated cells to die by an apoptotic
mechanism once the antigen is cleared (592).

T-Cell Anergy

Anergy is a peripheral tolerance mechanism in which the
lymphocyte intrinsically becomes functionally inactivated
following an antigen encounter, but remains alive for an ex-
tended period of time as a hyporesponsive cell (406). The
first description of a CD4+ T-cell anergic state was in hu-
man (593) and mouse (351) clones and is now referred to as
T-cell clonal anergy (406). Activation of CD4+ Th1 clones
to proliferate requires intact APCs. If the APCs are chem-
ically treated with fixatives such as paraformaldehyde
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and then used to present peptide antigens, the T cells do
not proliferate. Instead, by 6 to 18 hours they have en-
tered a new state in which they fail to make IL-2 or pro-
liferate when restimulated with normal APC and antigen
(351). The T cells are still alive because they can prolif-
erate in response to added IL-2, and in fact this response
brings them out of the state (594,595). Without IL-2 the
unresponsiveness can last for several weeks in the absence
of any further antigen addition. Simultaneous studies us-
ing planar lipid membranes, composed of MHC class II
molecules on a plastic surface and pulsed with peptide
antigen, induced the same state (353). This suggested that
TCR occupancy was all that was required to induce clonal
anergy. Subsequent reconstitution experiments supported
this idea. Addition of untreated, allogeneic APC (which
could not present the peptide), along with chemically fixed
syngeneic APC and peptide, prevented the induction of the
unresponsive state (352). It also reconstituted the initial
proliferative response. This suggested that the fixed cells
were presenting antigen properly but that the fixation pre-
vented other signals from being delivered by the APC. No
soluble cytokines were effective in substituting for the al-
logeneic APC, and eventually the CD28 molecule was iden-
tified as the costimulatory receptor on the T cell required
for the IL-2 production (596). Agonist anti-CD28 antibod-
ies were subsequently shown to prevent clonal anergy in-
duction (597). The ligand on the APC could be either B7-1
(CD80) or B7-2 (CD86). The biochemical block in clonal
anergy was subsequently shown to be at the level of acti-
vation of the Ras/MAP kinase pathway by inhibiting the
usual increase in GTP-p21Ras following TCR stimulation
(598,599) Recent experiments suggest that this stems at
least in part from an increased expression of the protein
diacylglycerol kinase-α, which depletes the second mes-
senger diacylglycerol by phosphorylating it; this prevents
RasGRP1 from mobilizing to the plasma membrane and
activating Raf (600,601). The block in MAP kinase activa-
tion prevents the induction of transcription factors such
as AP-1, and this in turn prevents the production of IL-2
(602).

In addition to induction by TCR occupancy in the
absence of costimulation, clonal anergy has also been
achieved by stimulation with low-affinity peptide li-
gands (partial agonists) in the presence of costimulation
(603,604). This stimulus represents a suboptimal activa-
tion of the T cell that is inadequate to drive the cell into
division, but adequate to induce the dominant biochemi-
cal feedback mechanism(s) that blocks subsequent prolif-
erative responses to normal activating stimuli. Both types
of clonal anergy induction require activation of the cal-
cium/calcineurin pathway with mobilization of NF-AT to
the nucleus and activation of genes not requiring AP-1,
such as Egr2/3 (605,606). Induction can be partially mim-
icked by calcium ionophore stimulation (605,607), but the
fully stable state also requires other signaling pathways
such as PKC activation (606). Activation of the MAP kinase

pathway is not required. Elevations of E3 ubiquitin ligases
such as Cbl-b, Itch, and Grail have been implicated in the
induction process (608,609,610). A role for the cell-cycle
inhibitor p27kip1 has also been suggested for anergic states
derived from costimulatory blockade (611,612). CD28 co-
stimulation prevents anergy induction indirectly by its en-
hancement of IL-2 production, and subsequent IL-2R sig-
naling to activate the downstream kinase mTOR (613).
Thus, the drug rapamycin, which blocks mTOR function,
favors anergy induction even in the presence of costimu-
lation. How activation of mTOR prevents or reverses the
increase in the level of diacylglycerol kinase-α, which
maintains the state of clonal anergy, is currently not under-
stood.

Murine T-cell clonal anergy is primarily a growth arrest
state (406). The production of cytokines such as IL-2 and
IL-3, which can augment T-cell proliferation, is strongly
inhibited, while IL-4 production is unaffected (595). In-
stead, the proliferative response to IL-4 is blocked (614).
C-C chemokine production is also unaffected and there
is only a small effect on IFN-γ production in Th1 clones
(615). This pattern, however, is not universal for all mod-
els of clonal anergy. In humans, antigen presentation by
T cells to a CD4+ T cell clone, even in the presence of co-
stimulation, leads to an unresponsive state (593). In mice,
overnight treatment of T-cell clones with just a calcium
ionophore can induce a similar state (605). In these cases
the anergic cells fail to produce IL-4 and IFN-γ in addition
to IL-2. The cells also display a block in calcium signaling
(605,616), which is not observed in other murine models
(617), and which could account for their more profound
inhibition. There are also cases of deeper states of clonal
anergy in other murine systems (618,619). In several of
these, CTLA-4 signaling has been shown to play a critical
role in preventing certain of the T-cell responses and in-
ducing anergy (423,424,620,621), but not in other models
(425,426).

CD8+ murine T-cell clones can also be induced into a
clonal anergic state by antigen/APC stimulation in the ab-
sence of costimulation (622). The phenotype is again an
inhibition of IL-2 production and proliferation with little
effect on IFN-γ production or CTL activity. More recently,
a form of clonal anergy has been described following CD8+

T-cell stimulation called activation-induced nonresponsive-
ness (AINR) (474). This state ensues several days after op-
timal T-cell stimulation through the TCR, CD28, and the
IL-12R. The CD8+ T cells lose the capacity to proliferate
in response to the continued presence of antigen (623).
They also lose their ability to make IL-2, but retain effec-
tor functions such as IFN-γ production and CTL activity.
AINR biochemically resembles the clonal anergic state of
CD4+ T cells in that activation of all the MAP kinase path-
ways (ERK, JNK, and p38) is inhibited (624). Also similar
is the fact that AINR can be overcome if large enough quan-
tities of IL-2 are provided either by CD4+ T-cell help or by
IL-2 added exogenously during the course of the immune
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response (625). The induction of AINR even in the pres-
ence of B7 costimulation and some division is presumably
because the CD8+ T cells cannot produce enough IL-2 on
their own (usually 1/8 of what a CD4+ T cell produces un-
der optimal stimulation conditions [626]) to generate suf-
ficient mTOR activation. This phenomenon helps to make
long-term CD8+ T cell expansion dependent on CD4+

T-cell help (627).
The first description of an anergic state in vivo was

made in mice injected with superantigens (628). In animals
given SEB or Mtv7+ spleen cells, there remains a popula-
tion of Vβ8+ CD4+ T cells that fails to proliferate or pro-
duce IL-2 on restimulation with the superantigens in vitro
(629–631) (Figure 29.3). These cells stay in this function-
ally unresponsive state for weeks, especially if the animals
have been thymectomized, but eventually the state reverses
or the cells disappear (556,558). Similar phenomena were
observed in radiation-induced bone marrow chimeras ex-
pressing MHC Class II E molecules and Mtv7 solely in cells
of the irradiated host (632). The Vβ6+ and Vβ17+ T cells
(CD4+ and CD8+) interacting with the Mtv superantigen
were not deleted, although these cells (either mature thy-
mocytes or peripheral lymph node cells) appeared to be
functionally unresponsive in a MLR in vitro as well as
in a graft-versus-host response following adoptive trans-
fer in vivo. Furthermore, attempts to directly stimulate
the cells to proliferate using anti-Vβ antibodies on a plate
were unsuccessful. Addition of exogenous IL-2 gave only
a partial recovery of the proliferative response, suggesting
that both IL-2 production and responsiveness to IL-2 were
blocked. Subsequent experiments showed that the unre-
sponsive state could be reversed if the T cells were cultured
in the absence of antigen (either in vitro or in vivo), thus
proving that the cells had not been deleted (633). This tol-
erance process most likely ensued in the thymic medulla,
but it is not clear at which T-cell stage.

Such observations were extended to conventional anti-
gens with TCR transgenic mice either by crossing them
to a mouse expressing the antigen they recognized or by
transferring their mature T cells directly into this second
mouse (559,634,635–637). In the H-Y transgenic model de-
scribed earlier (638), the CD8+ T cells become unrespon-
sive when the cells are put into an environment in which
the male antigen they recognize is highly expressed and
cannot be eliminated (e.g., following transfer into a male
nude mouse). If the CD8+ T cells are subsequently removed
from this environment and placed in a female nude mouse,
they recover their function (639). Dependence of CD4+ T
cell unresponsiveness on the persistence of antigen has
also been reported (636). The unresponsiveness in these
models has been called adaptive tolerance (406), and ap-
pears to be similar to anergic states seen following certain
persistent viral and bacterial infections (640,641,642). An-
other possibly similar in vivo anergic state has been de-
scribed when CD4+ transgenic T cells are first transferred
into a syngeneic host and then stimulated with soluble pep-

tide ligand in the absence of a costimulatory signal such
as LPS (643).

The unresponsive state for both CD4+ and CD8+ T cells
involves a failure to produce IL-2 on restimulation with
the antigen and APC; however, the production of other cy-
tokines varies with the model. In many cases, all cytokine
production is inhibited (636), while in others the cells were
found to make IL-10 (634). Proliferation in most of these
models is inhibited, and a few also show a failure to re-
spond to IL-2. In all of them, the T cells regain respon-
siveness if they are transferred into an environment that
is no longer expressing the antigen (633,636,637,643). If
transferred into a host expressing the antigen, the T cells
can sometimes even go into a more profound unrespon-
sive state (636). Persistent antigen expression is the criti-
cal variable determining the fate of the T cells (644), with
repetitive low doses favoring deletion and high doses favor-
ing anergy (645). Even if the T cells are initially activated in
the presence of strong costimulation (such as anti-CD40),
their eventual fate is tolerance if the antigen persists (637).

A number of biochemical studies have been done with
the in vivo models involving TCR transgenics, because
there is a large enough number of cells to study. It appears
for many of them that the anergic state represents a block
at the earliest steps of TCR-induced tyrosine phospho-
rylation (631,646–648). Activation-induced ZAP-70 phos-
phorylation is generally reduced and the downstream
phosphorylation of the LAT adaptor molecule is strongly
inhibited (648–650). This impairs PLC-γ 1, Grb2-mSOS,
and RasGRP1 activation, resulting in inhibition of both
calcium mobilization and activation of the Ras/MAP ki-
nase pathway. This pattern is different from some of the
in vitro clonal anergy models (648). In addition, the in-
dividual in vivo models show their own idiosyncrasies.
For example, in the superantigen models, Cbl-b appears to
play a critical role in maintaining the unresponsive state
(608,609), as does an enhancement in the activity of the
p38 pathway (651). The former acts in preactivated T cells
by ubiquitination and targeting of PLC-γ 1 for degrada-
tion; the latter acts by inhibiting activation of the ERK
pathway. Neither of these components, however, plays a
critical role in adaptive tolerance. Similarly, a key role has
been demonstrated for CTLA-4 signaling in the anergy in-
duced by soluble peptide stimulation (423), but it plays no
role in the onset of adaptive tolerance (426). Overall, these
studies suggest that there may be multiple ways in which
a T cell can exert negative feedback on its TCR signaling
pathways. Thus, in vivo anergy models may have several
different molecular mechanisms operating to ensure un-
responsiveness.

What is the biological purpose of in vivo anergy? Be-
cause in many cases the state reverses when the antigen
is removed, perhaps it represents an adaptation of the cell
to the persistence of antigen in its environment, a form
of TCR desensitization consistent with the Tunable Acti-
vation Threshold model of Grossman and Paul (537). In a
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CD4 adaptive tolerance model, it was possible to show that
the biochemical and functional response to the same dose
of antigen of a TCR transgenic, anergic population varied
depending on the level of chronic antigen exposure respon-
sible for first inducing the state (652). Thus, the function of
the anergic state would be to retain a potentially useful cell
in a harmless mode by raising its threshold for activation
for a certain period of time until a decision can be made
as to whether it is autoreactive or critical for host defense.
The half-life of these cells in the absence of other T cells
is long, but in the presence of normal T cells the anergic
cells disappear more quickly by an unknown competitive
or suppressive mechanism (653). In these transgenic mod-
els, the anergic T cells often retain partial effector func-
tions and can eventually cause autoimmunity (653,654). In
the case of chronic viral infections, however, the dampen-
ing of proliferative capacity is followed by the dampening
of effector function: B-cell help for CD4+ cells and TNF-α
and IFN-γ production as well as CTL-activity for CD8+

cells (641,655,656). In CD8+ T cells the anergic state has
been called functional exhaustion. It can be tuned to dif-
ferent levels of unresponsiveness, at least partly depending
on signaling through the PD-1 receptor (430). The anergic
antiviral CD4+ and CD8+ cells persist for a long period of
time even in the presence of normal T cells, possibly be-
cause the viral load continually fluctuates from replication
or because the virus continues to elicit danger signals and
costimulation. Premature entry into this anergic state can
have deleterious effects, such as impairment of an effective
immune response to a subsequent viral infection (657).
However, if appropriately timed with the clearance of the
virus it can reduce immunopathology. When this state is
induced in the thymus, it can also serve as a central toler-
ance mechanism in cases where the antigen is expressed
both there and in the periphery (658).

IMMUNOREGULATION

Once an immune response is underway, the nature of that
response can feed back on the system in a number of ways
to focus it on particular effector functions or to inhibit
immunopathologic consequences. This section will briefly
outline some of these mechanisms as they can formally be
considered tolerance mechanisms when the immune sys-
tem fails to reject the antigen because of them. A number
of these topics, however, are covered in much greater detail
in other sections of this book.

Immune Deviation (Th1 vs. Th2 and Th17
CD4+ helpers)

The phenomenon of immune deviation was first described
by Asherson and Stone (659). They injected guinea pigs
with soluble or alum-precipitated antigens 2 weeks prior

to challenge with the same antigen in Freund’s complete
adjuvant. The pretreatment prevented the usual delayed-
type hypersensitivity (DTH) response measured as 24-hour
skin reactions on rechallenge. In contrast, antibody pro-
duction was normal, although the class of antibody was
deviated from IgG2 toward IgG1 (660). Parish and Liew
(661) subsequently discovered a general reciprocal rela-
tionship between antibody production and DTH reactions
as a function of antigen dose. When small doses of antigen
were administered, the immune response was predomi-
nantly DTH. As the antigen dose was increased, an an-
tibody response was observed, while the DTH response
diminished. At very high doses of antigen, the antibody re-
sponse also declined and in some cases the DTH response
re-emerged. With the introduction of T-cell cloning tech-
nology, Mosmann et al. (662) discovered that fully differ-
entiated mouse T-cell clones generally exhibit one of two
discrete lymphokine production profiles (662). Th1 cells
make IL-2, IFN-γ , and TNF-β, while Th2 cells make IL-4,
IL-5, and IL-13. This cellular dichotomy provided a poten-
tial explanation for immune deviation because these two
cell types could cross-regulate each other. Lymphokines
produced by Th1 cells turned out to be primarily media-
tors for stimulating macrophage activation via induction
of IFN-γ and complement fixing IgG2a antibodies, as well
as CD8 T-cell activation for viral clearance, while those pro-
duced by Th2 cells were primarily activators of eosinophils
and mediators of helper T-cell function for IgG1 and IgE
antibody production to aid in the clearance of parasites
(663,664). The cross-regulation is also mediated by these
lymphokines. Thus, IFN-γ produced by Th1 cells inhibits
the proliferation of Th2 cells (665) by blocking costimula-
tion by IL-1 (666). A comparable antagonism occurs within
the Th1 cell, where up-regulation of the transcription fac-
tor T-bet opposes the expression of the Th2 master regu-
lator GATA-3 (667). In a reciprocal manner, in Th2 cells
GATA-3 expression inhibits STAT4 and the IL12Rβ2 pro-
tein preventing IL-12 augmentation of Th1 differentiation
(668). In naive cells IL-4 signaling also prevents colocaliza-
tion of the IFN-γ receptor with the TCR at the immuno-
logic synapse, which impairs Th1 development (669). The
initial discovery of IL-10 was as an inhibitory cytokine pro-
duced by Th2 cells (670). It prevented the stimulation of
Th1 cells by blocking APC function and by preventing lym-
phocyte production of IL-2 and TNF-α (670,671). How-
ever, subsequent work showed that both cell types could
produce IL-10 (672) and that it primarily facilitates the
generation of T-regulatory 1 (Tr1) cells from naive CD4+

T cells (673). It also can augment the effector function of
both B cells (674) and CD8+ T cells (675). Thus, IL-10 is
now generally thought of as immunosuppressive for both
Th1 and Th2 cell differentiation.

The forces that operate to determine the dominance of
Th1 versus Th2 cells in any given immune response are
not completely understood. The dose of antigen is critical
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and the genetic constitution of the responding individual
determines which particular doses are perceived as high
and low. In the Leishmania major parasite model, BALB/c
mice make predominantly a nonprotective Th2 response,
whereas C3H and C57BL/6 mice make predominantly a
protective Th1 response (676). If, however, the BALB/c
mice are inoculated with a minute number of parasites
(less than 30), they become protected against a normal
challenge dose because of immune deviation toward an
IFN-γ response (677). The antigen specificity of the re-
sponse is also a critical variable. A single immunodomi-
nant determinant of the Leishmania is recognized in the
early response of the BALB/c mouse (678). If tolerance is
induced to the protein containing this determinant, then
the mouse mounts a protective Th1 immune response
(679). Another critical parameter is the cytokine milieu.
High concentrations of IL-4 deviate the response toward
Th2 (680), while high concentrations of IL-12 deviate the
response toward Th1 (681). Furthermore, the molecular
form of the antigen is also influential, with particulate anti-
gens favoring macrophage uptake and IL-12 production,
which helps skew the response toward a Th1 phenotype
(681,682). CD8+ T cells can similarly be affected by these
parameters to give rise to Tc1 and Tc2 cells (683).

Recently another subset, Th17, has been described that
augments recruitment of neutrophils to sites of inflamma-
tion to deal with extracellular bacterial pathogens (684).
This subset is uniquely induced by the combined stim-
ulation of naive T cells with IL-6 and TGF-β (685–687)
through activation of the orphan nuclear receptor RORγ t
(688), and is augmented in number and survival by subse-
quent stimulation with IL-23, once the IL-23R is induced
(689–691). The molecular details of how this subset is reg-
ulated have not yet been fully worked out, but it is already
clear that Th1 and Th2 cells compete with it and that IFN-γ
and IL-4 negatively regulate Th17 generation (692,693).
Thus, the principle of class regulation of the immune re-
sponse by different T-cell subsets will most certainly be
a generalizable phenomenon. A tolerance process could
then be defined from this regulation as one that deviates
the immune response toward a class of effector cells that
does not cause immunopathology.

Induced CD4+ T Regulatory Cells
(Tr1 and iTreg)

Tr1 cells were first discovered in severe combined im-
munodeficient (SCID) patients who had received HLA-
mismatched hemopoietic stem cells and appeared to be tol-
erant (694,695). The cells were CD4+ and produced IL-10
on stimulation with host APC. They also made TGF-β, IL-5,
and small amounts of IFN-γ , but not much IL-2 and no
IL-4 (696). They did not proliferate well when stimulated
through their TCR and were described as anergic (697).
This clonal anergy also included a lack of IL-2R expression.

Most interestingly, the cells were found to suppress the ac-
tivation of other naive and memory CD4+ and CD8+ T
cells by indirectly inhibiting APC function, through down-
regulation of both MHC class II molecules and costimula-
tory molecules (675), as well as by directly inhibiting T-cell
cytokine production: IL-2, TNF-α, and IL-5 (671,698,699).
Much of this suppression was of a bystander nature, medi-
ated by the cytokines IL-10 (700) and TGF-β (701) released
from the cells following antigen stimulation; however, in
transwell experiments the suppression was only optimum
if the two T cells were in contact, suggesting that there
might also be cell-surface molecule(s) participating in the
negative regulation (702). Tr1 cells can be differentiated
from naive T cells in human by stimulating with antigen
plus IL-10 and IFN-α (703). In the mouse the cells emerge
following antigen activation in the presence of vitamin D3

and dexamethasone to suppress Th1 and Th2 responses
(704). They also can be induced by bone marrow-derived
DC that had been previously exposed to IL-10 (705). The
major growth factor for Tr1 cells is IL-15 (706). Naive CD8+

T cells can also differentiate into Tr1-like cells in the pres-
ence of plasmacytoid DCs (707).

The effector properties of Tr1 cells have many things in
common with the CD4+CD25+Foxp3+ nTreg population
generated in the thymus (see earlier discussion). The pos-
sibility that such Tregs could also be induced in the periph-
ery from CD4+CD25− T cells was first raised for human
T-cell populations (708), and then more rigorously demon-
strated in murine systems using low-dose antigen stim-
ulation in thymectomized animals (709) and by transfer
of monoclonal-naive TCR transgenic T cells into antigen-
bearing hosts (710). Subsequently it was discovered that
such a switch could be greatly facilitated by stimulation
with antigen/APC in the presence of TGF-β1 (711). Since
then these so-called induced (or adaptive) T-regulatory
cells (iTregs) have been generated under a variety of condi-
tions including during transplantation tolerance (712,713)
and chronic infectious diseases (714,715,716). They are
distinguished from Tr1 cells in terms of their expression
of CD25 and Foxp3 and in terms of the cytokines that gen-
erate them (TGF-β1 vs. IL-10) (673). In functional prop-
erties, however, they are very similar. In fact, under some
conditions both types of cells can be found at the same site
of inflammation (714,717). Under other conditions, how-
ever, they can inhibit different aspects of the same immune
response (717).

Tr1 and iTreg cells negatively regulate many cells in the
immune system, including APCs, B cells, and T cells. In
mouse models they can suppress Th1-mediated inflam-
matory bowel disease (698,718) as well as Th-2–mediated
immediate hypersensitivity responses (719), the latter by
blocking IgE production and Th2 cell priming. For CD8+

targets, TGF-β1–induced inhibition of granule exocytosis
(initiated by Tregs) can prevent CTL activity (259). In hu-
mans, Tr1 cells have been observed in patients tolerant
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to kidney, liver, and bone marrow grafts, although a
causal role in the tolerance process has not been estab-
lished (673). Administration of alloreactive CD25+ Tregs
in bone marrow transplantation has been used to prevent
acute graft-versus-host disease while sparing graft-versus-
leukemia function (720). In mice, pancreatic islet grafts
have been facilitated by administration of IL-10 in addi-
tion to rapamycin (721). In NOD mice these manipulations
delayed disease onset by generating both Tr1 and iTregs.
The former were found in the spleen and blocked prolif-
eration and migration to the pancreas of effector T cells,
while the latter were found in the islets of the pancreas
and prevented diabetes (717). In chronic infectious dis-
eases caused by organisms such as the parasite Leishmania
major (260) and the nematode Onchocerca volvulus (722),
the presence of Tr1 and/or Treg cells and their cytokine
production (mostly IL-10) has been associated with persis-
tence of the infection. Interestingly, the response can give
rise to a state of concomitant immunity in which the host
is resistant to rechallenge with the same parasite while still
harboring the organism at a local site (260). This creates
a state of equilibrium between host and parasite in which
neither is completely destroyed by the other. In this re-
gard a number of pathogenic viruses (Epstein-Barr virus,
cytomegalovirus, and Pox) (723,724,725) have also taken
advantage of the negative regulation of Tr1/iTreg cytokines
such as IL-10 by evolutionarily capturing and modifying
these genes for their own use in down-regulating host im-
mune responses.

Mucosal Tolerance

The route of antigen introduction is a critical variable in
determining the outcome of an immune response. Intra-
venous administration generally favors induction of toler-
ance (726,727), whereas subcutaneous administration fa-
vors immunity (728). Intravenous injection might allow
antigen presentation by costimulatory molecule-deficient
naive B cells in the spleen (729), whereas subcutaneous
injection would favor uptake and presentation by Langer-
hans cells, which, following activation, are very effective at
initiating immune responses in the draining lymph nodes
(730).

Oral and nasal administration of antigen have also been
shown to favor tolerance induction (731,732). From the
earliest studies of Wells (733) and Chase (734), it was clear
that the oral route of administration induces some form
of immunoregulation. Orally immunized animals usually
make an initial systemic antibody response that subse-
quently diminishes (735). The tolerance state is often as-
sociated with large amounts of IgA production in the gut
(736). In other cases (e.g., for myelin basic protein), in
which the antigen is administered in a form (peptides)
preferentially recognized by T cells rather than B cells

(737), the immunoregulation has been reported to be me-
diated either by T cells that secrete TGF-β on antigen
stimulation (738) or by induction of anergy and deletion
(739,740). The mechanism observed depends on the anti-
gen dose, with high doses inducing direct inactivation of
the antigen-specific T cells and low doses eliciting TGF-
β–mediated immunoregulation (741). These cells and cy-
tokines precondition the environment of the gut so that
APCs become educated to present antigen to naive T cells
in a skewed fashion, propagating the induction of T cells
producing IL-4, IL-10, and TGF-β (742). Nasal adminis-
tration of soluble proteins or peptides prevents or reduces
ongoing Th1 IFN-γ responses by similar mechanisms. In
this model, roles for γ δ T cells (743) and dendritic cells
(744) secreting IL-10 have also been suggested.

The T cells in the gut, referred to as Th-3 cells, are un-
usual in that they can make substantial amounts of TGF-β
following antigen stimulation (745). This cytokine acts as
a critical switch factor for B cells, favoring the production
of IgA (746). TGF-β, however, is also an anti-inflammatory
cytokine that blocks T-cell proliferation by inhibiting IL-2
production and cell-cycle progression, although at the
same time it also enhances T-cell survival (747,748). TGF-
β–deficient mice as well as mice harboring a dominant
negative form of the receptor transgenically expressed in T
cells develop inflammatory bowel disease, suggesting that
this cytokine, like IL-10, is critical for anti-inflammatory
immune regulation (749,750). After initial activation in the
gut, Th-3 cells can leave and migrate to other sites in the
body, where they can act as direct or indirect (bystander)
suppressor cells, if they recognize their peptide/MHC li-
gand at that site and release TGF-β. In this sense oral tol-
erance is not really the absence of an immune response,
but rather a form of immune regulation initiated in the
gut to deal with the problem of the large number of com-
mensal bacteria that colonize this tissue in a symbiotic
fashion (751,752). The relationship among Th-3, Tr1, and
iTreg cells in the mucosa has not been clearly established.
These cell types may represent a family of regulatory CD4+

T cells whose members have differentiated in different
places and times to produce (to varying degrees) the same
set of inhibitory cytokines (IL-10 and TGF-β) required to
provide negative feedback regulation on T-cell immune
responses.

Indoleamine 2,3-Dioxygenase and
Suppressive APC

A subset of plasmacytoid DCs (CD8α+, CD19+) can pro-
duce indoleamine 2,3-dioxygenase (IDO), an enzyme that
catabolizes the essential amino acid tryptophan (753). IDO
expression is induced in these cells by either IFNs or LPS
and TNF signaling (754,755). IDO can also be induced by
cross-linking B7 molecules on the DC, which stimulates
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IFN-α production and STAT1 and IRF1 signaling (756).
B7 cross-linking can be achieved experimentally with sol-
uble CTLA4-Ig and it may be accomplished physiologically
by CD4+ regulatory T cells, which constitutively express
CTLA4 on their surface (754). Mature DCs that express
active IDO can inhibit T-cell expansion by depleting tryp-
tophan in the environment (757). This is sensed by the T
cell as an increase in uncharged tRNA and leads to activa-
tion of the stress kinase GCN2, which inhibits entry into
cell cycle (758). Instead, the T cell enters an anergic state
and can differentiate into iTregs in the presence of TGF-β
(758,759). Furthermore, toxic metabolites of tryptophan
following its IDO breakdown to kynurenine (such as 3-
hydroxy-anthranilic acid) can induce apoptosis in thymo-
cytes and Th1 clones in vitro (760,761). The role of IDO in
immune responses in vivo has been explored by using the
pharmacologic inhibitor 1-methyl-tryptophan to block the
enzyme. This drug increased the severity of EAE (762) and
inflammatory bowel disease (763) in mouse models and
prevented CTLA4-Ig from facilitating islet transplantation
(756). When administered during pregnancy it resulted in
rejection of allogeneic but not syngeneic fetuses (764). In
contrast, overexpression of IDO in tumors and lung tis-
sue makes them resistant to rejection (765–767). In vitro,
IDO-expressing APC dominate, that is, they inhibit an MLR
even when mixed with stimulatory APC not expressing IDO
(753,757,767). Although IDO has an inhibitory effect on
the adaptive immune response, which favors the induc-
tion of tolerance, it can also function as an innate host
defense because it inhibits the replication of pathogens
that cannot synthesize their own tryptophan, such as Tox-
oplasma gondii, mycobacteria, and group B streptococci
(768–770). How the DCs maintain their own function and
survival under these tryptophan-depleted conditions is still
not understood.

CD8+ iTregs and Anti-TCR Regulation

Studies on CD8+ suppressor T cells in immunoregulation
and tolerance were a dominant theme in cellular immunol-
ogy in the 1970s. Looking back at those systems now, it is
possible to classify some of them as forms of immune de-
viation. For example, CD8+ T cells are particularly good at
making IFN-γ (771); thus, they should be capable of func-
tioning as potent suppressors of Th2 and Th17 responses
(665,692). Furthermore, recent experiments have demon-
strated that Th2-like CD8+ T cells (Tc2) can be generated in
the presence of IL-4 and these could function as suppres-
sors in CD4+ Th1 DTH responses (772,773). Thus, regu-
latory cytokines could provide a sufficient explanation for
some of the old experiments.

One clear exception to this cytokine model, however, is
the Qa1-restricted CD8+ regulatory T-cell population dis-
cussed earlier (774). The original observation in the 1970s

was that CD4+ T cells were necessary to induce CD8+ sup-
pressor T cells and that this interaction required the pres-
ence of Qa-1 (775). In rats, lines of these CD8+ T cells could
mediate resistance to EAE induction when transferred
in vivo (776). More recently the CD8 cells were shown to
play a key role in the prevention of relapses in mouse EAE
and to require Qa-1 for their generation (575,576,577,777,
778). Interestingly, these CD8 suppressor cells showed
specificity for the Vβ+ subset of CD4+ T cells involved
in the response (575,777). How this specificity is gener-
ated is not completely clear. Standard T-cell activation in-
volves recognition of antigenic peptides bound to MHC
molecules. However, the generation of regulatory T cells
that can suppress an immune response by recognizing the
receptor on responding T cells requires the recognition
of unique peptides derived from that TCR. Evidence that
this can occur comes from the EAE studies of Vandenbark
and colleagues (779,780,781). The CD4+ T-cell response to
myelin basic protein in Lewis rats is dominated by cells
expressing Vβ8. Animals immunized with a synthetic pep-
tide corresponding to the CDR2 region of this Vβ were pro-
tected against the demyelineating disease. Not all TCR pep-
tides were effective, presumably because of the failure of
some to bind to that animal’s MHC molecules. Thus, a pos-
sible regulatory mechanism is that the Qa1/TCR peptide-
specific CD8+ T cells generated are cytotoxic for the acti-
vated CD4+ T cells expressing the Vβ8 receptor (782).

Another model of CD8+ suppressor T cells has been de-
scribed in humans (783). These cells were generated by
multiple rounds of antigen stimulation and inhibited ei-
ther alloantigen or protein antigen proliferative and anti-
body responses in a specific manner. The cells were subse-
quently shown to lack expression of CD28 and to express all
the markers of CD4+Foxp3+CD25+ Tregs (784). However,
they did not produce IL-10 or TGF-β. Their mechanism
of action was through alteration of the APC (785). When
the CD8+ iTregs were activated by peptide/MHC class I
complexes on the APC, they induced the expression of a
pair of KIR-like inhibitory receptors, ILT3 and ILT4, on
the APC surface (786). These two molecules could also be
up-regulated on DCs by IL-10 and/or IFN-α stimulation
(787). ILT4 recognizes the α3 domain of HLA class I (788)
and, like inhibitory NK cell receptors, recruits a phos-
phatase to prevent calcium signaling and NF-κB-mediated
up-regulation of B7 costimulatory molecules on the APC
(785,789,790). ILT3, in contrast, directly alters CD4+ T
cells. In response to antigen presentation in its presence,
CD4+ cells up-regulate Foxp3 and become anergic instead
of differentiating into effector cells (787,791). This same
effect could be achieved with soluble recombinant ILT3-
Fc and this form of the molecule could induce new CD8+

iTregs in primary mixed leukocyte cultures (792). Thus,
the net result from the actions of ILT3 and ILT4 is to in-
duce naive T cells into the Treg lineage. This represents
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another example of how a preconditioned APC can dictate
the nature of the response by a naive T cell.

CD8+ Veto Cells

A mechanism for directly tolerizing naive CD8+ precyto-
toxic T cells has been described that involves negative im-
munoregulation by previously activated CD8+ cells (T cells
or NK cells) (793,794). In the model system, a population
of precultured MHC-incompatible CD8+ T cells was recog-
nized by unprimed allogeneic CD8+ T cells and the former
inactivated the latter. Hence, the name veto cells. These
cells acted late in culture (after 20 hours), mediated their
effects by cell-cell interaction (not secreted products), and
did not compete for lysis of target cells in the CTL assay
(as they could be eliminated prior to the assay with anti-
MHC antibodies and complement without reversing the
effect) (795,796). The TCR specificity of the veto cell did
not matter and engagement of its TCR was not required
for its veto function (797,798). Instead, it was the recog-
nition of cell surface peptide/MHC class I antigens on the
veto cell by the responding CD8+ T cell that led to the lat-
ter’s inactivation. Evidence that the veto phenomenon can
also operate in vivo has come largely from the experiments
of Rammensee, Fink, and Bevan (796,799–800,801). Injec-
tion of splenic CD8+ T cells into mice differing at MHC
class I loci resulted in inhibition of a subsequent in vitro
CTL response by the recipient’s T cells against donor class
I molecules.

A molecular mechanism for vetoing has been described
that involves signaling back through the MHC class I
molecule following its interaction with CD8 on the veto cell
(802). CD8-negative variants of clones otherwise capable
of vetoing were found to lose their ability to veto. Further-
more, cell lines expressing the correct peptide/MHC com-
plex, but which were not veto cells, became veto cells when
transfected with a CD8 gene. Finally, a veto effect could be
activated with peptide/MHC-positive, CD8-negative cells
by adding a monoclonal antibody against the α3 domain
of the MHC class I molecule (the molecular region for CD8
binding). Conversely, a CD8+ veto cell could be prevented
from killing by a monoclonal antibody against CD8, which
blocked its interaction with the MHC molecule. These re-
sults suggest that the veto signal is initiated by the inter-
action of CD8 on the veto cell with the α3 domain of an
MHC class I molecule on the target cell, but only when
the latter cell simultaneously becomes activated through
its TCR via recognition of a peptide/MHC molecule on the
veto cell. The effect of this dual signaling by veto cells is
to make the responding T cells susceptible to Fas/FasL-
mediated apoptosis (803,804). The function of this mech-
anism in self-tolerance is not clear, but it may play a role
in eliminating autoreactive CD8+ T cells specific for blast
antigens expressed on activated CTLs. In a clinical setting
CD8+ veto cells raised against irrelevant third-party tar-

gets have been used to prevent graft rejection in allogeneic
bone marrow transplantation using large doses of CD34+

stem cells under minimal conditioning regimens such as
treatment with rapamycin (805–807).

Antibody-mediated Immunoregulation

Passive transfer of antibodies into a naive animal often
prevents the priming of that animal with a subsequent in-
jection of antigen (808). High-affinity antibodies are more
effective than low-affinity ones (809). Some of this effect is
the result of formation and clearance of antigen-antibody
complexes. The antibodies can also prevent the forma-
tion of particular peptides during antigen processing that
are needed for T-cell recognition (810,811). The antigen-
antibody complexes are also likely to be responsible for the
phenomenon known as original antigenic sin (812,813), in
which memory B cells, generated during a prior exposure
to a cross-reacting antigen, prevent or down-regulate the
response to the unique new determinants on the antigen
(814). Memory B cells seem to have an advantage for rapid
activation and this produces antibodies that feed back to
inhibit the priming of naive B cells possessing receptors
that are specific for unique determinants of the second
immunogen. This feedback mechanism is most likely me-
diated through antigen-antibody complexes that interact
with the Fcγ RIIb1 receptors on the naive B cells (815) and
inhibit signal transduction through their IgM receptors by
bringing the SHIP phosphatase into the receptor complex
(816,817). The sialylation state of the Fc core of the an-
tibody is also critical for favoring its interaction with in-
hibitory Fcγ receptors (818).

Anti-Idiotypic B-Cell Regulation

In 1974 Jerne (819) proposed that antibody production
could be regulated by other antibodies that recognized
unique idiotypic determinants in the V regions of the first
antibody. He postulated that an increase in the production
of the first antibody could negatively regulate the produc-
tion of anti-idiotypic antibodies, and vice versa. Because of
the interconnected pathways in such a network, perturba-
tion of one segment would be dampened by the presence
of other segments and thus the original steady state would
be buffered.

In recent years, studies have focused on the analysis of
IgM hybridomas from nonimmunized neonatal mice (820)
or IgM antibodies derived from human cord blood Epstein-
Barr virus–transformed B cells (46,48,821,822). Individual
antibodies show the ability to react with several different
self-ligands, many of which are intracellular proteins, such
as cytoskeletal proteins (47,48,821–825). In both species
their major source appears to be B1 and marginal zone B
cells (49,50,826). The relation to immunologic networks
is that these antibodies also interact with other members
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of the set (820,827). Administration of such antibodies
to neonatal mice perturbs the B-cell repertoire and af-
fects the subsequent adult response to particular antigens
(828,829). This effect is either positive or negative depend-
ing on the timing and the antibody. Whether the natural
dominance of B cells expressing certain idiotypes is related
to such network interactions (826) or is due to early expo-
sure to commensal bacteria (830) remains controversial.
However, clonally dominant idiotypes emerge in germ-free
animals (831,832) and can be disrupted in their appear-
ance by early antigen priming with heat-killed bacteria
(833). Interestingly, the non–idiotype-positive antibodies
elicited by the premature priming proved not to be protec-
tive for subsequent challenge with virulent bacteria, sug-
gesting that the natural network-derived antibodies played
a crucial role in host defense (829).

IMMUNE PRIVILEGED SITES

Transplant surgeons have known for a long time that cer-
tain areas in the body are more favorable than others for
grafting of tumors (834) and normal allogeneic tissues
(835). In particular, the brain, the anterior chamber of the
eye, and the testis in rodents as well as the cheek pouch in
hamsters seem to be privileged in their capacity to accept
grafts readily (836). The idea thus emerged that antigens
contained in these tissues could not be seen by the immune
system because they were sequestered in some way, for ex-
ample, by the blood–brain barrier or because the grafts
failed to become vascularized (e.g., corneal transplants)
(837). Subsequent studies, however, have shown that ac-
tivated lymphocytes can migrate into most of these tis-
sues (838). Nonetheless, the tissues do have mechanisms
for curtailing the initiation of an immune response. The
nervous system has very few dendritic cells and little lym-
phatic drainage (839). Instead, antigens end up via lym-
phatic links in the cerebrospinal fluid (840). The hamster
cheek pouch also has very few lymphatic vessels (841).
In fact, even the skin can be converted into a privileged
site for primary grafts, if one surgically creates an alym-
phatic skin pedicle (842). On the effector end, neurons ex-
press few if any MHC molecules, and, even in the pres-
ence of inflammatory cytokines, they only express low
levels of MHC class I molecules for effector T cells to
recognize (843,844). Another mechanism by which a tis-
sue may obtain privileged status, even if exposed to ac-
tivated T cells, is by the expression of Fas ligand (845).
This was first demonstrated for Sertoli cells of the testes
(846). In a transplantation model, testis grafts from nor-
mal mice survived indefinitely under the kidney capsule of
allogeneic recipients while similar grafts from mice carry-
ing a mutation in the Fas ligand gene (gld) were rejected.
Similarly, in a tissue-destruction model, viral infection of
the anterior chamber of the eye of gld mice caused mas-

sive tissue damage, whereas the same infection in normal
mice resulted in Fas/FasL-dependent killing of the inflam-
matory lymphoid cells (847). Fas ligand expression has
been detected in both corneal epithelial and endothelial
cells (848).

Another mechanism that has been described to partic-
ipate in the immune privilege of the eye is called anterior
chamber-associated immune deviation (849). Injections of
exogenous antigens and allogeneic tissues into the anterior
chamber results in a systemic impairment of the produc-
tion of complement-fixing antibodies and DTH to that anti-
gen, that is, Th1 responses are blocked (850). The immune
deviation appears to be an effect of inhibitory cytokines
such as TGF-β secreted from the iris and ciliary body cells
in the eye and IL-10 released from ocular APC (851), as well
as neuropeptides such as α MSH and vasoactive intestinal
peptide released by corneal nerves (852). These molecules
alter the presentation properties of the F4/80+ APCs in the
eye. The APCs then migrate to the thymus (853) and spleen
(854) where they induce NK T cells to make IL-10 (855).
The NK T cells, along with γ δ T cells (856) and B cells
(857), somehow induce Qa-1 class Ib–restricted CD8+ reg-
ulatory T cells (850,858). How these effector T cells sup-
press the CD4+ DTH response in an antigen-specific man-
ner has yet to be clearly elucidated (859,860). Finally,
recent studies have demonstrated that some privileged
sites can favor the induction of T-regulatory cells in re-
sponse to tissue grafts (861).

THE FETAL-MATERNAL RELATIONSHIP

A number of examples exist in the reproduction of ver-
tebrates in which one organism successfully grafts itself
onto another as a parabiont, completely circumventing re-
jection by the host’s immune system (862). Perhaps the
most interesting example of this natural tolerance induc-
tion is in viviparous mammals, where the fetus successfully
implants itself in the uterus (863). When any inbred mam-
malian strain A female is mated to a strain B male, the
(A × B)F1 fetus expresses histocompatibility antigens of
the father to which the mother is not tolerant; yet the fetus
is not rejected. This is also true for completely allogeneic
fetuses that have been experimentally created by embryo
transfer (864,865).

The possibility that the fetal trophoblast represents a
privileged immunologic tissue was first tested by transfer-
ring day 2 fertilized (A × B)F1 ova or day 7.5 F1 ectopla-
cental cones under the kidney capsule of strain A females
(866). These grafts were not rejected even if the recipi-
ent had been primed with strain B skin grafts. Witebski
and Reich (867) were the first to suggest that this protec-
tion from immune attack might be because the placenta
does not express histocompatibility antigens. Evidence
to support this idea is very good in primates (868,869).
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Syncytiotrophoblasts of the human fetus do not express
polymorphic MHC class Ia or class II molecules (with the
exception of HLA-C) (870). These cells are the closest in
proximity to the maternal blood vessels in the villi of the
placenta, and even when stimulated with IFN-γ , they do
not express HLA-A and HLA-B class I molecules (871). The
remaining cells, cytotrophoblasts, express only the rela-
tively nonpolymorphic class Ib MHC molecules, HLA-G
and HLA-E (872,873). Although early ideas suggested that
the function of these molecules is to provide a ligand for
the inhibitory receptor(s) on maternal NK cells and CD8+

T cells, thus preventing them from killing fetal cells (874),
more recent work has raised the possibility that instead
they play a role in controlling vascularization of the ma-
ternal decidua (875).

One puzzling fact, however, is that rodent placental cells
do express classical polymorphic MHC class Ia molecules,
although at significantly lower levels in the fetus than in
the adult (876). Hence, other mechanisms must also play a
role in preventing maternal immune attack. Of note is the
fact that syncytiotrophoblasts synthesize the enzyme in-
doleamine 2,3-dioxygenase (877), which, as discussed ear-
lier, breaks down the essential amino acid tryptophan and
has negative effects on T-cell activation. If a pharmaco-
logic inhibitor of this enzyme is administered at the time
of embryo implantation, it causes the loss of allogeneic fe-
tuses in normal, but not Rag1-deficient, mice (764). There
was no effect on syngeneic litters. Conversely, feeding ham-
sters a high-tryptophan diet has been reported to cause
fetal loss (878). These observations suggest that control
of tryptophan availability is a key mechanism by which
trophoblasts maintain their immune privilege. However, it
is not the only mechanism because IDO-deficient female
mice produce normal litters when crossed to allogeneic
IDO-deficient males (877).

In the early experiments on multiparous rodents, al-
logeneic paternal skin grafts placed on mothers that had
been mated several times to males of that allogeneic strain
were rejected more slowly than the same grafts placed
on mothers that had been mated to syngeneic males
(879–882). Also, the response of multiparous inbred fe-
males to the male-specific antigen H-Y is usually impaired
(883,884) even though primed CD8+ CTLs can be detected
with tetramers (885). This suggests that there exists an im-
munosuppressive effect of the fetus on the mother’s T-cell
immune responses (884). This was demonstrated clearly
in TCR transgenic female mice whose CD8+ T cells were
specific for a paternal MHC class I molecule (Kb) (886).
During pregnancy these cells were reduced in numbers
and appeared to have down-regulated their receptor lev-
els. They were also functionally impaired as the mother
failed to reject Kb-bearing tumor grafts during this period.
Following birth, the immune system returned to normal.
Furthermore, these effects were antigen-specific as they
were not observed in syngeneic or non-Kb allogeneic preg-

nancies. In another study, CD8+ transgenic T cells specific
for the male H-Y antigen were tolerized during pregnancy
by mechanisms involving anergy and Fas-dependent dele-
tion (887). In a similar manner, a B-cell receptor transgenic
mouse specific for Kk deleted about 80% of its idiotype+ B
cells starting at midpregnancy and then reverting to nor-
mal levels at birth (888). Thus, pregnancy transiently can
result in a state of specific tolerance to paternal alloanti-
gens.

Several mechanisms have been proposed for this tran-
sient immunosuppressed state. One is expression of Fas
ligand in the placenta, which, similar to its action in other
privileged sites, would kill activated T cells entering the tis-
sue (889). In the human placenta, Fas ligand is expressed
early on cytotrophoblasts as well as at term in syncytiotro-
phoblasts (889,890). In the gld mouse, which lacks a func-
tional Fas ligand, fetal resorption sites are common and
litter sizes are small (890). A second mechanism is the
presence of suppressor T cells (891). There is a generalized
increase in the percentage of CD25+Foxp3+ Tregs that oc-
curs during pregnancy (892). In the uterus about 30% of
the CD4+ T cells are Tregs by embryonic day 10.5, and this
occurs in syngeneic as well as allogeneic matings. Deple-
tion of CD25+ cells prior to T-cell adoptive transfer into
nude females led to gestational failure when these mice
were bred to allogeneic males, but not if they were bred
to syngeneic males. In the allogeneic combination fetal
resorption was detected at embryonic day 10.5 and char-
acterized by infiltration of CD3+ T cells and hemorrhage
at the maternal-fetal interface. Thus, the physiologic en-
hancement of Tregs during pregnancy may play a key role
in preventing alloreactivity against paternal antigens. This
enhancement may also be responsible for the amelioration
of autoimmune diseases, such as rheumatoid arthritis, that
often occurs with pregnancy (893,894).

A third mechanism to explain systemic immunosup-
pression in pregnancy is the production of cytokines and
hormones by the placenta, which would inactivate T cells
or deviate them away from a cell-mediated immune re-
sponse (895). Progesterone, which is present in high con-
centrations in the placenta, has been shown to prolong
allogeneic skin graft survival (896,897) and to favor the
development of Th2 responses from antigen-specific T-cell
lines and clones (898). IL-4, IL-5, and IL-10 have been de-
tected in the placenta, as has an immunosuppressive cy-
tokine related to TGFβ2 (895,899–901). The latter is made
by trophoblasts rather than immune cells, as is much of
the IL-10 produced in the placenta (902,903). A study of
the effect of pregnancy on susceptibility to Leishmania in-
fection in B6 mice, which normally resist the parasite with
a vigorous Th1 response, showed an impaired clearance of
the organism resulting from a general decrease in IFN-γ
production (904). Reciprocally, infection with Leishmania
enhanced both spontaneous abortion and failed implan-
tation rates, as well as decreasing the production of IL-4
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and IL-10 in the placenta (905). In humans, spontaneous
abortions are also associated with an increased capability
of producing IL-2 and IFN-γ and a decrease in IL-4, IL-10,
and leukemia inhibitory factor production (906,907). Fi-
nally, the excess fetal loss observed in the CBA and DBA/2
mouse mating combination, which is mediated by acti-
vated NK cells and macrophages, is associated with de-
creased IL-4 and IL-10 production and can be reversed by
administration of IL-10 or anti–IFN-γ antibody (144,902).
Although not all Th-2 cytokines are necessary for a success-
ful pregnancy (908), the cytokine milieu of the placenta
does appear to play an important role in the maternal ac-
ceptance of the fetus, and may provide another example of
where immune deviation contributes to tolerance.

Often after multiple pregnancies the mother makes an
antibody response to the father’s histocompatibility anti-
gens (909,910). Occasionally, the antibodies formed are
harmful to the fetus, as in Rh incompatibility causing
erythrocyte destruction (911), but for the most part the
antibodies are not destructive. Several laboratories have
demonstrated that many of these antibodies do not fix
complement (912). When they do fix complement, cells in
the placenta are equipped with molecules such as decay-
accelerating factor and membrane cofactor protein, which

destroy or block the binding of complement (see Chapter
33). The importance of these protective mechanisms has
been shown in a targeted mutation of a broadly distributed
complement regulatory protein called Crry, a major com-
plement inactivator in rodents (913). Homozygous knock-
out mice die in utero around embryonic day 10. The em-
bryos at this time have C3 deposited in the placenta and the
tissue is invaded with granulocytes. Crossing these mice to
C3-deficient mice corrected the defect, demonstrating that
the regulation of complement was an important variable
in fetal survival.

SUMMARY

The immune system is often thought of as a protective de-
vice for responding to the dangers of pathogenic invaders
and injury. However, one of the most serious threats to the
organism is the immune system itself. Without the various
phenomena referred to as tolerance, the organism would
surely self-destruct. Hence, the mechanisms required to
guard against this possibility are numerous and nonre-
dundant (Table 29.1). First, in the central lymphoid or-
gans, cells reactive to available endogenous antigens are

◗ TABLE 29.1 Tolerance Mechanisms

Central Lymphoid Tissues Peripheral Lymphoid Tissues

T cells in the thymus T cells in the spleen and lymph nodes

1. Negative selection via clonal deletion by thymic dendritic cells
presenting ubiquitous self-antigens

2. Deletion or anergy resulting from self-antigen presentation by
thymic epithelial cells. This includes ectopically expressed
tissue-specific antigens.

3. Deletion of thymocytes recognizing tissue-specific antigens by
dendritic cells migrating to the thymus from the peripheral tissues

4. Generation of CD4+CD25+Foxp3+ regulatory T cells that act in
the periphery to inhibit self-antigen reactivity

1. Programmed cell death following stimulation by antigen-bearing
APCs. Usually mediated by growth factor withdrawal.

2. Clonal anergy due to TCR occupancy that is unaccompanied by
sufficient costimulation

3. Receptor desensitization resulting from persistent antigen stimulation
4. Th1/Th2/Th17 immune deviation via cytokine cross-regulatory effects
5. Tr1, Th3 and iTreg cells acting via suppressive effects of IL-10 and

TGF-β
6. CD8+ veto cells delete naive CD8+ T cells by a Fas/FasL mechanism
7. CD8+ T cells delete activated CD4+ T cells by recognition of TCR

peptides presented on Qa1 molecules
8. CD8+ suppressor cells induce inhibitory receptors on APC
9. Plasmacytoid DC inhibition of T-cell proliferation thru tryptophan

depletion by indoleamine 2,3-dioxygenase

B cells in the bone marrow B cells in the spleen and lymph nodes

1. Receptor editing as a consequence of growth arrest and
immunoglobulin V-region substitution in response to polyvalent,
high concentration self-antigens

2. Clonal deletion following persistent stimulation of high-affinity
clones by polyvalent, high concentration self-antigens leading to
apoptosis

3. Clonal anergy as a result of maturation arrest and subsequent
loss of antigen-responsiveness to soluble self-antigens

4. Differentiation to B1 cells to allow survival of
intermediate-affinity self-antigen reactive clones early in life

1. Clonal anergy due to persistent antigen stimulation that leads to B-cell
receptor desensitization and functional unresponsiveness

2. Clonal deletion by high concentration, high affinity, polyvalent antigens
in the absence of T-cell help

3. Receptor blockade by smaller, soluble, low-valency antigens that tie
up antigen receptors in nonfunctional clusters

4. Antibody feedback inhibits naive B-cell activation via Fc receptors
5. Anti-idiotypic IgM antibody network regulates levels of natural

antibodies

APC, antigen-presenting cell; TCR, T-cell receptor; Th, T-helper cell; TGF-β , transforming growth factor-β ; IgM,
immunoglobulin M.
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clonally deleted by an apoptotic process. In addition, edit-
ing allows B cells to replace their receptors in order to
avoid autoimmunity. As the lymphocytes mature they next
encounter peripheral antigens. Some of these are brought
to the primary lymphoid organs by the bloodstream and
migrating immature DCs. Other antigens are expressed ec-
topically in the medulla of the thymus. Here the cells are
tolerized by a deletional or anergic process. In addition
CD4+CD25+Foxp3+ regulatory T cells are selected, which
later can dampen immune responses against many periph-
eral self-antigens. Maturing transitional B cells can also
be tolerized by an anergic or deletional process if they en-
counter antigen in the absence of T-cell help.

Once T cells have matured, their activation to antigen is
still constrained by the requirement for two types of signal-
ing, one antigen-specific and the other costimulatory. APCs
are normally in a quiescent state and thus only present
antigens in a tolerogenic fashion (signal one alone). The
cells may respond to this stimulation and even divide, but
the process is ultimately abortive and the cells either die
or become anergic. B cells require T-cell help as their form
of costimulation and antigen encounter without it leads
to anergy or death. Finally, even following a strong im-
mune response, the system can regulate itself by negative
feedback mechanisms, which include various induced T-
regulatory cells making IL-10 and TGF-β in response to
antigen, cells killing effectors by recognizing idiotypic de-
terminants or vetoing them, or by deviating the response
toward a nonharmful state. B cells can be turned off by
antibody signaling through Fc receptors.

Despite this plethora of mechanisms that exists to en-
sure that tolerance is enforced in the immune system, the
safeguards can occasionally break down, resulting in au-
toimmune disease. When and how this occurs is the topic
of Chapters 41 and 42 on systemic and organ-specific au-
toimmunity.
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Role of TGF-β
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Double-Negative (DN) Treg
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Control of Autoimmune Disease by Treg

Autoimmune Gastritis (AIG)
Inflammatory Bowel Disease (IBD)
Autoimmune Thyroiditis
Insulin-Dependent Diabetes Mellitus (IDDM)
Experimental Autoimmune Encephalomyelitis

(EAE)
Antigenic Specificity of Treg in Autoimmunity
Treg and Th2-Mediated Diseases
Lymphocyte Homeostasis and Autoimmunity

Control of Allograft Rejection and

Graft-versus-Host Disease (GVHD) by Treg

Regulatory T Cells and Tumor Immunity

Treg Control of Immunity to Infectious

Agents

Treg Function in Human Disease

INTRODUCTION

T cells are crucial in the immune response because they
can function as both effector cells in cell-mediated re-
sponses and as helper cells in both humoral and cell-
mediated responses. Most biologic systems are subject to
complex regulatory controls, and the immune system is
not an exception. In addition to T cells that upregulate
(help), other populations that downregulate (suppress) the
immune response must exist. Once a normal immune re-
sponse is initiated by antigenic stimulation, mechanisms
must be in place to control the magnitude of that response

and to terminate it over time. Downregulation should con-
tribute to the homeostatic control of all immune responses,
serving to limit clonal expansion and effector-cell activity
in response to any antigenic stimulus. An active mecha-
nism of T-cell suppression is also needed to control poten-
tially pathogenic autoreactive T cells. The primary mech-
anism that leads to tolerance to self-antigens is thymic
deletion of autoreactive T cells, but some autoreactive T
cells may escape thymic deletion or recognize antigens that
are expressed only extrathymically. T-cell anergy (1) and T-
cell ignorance/indifference (2) have been proposed as the
primary mechanisms used to control autoreactive T cells
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FIGURE 30.1 First demonstration of sup-
pressor T cells. Adapted from Gershon RK,
Kondo K. Cell interactions in the induction of
tolerance: The role of thymic lymphocytes. Im-
munology. 1970;18:723–735.

in the periphery, although these “passive” mechanisms for
self-tolerance may not be sufficient to control potentially
pathogenic T cells.

It was proposed more than 30 years ago that a distinct
subset of T cells is responsible for immune suppression (3).
A suppressor T cell is functionally defined as a T cell that
inhibits an immune response by influencing the activity of
another cell type. Although a strong theoretical basis exists
for T-cell–mediated suppression, this area of immunologic
research has been plagued by controversy. The past decade
has seen a resurgence of interest in the concept of T-cell
suppression mediated by a distinct subset of T cells that
are uniquely equipped to mediate suppressor activity.

HISTORICAL PERSPECTIVE

Suppressor T cells were first identified by Gershon and
Kondo (3,4) during studies designed to understand the pro-
cess of “high-zone” tolerance. Injection of supraoptimal
doses of an antigen including sheep red blood cells (SRBC)
resulted in specific tolerance or nonresponsiveness to sub-
sequent challenge with that antigen. It was believed at that
time that the antibody-producing B cell was rendered non-
responsive by exposure to the high concentration of anti-
gen. To investigate whether B-cell tolerance was dependent
on the presence of T cells, Gershon and Kondo injected
high doses (2.5 × 1010) of SRBC into thymectomized (Tx),
irradiated, bone marrow–reconstituted mice and then as-
sayed the functional status of B cells from these mice by a
secondary challenge with SRBC in the presence of added
thymocytes as a source of T-cell help. Surprisingly, non-
responsiveness as measured by deficient antibody produc-

tion was only induced in the B cells of animals that had
received thymocytes as well as bone marrow cells during
the initial exposure to high-dose antigen, but not in mice
that received bone marrow alone (Figure 30.1). This re-
sult fulfilled Gershon’s prediction that under certain con-
ditions antigen seen by T cells can induce not only helper
and effector cells, but also cells that are able to suppress
immune responses. Furthermore, when spleen cells from
tolerized animals were transferred into secondary recipi-
ents together with normal thymocytes and bone marrow
cells, they were capable of suppressing the otherwise com-
petent response of these animals to SRBC. This suppres-
sion, or “infectious tolerance,” as it was originally termed,
was antigen-specific, as the immune response to an un-
related antigen, horse RBC, was not inhibited (4). T cells
were necessary for the induction of B-cell tolerance, and
these T-suppressor cells were assumed to be a distinct cell
population with a fully differentiated gene program that al-
lowed them to perform a very specialized function. Other
studies (5,6,7) during the 1970s supported the existence of
T-cell–mediated suppression.

Most of the early studies in these models demon-
strated that the T cells mediating suppression were dis-
tinct from T cells mediating help because the former were
CD8+, whereas the latter were CD8−. The finding that T-
suppressor effector cells were CD8+ distinguished them
from helper cells, but did not allow them to be distin-
guished from cytotoxic cells, which are also CD8+. It re-
mained possible that suppressor T cells were actually cy-
totoxic cells that killed the helper or effector T cells. A cell
surface marker that seemed to identify a suppressor-cell–
specific antigen was discovered in 1976. It was found that
an antiserum raised by immunizing the congenic strains
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B10.A(3R) with cells from B10.A(5R) mice or vice versa
gave rise to an antiserum that seemed to react exclusively
with suppressor cells (8). CD8+ suppressor cells were also
shown to bind antigen in the absence of MHC molecules.
These experiments suggested that the suppressor effector
cells differed from other T cells in that they were capable of
binding antigen directly, and did not recognize processed
antigenic peptides in association with products of the ma-
jor histocompatibility complex (MHC) on the surface of
antigen-presenting cells (APC). Soon after the existence of
T-cell–mediated suppression was appreciated, some stud-
ies suggested that interactions among multiple distinct T-
cell subpopulations might be involved. A CD4+ cell was de-
scribed that appeared to induce CD8+ suppressor cells and
was called the suppressor inducer cell. Contrasuppressor
T cells had no independent helper, suppressor, or cytotoxic
activity on an immune response, but enhanced immune
responses by preventing the downregulation mediated by
suppressor cells.

Research in this area rapidly shifted from studies of
the function of intact T cells to studies of their soluble
products (9). By the late 1970s, soluble factors from T-
suppressor cells were described by several groups, and
cloned T-cell hybridomas that produced such factors were
generated. T-cell suppression was regarded as being me-
diated by numerous soluble antigen-specific and nonspe-
cific factors that comprised a functionally unique net-
work (10,11,12). The cascade involved antigen-specific,
I-J–restricted CD4+ suppressor inducer cells (Ts1 cells),
CD8+ anti-idiotype–specific cells (Ts2 cells), followed by
CD8+ antigen-specific effector cells (Ts3 cells), whose sup-
pressor function was not restricted by the MHC. Some
of these cells were capable of binding directly to immo-
bilized antigen in the absence of MHC molecules. Con-
nectivity in this cellular cascade was mediated by a se-
ries of soluble factors: TsF1 was idiotypic, antigen-specific,
and immunoglobulin heavy-chain variable (VH) region re-
stricted. TsF2 was anti-idiotypic and required delivery by
a macrophage. TsF3 acted totally nonspecifically. TsF1 and
TsF2 required antigen-presenting cells, but TsF3 did not.
Most of these factors were composed of two polypeptide
chains, one of which was capable of binding native antigen
and the other of which bore a determinant recognized by
anti-I-J antibodies.

These elaborate, highly convoluted suppressor cell
pathways and circuits fell out of favor in the mid-1980s
for a number of important reasons. The existence of I-J
was called into question by the finding that the region of
the MHC complex to which I-J mapped did not contain a
gene that could encode a unique I-J polypeptide (13). When
the genes encoding the T-cell receptor were isolated, they
were completely unrelated to the genes encoding Ig heavy
chains, thereby calling into question the existence of T-
cell factors that expressed Ig V region products. Many of
the suppressor T-cell hybridomas that produced antigen-

specific suppressor factors were found either to have unre-
arranged genes for the α or β-chains of the TCR or to have
deleted genes for TCR β chain (14). No studies were ever
performed that convincingly characterized at the molecu-
lar level any of the suppressor T-cell factors. These studies,
together with the inability to identify a marker specific for
suppressor T cells and the inability to purify suppressor T
cells, raised considerable doubts about the existence of a
distinct functional lineage of suppressor T cells.

Two completely different approaches to the demonstra-
tion of the importance of regulatory or suppressor T cells in
the prevention of organ-specific autoimmunity were also
developed in the 1970s. In one, mice that were Tx on the
third day of life (d3Tx) were shown to develop organ-
specific autoimmune diseases (Figure 30.2). The specific
disease that developed varied with the strain of mouse un-
der study; more than one organ could be involved in a given
mouse. Most important, autoimmunity was not seen if the
mouse was Tx on day 1 or day 7 of life, and disease could be
completely prevented if the d3Tx mouse received a thymus
transplant between days 10 and 15 of life (15). These obser-
vations led to the hypothesis that autoreactive T cells were
exported from the thymus during the first 3 days of life
and that somewhat later in ontogeny a population of sup-
pressor cells emigrated from the thymus that controlled

FIGURE 30.2 Depletion of CD4+CD25+ T cells results in organ-
specific autoimmunity. Adapted from Nishizuka Y, Sakakura T.
Thymus and reproduction: sex-linked dysgenesia of the gonad
after neonatal thymectomy in mice. Science. 1969;166:753–755;
and Sakaguchi S, Sakaguchi N, Asano M, et al. Immunologic self-
tolerance maintained by activated T cells expressing IL-2 receptor
α-chains (CD25). J Immunol. 1995;155:1151–1164.
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◗ TABLE 30.1 Organ-specific Autoimmune Disease
and Lymphopenia

■ 3dTx
■ Neonatal administration of cyclosporine
■ Thymectomy + repeated low-dose irradiation
■ High-dose fractionated total lymphoid irradiation
■ Adult thymectomy + cyclophosphamide
■ Single TCR α-chain mice
■ Transfer of T cells to T-cell–deficient mice

Adapted from Sakaguchi S, Sakaguchi N. Thymus, T cells, and
autoimmunity: various causes but a common mechanism of autoimmune
disease. In: Coutinho A, Kazatchkine MD, Eds. Autoimmunity: Physiology
and Disease. Wiley-Liss; 1994:203–227.

the autoreactive T cells. Removal of the thymus before the
suppressor cells reached the periphery resulted in autoim-
mune disease. A number of other protocols (Table 30.1)
that induced a lymphopenic state also resulted in the de-
velopment of organ-specific autoimmunity. It was believed
that these procedures resulted in a selective depletion of
suppressor T cells, while leaving the autoreactive effector
populations intact. Subsequent studies demonstrated that
the effector cells in this model were CD4+ T cells. The sup-
pressor T cells were also CD4+ cells, and the development
of autoimmune disease could be prevented by reconstitu-
tion of the d3Tx animals with peripheral CD4+ T cells from
normal adult mice (16).

A second approach to define the role of T-regulatory
cells (Treg) in the control of autoimmunity was described
by Penhale and coworkers in the 1970s (17,18). They de-
vised a procedure to deplete Treg from adult animals, while
leaving the helper population responsible for autoantibody
production intact. The disease model was autoimmune
thyroiditis, because circulating antibody to thyroglobulin
was believed to play an important pathogenic role. Spon-
taneous thyroiditis and circulating IgG autoantibodies de-
veloped in 60% of rats following the selective depletion of
T cells by adult Tx followed by irradiation. Tx was per-
formed between 3 and 5 weeks of age, and the rats were
then given four to five repeated doses of 200 rad at 14-day
intervals (Figure 30.3). No evidence of thyroiditis was seen
in rats that received only local irradiation to the thyroid re-
gion, indicating that irradiation itself did not induce patho-
logic changes. The conclusion drawn from these studies
was that in the normal animal, B cells that recognized
thyroid antigens were prohibited from differentiating into
autoantibody-producing cells by an active controlling T-
cell mechanism. It was assumed that the suppressor T-cell
population was mediating its functions by acting directly
on the B cell and not by regulating other T cells. The active
role of T cells in preventing the development of autoimmu-
nity in this model was confirmed by reconstituting, shortly
after the final dose of irradiation, the Tx-irradiated mice
with lymphoid cells from normal donors. Penhale and col-
leagues (19) also demonstrated that autoimmune diabetes

3-5 weeks of age

Tx

2 weeks

2 weeks

2 weeks

1 week
2.5 Gr

2.5 Gr

2.5 Gr

2.5 Gr

Organ-Specific Autoimmunity

8-10 weeks

FIGURE 30.3 Induction of organ-specific autoimmunity in rats
by adult thymectomy and irradiation. Adapted from Penhale WJ,
Farmer A, Irvine WJ. Thyroiditis in T cell-depleted rats: influence
of strain, radiation dose, adjuvants and antilymphocyte serum.
Clin Exp Immunol. 1975:21:362–375.

would develop following the Tx-irradiation protocol in a
strain of rats that was normally not susceptible to this dis-
ease. Taken together, the d3Tx model in the mouse and
the Tx-irradiation model in the rat demonstrated that nor-
mally autoreactive helper and suppressor cells may coexist
and that certain autoimmune responses are held in check
by the equilibrium favoring suppressor activity.

IDENTIFICATION OF CD4+CD25+Foxp3+

Treg

An important extension of this hypothesis was that inhi-
bition of autoreactive T cells by suppressor T cells was
not a phenomenon unique to the neonate, but that in the
normal adult animal, autoreactive T cells are also under
the constant control of the suppressor T cells. If the sup-
pressor lineage was deleted, damaged, or compromised in
the adult animal, autoimmune disease might develop. Al-
though a number of studies suggested that the regulatory
T cells in the normal adult animal might be identified by
the expression of certain membrane antigens, for example,
high levels of CD5 (20), a major advance in our understand-
ing of the role of regulatory T cells was the demonstration
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by Sakaguchi et al. (21,22), that a minor population of
CD4+ T cells (10%) that coexpressed the CD25 antigen (the
IL-2R α chain) appeared to function as regulatory T cells
in the normal adult. When CD25+ T cells were depleted
from a population of normal adult CD4+ T cells and the
remaining CD4+CD25− T cells transferred to an immuno-
compromised recipient such as a nu/nu mouse, the recip-
ients developed a spectrum of autoimmune diseases that
closely resembled those seen following d3Tx (Figure 30.2).
Co-transfer of the CD25+ cells prevented the development
of autoimmunity. Similarly, the induction of disease post-
d3Tx could also be prevented by reconstitution of the ani-
mals with CD4+CD25+, but not CD4+CD25−, normal adult
T cells before day 14 of life (23). CD8+CD25− T cells alone
were not capable of inducing autoimmunity and enhanced
the induction of disease induced by CD4+CD25− T cells.
These studies solidified the role of the CD4+CD25+ T cells
as a major subset of cells that plays a unique role in the
regulation of the immune response. The autoimmune dis-
eases induced by depletion of CD4+CD25+ T cells are uni-
formly accompanied by the development of organ-specific
autoantibodies, suggesting that this mode of loss of T-cell
tolerance results in the breakdown of B-cell tolerance as
well. It is likely that the activated self-reactive T-helper cells
provide signals to self-reactive B cells, rescue them from
apoptosis, and stimulate autoantibody production.

Powrie and Mason (24) were the first to identify cell sur-
face markers that distinguished between regulatory and ef-
fector T-cell populations in the rat. When athymic rats were
reconstituted with small numbers of CD4+CD45RChigh T
cells, they developed a severe wasting disease character-
ized by extensive mononuclear cell infiltration in the lungs,
liver, thyroid, stomach, and pancreas 6 to 10 weeks later.
No pathology developed in rats that received unseparated
CD4+ T cells or CD45RClow cells. It seemed likely from
these studies that the CD45RClow subset controlled the ca-
pacity of the RChigh subset to mediate the wasting disease.
The suppressive effect of the RClow subset was directly
demonstrated by Fowell and Mason (25) using the Tx-
irradiation model develped by Penhale. Transfer of RClow

CD4+ T cells completely inhibited the development of dia-
betes and insulitis. RClow T cells from long-term Tx donors
could protect as efficiently as cells from normal donors,
demonstrating that the regulatory T cell is long-lived in
the periphery. Subsequently, CD4+CD45RBlow subset in
the mouse was shown to have regulatory properties sim-
ilar to the CD4+CD45RClow subset of the rat (26). Taken
together, these studies in mouse and rat model systems
demonstrated for the first time that two well-characterized
cell surface antigens (CD25 and CD45RClow/CD45RBlow)
could be used to identify suppressor CD4+ T-cell subpop-
ulations present in normal animals. More recent studies
have shown that the majority of the suppressor activity of
the CD4+CD45RBlow population is mediated by the CD25+

T cells within that population (27).

FIGURE 30.4 Identification of CD4+CD25+ T cells in normal
mouse lymph node. Adapted from Thornton AM, Shevach EM.
CD4+CD25+ immunoregulatory T cells suppress polyclonal T cell
activation in vitro by inhibiting interleukin 2 production. J Exp
Med. 1998;188:287–296.

CD4+CD25+ T cells typically represent 5% to 8% of the
total population of T cells in the normal mouse lymph
node (LN), or 10% to 15% of mouse CD4+ T cells (Fig-
ure 30.4). CD4+CD25+ T cells can also be found in the
thymus, where they also represent about 5% to 10% of the
mature CD4+CD8− population, or 0.5% of mouse thymo-
cytes (21,28). A population with an identical phenotype has
been identified in the rat, in human peripheral blood, and
in human thymus (29,30,31,32,33,34,35,36). When com-
pared directly to CD4+CD25− T cells, CD4+CD25+ T cells
express slightly higher levels of CD5, have a slightly higher
proportion of CD62Llow cells, and have a higher propor-
tion of CD69+ cells. They express both intermediate and
low levels of CD45RB, and are completely absent from the
CD45RBhigh population (37). All of the CD4+CD25+ T cells
express the TCR α/β receptor and are NK 1.1–negative. The
distribution of expression of a given TCR Vα or Vβ speci-
ficity is similar on CD4+CD25+ and CD4+CD25− T cells
(28). One other unique property of CD25+ T cells in both
mouse and human is that they are the only nonactivated
T-cell population that expresses high levels of the CTLA-
4 antigen intracellularly (27,38,39). The glucocorticoid-
induced TNF-like receptor (GITR, TNFRSF18) has also
been shown to be expressed on the majority of resting
CD4+CD25+ T cells and to be expressed at very low levels
on CD4+CD25− T cells (40,41). The GITR is upregulated on
CD4+CD25− T cells following TCR-mediated activation.

A major advance in the study of Treg was derived from
two related experiments of nature. Although CD4+CD25+

T cells were shown to display suppressive properties in
multiple disease models, the value of CD25 has a marker is
limited, as CD25 is highly expressed on both activated CD4
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FIGURE 30.5 Correlation between CD25 expression and Foxp3 expression in mouse CD4+ cells.

and CD8 T cells, compromising its usefulness in studying
Treg cells in settings of immune activation. Studies over the
past 5 years have identified the X-chromosome–encoded
forkhead transcription factor, Foxp3, as the key player in
the biology of CD4+CD25+ Treg (42,43–45). Young males
with the IPEX syndrome (immune dysregulation, polyen-
docrinopathy, enteropathy, X-linked) or a mutant mouse
strain, scurfy, both succumb to similar autoimmune and
inflammatory diseases as a result of uncontrolled activa-
tion and expansion of CD4+ T cells. Both IPEX patients
and scurfy mice have mutations in a common gene, Foxp3,
which encodes a forkhead-winged-helix transcription fac-
tor. There is an excellent correlation between expression
of Foxp3 and CD25, but a minor population (∼10%) of
Foxp3+ cells is CD25− and about 10% of CD25+ cells are
Foxp3− (Figure 30.5). It is likely that the latter represent
activated effector cells. Expression of Foxp3 only in the
thymus using a proximal lck-driven transgene does not
prevent disease in scurfy mice. Foxp3 expression in pe-
ripheral T cells is thus required for maintenance of Treg
function. Retroviral-mediated transduction of Foxp3 ex-
pression in naı̈ve T cells can convert these cells to a regula-
tory phenotype functioning in vitro in a manner similar to
CD4+CD25+ Treg. Furthermore, Foxp3-transduced naı̈ve
CD25− T cells also manifest suppressor activity in vivo and
can inhibit the weight loss, diarrhea, and histologic devel-
opment of colitis induced by transfer of CD25−CD45RBhigh

cells as effectively as Treg.
Fontenot et al. (46) generated Foxp3-deficient (−/−)

mice and demonstrated that Foxp3 is specifically required
for the thymic development of Treg. Mixed bone marrow
chimeras using wild-type (WT) and Foxp3−/− bone mar-
row demonstrated that Foxp3−/− T cells behaved normally
in the presence of wild-type Foxp3+ Treg. Thus, the lethal
autoimmune syndrome in Foxp3−/− mice results from a
deficiency of Treg and not from a cell-intrinsic defect of
CD4+CD25− T cells. Further study of the role of Foxp3 in

Treg function has been greatly facilitated by the develop-
ment of strains of mice in which a fluorescent protein such
as GFP has been “knocked in” to the Foxp3 locus, permit-
ting ready identification and isolation of Foxp3+ Treg by
cell sorting (47). Studies of Treg development in the thy-
mus of the Foxp3gfp mice demonstrated that less than 0.1%
of the CD4+CD8− thymocytes expressed Foxp3 within 12
hours after birth, and that the percentage of Foxp3+ CD4
SP thymocytes increased slowly over the following days
and reached a plateau of ∼4% at ∼21 days after birth. The
largest single-day change in the percentage of Foxp3 ex-
pressing SP occurred between days 3 and 4. Eighty percent
of the Foxp3+ T cells on day 1 were CD4+CD8− SP cells. No
DP-to-SP developmental progression was observed. This
result correlates with the early studies on the d3Tx mice
that suggested that the generation of Treg cells is delayed
relative to generation of nonregulatory CD4+ T cells. Foxp3
was not expressed in nonhematopoietic tissues. Foxp3 ex-
pression in peripheral TCR αβ+ T cells regardless of CD25
expression correlates with suppressor activity.

Direct proof that Foxp3+ T cells maintain control of
autoreactive T cells in the periphery has been shown by
using a targeting construct encoding the human dipthe-
ria toxin receptor fused to sequences encoding GFP and
equipped with an internal ribosome entry site into the 3′-
untranslated region of Foxp3 (48). Complete elimination of
Foxp3+ cells was achieved after 7 days of treatment with
diptheria toxin. Foxp3 elimination at birth led to a syn-
drome very similar to that seen in Foxp3−/− mice. Treg cell
elimination in adult nonlymphopenic mice resulted in an
even more rapid development of terminal autoimmune dis-
ease than in neonates. This study demonstrates that self-
reactive T cells, in the peripheral T-cell compartment of
normal mice, must be controlled by Foxp3+ Treg cells to
prevent the development of autoimmunity. Furthermore,
Foxp3-independent recessive and dominant tolerance
mechanisms established in adult mice are not sufficient
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to protect mice from fatal autoimmunity after elimination
of Treg.

Isolation of human Treg continues to be a problematic,
as one must rely on expression of cell surface antigens.
It was reported that among T cells, only the highest ex-
pressors of CD25 (∼2% of CD4+ T cells) exerted signif-
icant suppressive effects in vitro (29). This observation
was substantiated by a comparison of Foxp3 expression
with CD25 expression on human CD4+ T cells. Almost
all human CD4+CD25high cells are Foxp3+, but a variable
percentage of CD25int cells express lower, but substantial,
amounts of Foxp3 (Figure 30.6). Flow cytometric isolation
of the CD25high cells does allow one to obtain a popula-
tion that is almost uniformly Foxp3+, but a substantial
subset of Foxp3+ cells present in the CD25int population
will be lost. It has been proposed that almost all of hu-
man Foxp3+ T cells can be identified as expressing low
levels of the IL-7 receptor (CD127), and that CD127low ex-
pression can be used to isolate human Treg (48). However,
CD127 is downregulated early in the course of T-cell ac-
tivation, so the CD127low phenotype is also unlikely to be
Treg-specific during an ongoing immune or inflammatory
response. In addition, only about 40% of the CD127low pop-
ulation is Foxp3+, and even purified CD4+CD127lowCD25+

cells were only 85% to 90% Foxp3+. The utility of using the
differential expression of CD127 for the isolation of human
Treg requires further study.

Because the number of CD4+CD25+Foxp3+ T cells is
remarkably constant in normal animals in the absence
of perturbation of the immune system, they have been
frequently referred to as thymic-derived, “naturally oc-
curring” Treg (49). This nomenclature is not accurate, as
biologically active Foxp3+ Treg can also be generated ex-
trathymically in peripheral lymphoid tissues as well as in
vitro. Many of the studies described in this chapter charac-
terizing CD4+CD25+ T cells were performed prior to the
availability of antibodies that recognized Foxp3. We will
therefore use the terminology, Treg, to refer all T cells with

regulatory properties, and we will attempt to further define
the population where appropriate.

BIOLOGIC PROPERTIES OF CD4+CD25+

Foxp3+ Treg

Thymic Origin of Treg

The potential role of the thymus in the generation of reg-
ulatory T cells was first described several years ago (50).
Most studies strongly support the view that the Foxp3+

Treg population is produced in the thymus as a functionally
mature, distinct T-cell subpopulation. Thymic Foxp3+ Treg
is not derived from peripheral cells that have recirculated
from the periphery to the thymus, because Treg developed
in vitro in organ cultures of fetal thymus. CD4+CD25+

thymocytes are nonresponsive and suppress T-cell acti-
vation in vitro in a manner similar to Treg derived from
the periphery (28). The capacity of CD25+ T cells to mi-
grate from the thymus to the periphery was documented
by injection of FITC intrathymically. The percentage of
CD4+CD25+ T cells within migrants and resident T cells
was identical, suggesting that CD25+ T cells in the pe-
riphery can originate in the thymus (51). Thymectomy
at 4 to 5 weeks of age did not modify the number of
CD25+ T cells in the periphery even when tested 19 months
later.

It is widely accepted that conventional CD4+ and CD8+

T cells develop in the thymus by a process of positive and
negative selection. Positive selection is mediated by inter-
action of developing T cells with MHC antigens on thymic
cortical epithelium. Negative selection is mediated both
by DC and thymic medullary epithelium. It is not known
if a similar process is used for selection of Foxp3+ Treg.
A number of studies have suggested that Treg undergoes a
unique developmental process during its generation in the
thymus. When TCR transgenic mice bearing a TCR specific
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for a determinant (S1) derived from influenza hemagglu-
tinin (HA) in association with I-Ed were crossed to mice ex-
pressing the HA transgene, the transgenic T cells were not
deleted and a large proportion expressed CD25 and func-
tioned as Treg (52). Radioresistant elements of the thymus
were shown to be both necessary and sufficient for the se-
lection of CD25+ T cells in these doubly transgenic mice.
Similar results were obtained when TCR transgenic mice
on a RAG−/− background were mated to the HA transgenic
mice, clearly indicating that thymocytes that can only ex-
press a single transgenic TCR can undergo selection to be-
come Treg.

A second TCR transgenic mouse was generated that ex-
pressed a variant determinant of HA, but that recognized
the S1 determinant with 100-fold less affinity. When these
mice were bred to the HA transgenic mouse (S1), they did
not have an increased frequency of CD25+ T cells. Thus,
thymocytes with a low intrinsic affinity for the S1 peptide
did not develop into CD25+ thymocytes in response to HA.
These data are consistent with a model in which selection
of Treg that expresses a transgenic TCR depends on a high-
affinity interaction of the TCR with its ligand. It could not
be determined from these studies whether this selection
process occurs on cortical or medullary epithelial cells. It
is also not clear why only 50% rather than 100% of the
exported thymocytes express CD25.

Although the affinity-based model of selection of Treg
in the thymus is attractive and supported by some experi-
ments, an alternative model for the differentiation of Treg
in the thymus has been proposed by van Santen et al. (53).
Most of the studies that demonstrated that MHC class II–
restricted TCR transgenic thymocytes differentiated into
Treg when they encountered their peptide/MHC ligand in
the thymus demonstrated an increase in the relative per-
centage of Treg in the thymus and periphery, but failed to
demonstrate an absolute increase in the numbers of Treg.
If Treg in the thymus are more resistant than their non-Treg
counterparts to clonal deletion, then conventional CD4+ T
cells will be deleted when they recognize their ligand in
the thymus, and an increase in the proportion, but not the
absolute numbers, of Foxp3+ Treg will be observed. As a
significant component of the repertoire of Treg is normally
self-reactive, the repertoire of Treg cells molded by resis-
tance to clonal deletion will be enriched in self-reactive
specificities. The conventional CD4+ repertoire will be de-
creased in self-reactive cells, as most will be removed by
clonal deletion.

Other approaches (54) have suggested that the process
of selection of CD4+CD25+ T cells is precisely the same as
that involved in positive/negative selection of CD4+CD25−

T cells. Studies comparing the differentiation of Treg in
mice expressing a single or many different peptides cou-
pled to MHC class II demonstrate that the proportion of
CD25+ T cells in the CD4+CD8− T-cell pool remains con-
stant and that their total number reflects the complexity

of the peptide/MHC class II complexes. This result is not
consistent with the hypothesis that the selection of Treg re-
quires a unique high-affinity interaction with MHC peptide
complexes, but that Treg are selected in a manner similar
to conventional CD4+CD25− T cells. Further studies on the
pathways involved in the differentiation of Foxp3+ Treg in
the thymus are needed to resolve the differences observed
in these studies.

TCR Repertoire Analysis of Foxp3+ Treg

Several lines of evidence suggest that Treg development
hinges on a particular TCR specificity. Foxp3+ Treg do not
develop in TCR transgenic mice that lack RAG genes, sug-
gesting that only cells with certain TCR specificities can
develop into Treg. Very few studies have addressed in de-
tail either the TCR repertoire of Foxp3+ Treg or their anti-
gen specificity. Hsieh et al. (55) have directly compared the
sequences of the CDR3 region on Treg and conventional T
cells and found that they are only partially overlapping.
When immunodeficient mice were reconstituted with T
cells expressing diverse Vα2 TCR α chains from Treg or
conventional T cells paired with a single Vβ chain, some
of the Treg TCR-reconstituted T cells were self-reactive,
as they induced wasting disease in lymphopenic hosts but
not in conventional recipients. Although 40% of the TCR
were strongly self-reactive in vivo, others were only inter-
mittently and moderately self-reactive or nonreactive as
measured by T-cell expansion in lymphopenic hosts.

TCR repertoire analysis has also been used to determine
the relationship between Foxp3+ Treg cells generated in
the thymus and Foxp3+ Treg generated in the periphery.
When thymic and peripheral Foxp3− and Foxp3+ T-cell
clones in mice that express a controllable set of TCR en-
coded by a transgenic TCR α-chain minilocus, the TCR
from Foxp3+CD4+ peripheral T cells resembled those of
thymic precursors and differed from TCR expressed by
Foxp3−CD4+ T cells; in addition, the diversity of Foxp3+

TCR was greater than TCR on Foxp3−CD4+ naı̈ve T cells
(56). These studies support the view that the great majority
of peripheral Foxp3+ Treg derive from thymic precursors
and that peripheral conversion from Foxp3− to Foxp3+ is
rare. Nevertheless, the intrathymic pathway of Treg matu-
ration is still unclear. They may separate from conventional
T cells during thymic selection of CD4+CD8+ thymocytes
in the cortex or differentiate later from more mature CD4+

thymocytes in the medulla. Although some studies have
raised the possibility that Treg are generated in the thymic
cortex (57), others favor the view that the thymic medulla
is the site where Treg precursors mature after contacts with
tissue-specific peptides presented by thymic medullary
epithelial cells (58) or DC. However, Treg maturation is
normal in AIRE−/− mice that have impaired presenta-
tion of either tissue-specific antigens and in CCR7−/−

mice that have defects in thymocyte trafficking, raising the
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possibility that the cortex and not the medulla is required
for Foxp3 induction.

TCR repertoire analysis has also been applied to autore-
active T cells in mice deficient in Foxp3 (59). These mice
did not exhibit a defect in negative selection. Activated,
but not naı̈ve, T cells in Foxp3−/− mice often used TCR
found in the Foxp3+ Treg TCR repertoire of normal mice,
suggesting that T cells expressing these self-reactive TCR
are not eliminated, but instead contribute to the pathol-
ogy associated with Foxp3 deficiency. Thus, thymocytes ex-
pressing Treg cell TCR survive thymic deletion in Foxp3−/−

mice, complete thymic development as non-Treg express-
ing self-reactive Treg TCR, and enhance the severity of dis-
ease in Foxp3−/− mice. It is also possible that WT mice
have a population of self-reactive non-Treg that express
the Treg self-reactive TCR repertoire that are not subject
to negative selection, but potentially can induce autoim-
mune disease.

Extrathymic Origin of Foxp3+ Treg

One important question that must be addressed is whether
the thymus is the only site for the generation of Foxp3+

Treg. A number of studies performed both in vivo and
in vitro have demonstrated that under certain conditions
Foxp3+ Treg can be generated extrathymically and that
TGF-β is a key component in this process. Administration
of peptide antigen to TCR transgenic mice bred onto the
RAG background, which lack Treg, resulted in prolonged
expression of CD25 only when the antigen was adminis-
tered under tolerogenic conditions (60). The CD25+ cells
had some Treg properties. Similarly, when Apostolou et al.
(61) transferred splenic CD4+CD25− T cells specific for
HA from RAG−/− mice to sublethally irradiated recipients
that express HA under control of the Ig promoter, 5% of
the injected T cells were CD25+, while 95% of the cells
were CD25−. Both populations were anergic and were able
to suppress the response of naı̈ve T cells expressing the
transgenic TCR. The mechanism of suppression used by
these induced Treg was not explored. One highly effective
method for the induction Treg with antigen was to expose
TCR transgenic T cells on a RAG−/− background in vivo to
a continuous supply of subimmunogenic doses of agonist
peptides delivered via a mini-osmotic pump. Many of the
T cells became Foxp3+ and resembled thymic-derived
Treg in all their phenotypic and functional properties
(62). It was postulated from these studies that low doses
of peptide presented over relatively long periods of time
on nonactivated DC represented a important mechanism
by which Treg could be generated in the periphery partic-
ularly to self-components that do not lead to tolerance in
the thymus. Further evidence in support of this hypoth-
esis was obtained from studies in which peptide agonist
ligands were targeted to DC in minute doses by coupling
them to antibodies directed to DC under conditions of

FIGURE 30.7 Naı̈ve Foxp3− T cells were cultured and stim-
ulated in the presence of TGF-β. Foxp3 expression was deter-
mined by intracellular staining at the indicated times. Adapted
from Davidson T, DiPaolo RJ, Andersson J, Shevach EM. Cutting
Edge: IL-2 is essential for TGF-β-mediated induction of Foxp3+

regulatory cells. J Immunol. 2007;178:4027–4032.

suboptimal DC activation (63). Treg induced with subim-
munogenic conditions could subsequently be expanded
by delivery of antigen in immunogenic conditions.

A number of groups (64–67) have presented studies that
demonstrate a pivotal role for TGF-β in the generation of
Foxp3+ Treg in vitro. TCR activation in the presence of
TGF-β converted naı̈ve T cells into Foxp3+ (Figure 30.7)
cells with an anergic/suppressor phenotype. IL-2 plays a
nonredundant role in TGF-β–mediated induction of Foxp3
expression in mouse CD4+ T cells. Once induced, Foxp3
expression was maintained both in vitro and in vivo in the
absence of IL-2. Other cytokines utilizing the common γ

chain as part of their receptors were unable to induced
Foxp3 expression in IL-2−/− cells. The converted cells not
only exhibit unresponsiveness to TCR stimulation, they
also suppress normal CD4+ T-cell activation and Th1 and
Th2 cytokine production in vitro. The induction of Foxp3
results in downregulation of Smad7 and renders T cells
highly susceptible to the regulatory effects of TGF-β signal-
ing via Smad3/4 (65). Foxp3+ T cells induced in vitro can
suppress antigen-specific proliferation of CD4+ T cells in
vivo and prevent house dust mite–induced mouse asthma.
The ability of TGF-β to induce Foxp3 expression and en-
dow the cell with a suppressive phenotype suggests a po-
tential therapeutic intervention whereby antigen-specific,
autoaggressive effector T cells could be transformed ex
vivo into antigen-specific suppressors. Some studies sug-
gest that TGF-β may also be capable of inducing Foxp3
expression in vivo. Peng et al. (68) used an inducible sys-
tem for the transient induction of TGFβ in the pancreatic
islets during the priming phase of diabetes. Approximately
40% to 50% of intraislet CD4+ T cells expressed CD25 and
other characteristics of Treg. However, it is not clear if high
levels of TGF-β resulted in the in situ expansion of the
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small numbers of Treg already present in the islets or if
TGF-β induced the conversion of CD25− T cells to CD25+

suppressors.
It thus remains unresolved whether and under what

conditions Foxp3− T cells are converted to Foxp3+ Treg
in vivo. It is unknown whether any of the Foxp3+ T cells in
normal mice or, more important, in humans, are derived
in the periphery by this TGF-β–dependent induction path-
way. It is likely that inflammatory infiltrates would con-
tain sufficient quantities of IL-2 and TGF-β, so this induc-
tion pathway should be operative in vivo. Thus far, it has
not been possible to induce stable expression of Foxp3 in
naı̈ve human peripheral blood CD4+ T cells by TCR stimu-
lation in the presence of TGF-β. One additional major un-
resolved issue in humans relates to the origin of Foxp3+

Treg in adults. Whereas mice live for 2 to 5 years, humans
can live for eight decades, well beyond thymic involution
early in life. It is far from clear whether the full comple-
ment of Foxp3+ Treg is generated early in life and then
persists for decades or if Treg might be generated from
antigen-specific CD4+ T cells that are approaching end-
stage differentiation. A subpopulation of human Treg was
highly proliferative in vivo with a doubling time of 8 days
(69). However, these cells were also susceptible to apopto-
sis and had critically short telomeres and low telomerase
activity, raising the possibility that they must be produced
from another population source. Heteroduplex analysis of
TCR from memory T cells and Treg suggested that they are
closely clonally related, raising the possibility that some
human Treg are not thymus-derived, but are generated
from rapidly dividing, highly differentiated, memory CD4+

T cells.

Cytokine Requirements for the Generation
and Maintenance of Treg

It was initially observed that CD4+CD25+ T cells were
absent from the periphery and from the CD4+CD8− thy-
mocyte population of IL-2−/− mice (51). Partial or more
profound defects both in the number and function of
CD4+CD25+ T cells have been reported in mice deficient
for CD28 (38), CD80/CD86, CD40 (70), CD40L (71), CD122
(IL-2Rβ, (72)), and Stat5a (73). The one common factor
that characterizes these mice is that the products of all the
deficient genes have important roles in the production or
responsiveness to IL-2. Treatment of mice with anti–IL-2
or with CTLA-4Ig to inhibit co-stimulatory signals also
leads to a rapid decline in the number of CD4+CD25+

T cells (38). As CD25+ T cells do not produce IL-2, this de-
ficiency may be secondary to the capacity of CD25− T cells
to produce IL-2, or to some intrinsic defect in the CD25+ T
cells in their capacity to respond to IL-2. Many, but not all,
of these strains develop an autoimmune syndrome associ-
ated with lymphoproliferation. NOD mice have also been

reported to have a defect in the numbers of CD25+ T cells,
but these cells appear to function normally (38). Block-
ade of the TRANCE-RANK pathway also has been shown
to inhibit the generation and/or function of CD4+CD25+

T cells in a model of autoimmune diabetes (74).
IL-2 could be required for the generation of CD4+

CD25+ T cells in the thymus and/or for their maintenance
and survival in the periphery. One study (72) that suggests
that IL-2 plays a nonredundant role in the differentiation of
CD4+CD25+ T cells in the thymus was performed in mice
deficient for the CD122. CD122−/− mice rapidly develop
a lethal autoimmune syndrome. Transgenic expression of
CD122 exclusively in the thymus prevents the development
of autoimmunity and prolongs the lifespan of these mice
from 8 to 12 weeks up to 12 to 16 months. CD4+CD25+ T
cells are barely detectable in the thymus and absent from
the periphery of CD122−/− mice. In contrast, CD122−/−

mice with thymic-only expression of CD122 had twofold
higher numbers of CD4+CD25+ T cells in the thymus and
lymph nodes than WT mice. The CD4+CD25+ T cells from
these mice were also fully capable of suppressing prolifer-
ative responses of T cells from WT mice. As cells from the
peripheral lymphoid tissues of these mice are completely
unresponsive to IL-2, these results suggest that IL-2 may
only be required for the growth or survival of CD4+CD25+

T cells in the thymus, not in the periphery. It remains pos-
sible that other cytokines (e. g., IL-4) may in some circum-
stances be able to maintain CD4+CD25+ T cells in the pe-
riphery or that a higher output of CD4+CD25+ in the mice
that express CD122 exclusively in the thymus may com-
pensate for a lack of IL-2 in the periphery.

Other studies have proposed that in the absence of
IL-2, Treg cannot survive or expand their numbers in the
thymus or in the periphery (75), while other functional
studies have suggested that IL-2 is directly required for
Treg cell function and that in its absence Treg cells fail to
suppress T-cell proliferation (76). One major problem with
all these experiments is that they have relied on CD25 as
a Treg cell marker. As CD25 expression is directly linked
to IL-2 signaling, it has been impossible to detect and iso-
late Treg from mice with impaired IL-2 signaling based
on CD25 expression. Fontenot et al. (77) analyzed mice
expressing Foxp3gfp knock-in allele that were genetically
deficient in either IL-2 or CD25. They found that IL-2 sig-
naling was not required for the induction of Foxp3 expres-
sion in developing thymocytes, as Foxp3 was induced in
a subset of developing thymocytes and Foxp3+ Treg cells
were present in substantial numbers, though reduced by
one half compared to WT mice. BrdU incorporation of cells
in the thymus differentiating into the Treg lineage was not
substantially affected by the absence of IL-2. Thus, IL-2 sig-
naling is not required for the development of Foxp3+ Treg
cells in the thymus. Both IL-2−/− and CD25−/− Treg cells
were able to suppress T-cell proliferation in vitro. However,
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the numbers of Foxp3+ Treg cells in the periphery of
IL-2−/−, IL-2Rα, and IL-2Rβ−/− mice were substantially
decreased or almost absent (78) and Foxp3+ IL-2Rα−/−

T cells in mixed bone marrow chimeras had a substan-
tially decreased competitive fitness compared to wild-type
Foxp3+ Treg. The conclusion drawn from these studies
was that IL-2 is an essential Treg cell growth factor in vivo
and that in the absence of IL-2, Treg cells exhibit impaired
metabolic fitness. IL-2 may be important in the mainte-
nance of Foxp3 expression, as Foxp3 is increased in both
wild-type and IL-2−/− mice after overnight treatment with
exogenous IL-2. It appears that Foxp3 expression in Treg
establishes a gene expression program that renders Treg
critically dependent on paracrine IL-2 signaling, resulting
in repression of IL-2 production and the induction of high
IL-2Rα. No Foxp3-expressing thymic and peripheral CD4+

T cells can be detected in IL-2Rγ −/− mice, indicating that
other cytokines that utilize the common γ chain as part of
their receptor complex may compensate for the absence of
IL-2.

Analysis of Gene Expression by Foxp3+ Treg

Both DNA microarray technology and serial analysis of
gene expression (SAGE) technology have been used to
compare patterns of gene expression among different cell
types (40,79,80). These technologies have also been applied
to compare the patterns of gene expression in Treg with
CD4+CD25− T cells and other cell types with regulatory
functions. One major goal of this approach is to determine
whether Treg simply represent a population of previously
activated T cells, or whether they display a unique pattern
of gene expression that is correlated with their functional
properties. Most of the results are consistent with the lat-
ter possibility. Some genes are differentially expressed be-
tween the resting CD25− T cells and Treg, whereas others
are differentially expressed following activation. A compar-
ison of a number of these studies has permitted the identi-
fication of groups of genes that are relatively Treg-specific
and allow one to begin to define a distinct Treg molecu-
lar signature (Table 30.2). Many of these identify activa-

◗ TABLE 30.2 Genes Selectively Activated in
CD4+CD25+ T Cells

■ Signaling: COS, SOCS-1, SOCS-2, SLAP-130
■ Secreted molecules: IL-10, IL-17, enkephalin, ETA-1, ECM-1,

MIP-1α, MIP-1β
■ Cell surface molecules: CD2, OX40, CD25, CD122, GPCR83,

GITR, Ly-6, Galectin-1, Thy-1

Adapted from McHugh RS, Whitters MJ, Piccirillo CA, et al. CD4+CD25+
immunoregulatory T cells: gene expression analysis reveals a functional
role for the glucocorticoid-induced TNF receptor. Immunity.
2002;16:311–323.

◗ TABLE 30.3 Transcription Factors Bound and
Regulated by Foxp3

Prdm1

Irf6

CREM

Helios

Adapted from Zheng Y, Josefowicz SZ, Kas A, et al. Genome-wide analysis
of Foxp3 target genes in developing and mature regulatory T cells.
Nature. 2007;445:936–940; and Marson A, Kretchmer K, Frampton GM,
et al. Foxp3 occupancy and regulation of key target genes during T-cell
stimulation. Nature. 2007;445:931–935.

tion antigens expressed on activated conventional T cells,
including CTLA-4, GITR, and other members of the TNF-
receptor superfamily that are expressed by activated ef-
fector cells. Some, including neuropilin, GITR, CD38, and
CD5, appear to be shared with Foxp3−-anergic T cells that
do not exert suppressive functions (81). Although some
of the data from the SAGE analysis (80) suggested that
Treg may be related to the subpopulation of T cells that se-
crete Th2 cytokines, on balance the studies on global gene
expression indicate that Treg express a unique pattern of
gene expression that may contribute to their survival and
anergic state.

A Foxp3 chromatin immunoprecipitation method has
been used to analyze the direct targets of Foxp3 (82,83).
About 700 to 1,000 genes contain Foxp3-binding regions,
and many of these genes are up- or downregulated in
Foxp3+ T cells confirming that Foxp3 can function as
both a transcriptional activator and a repressor. However,
Foxp3 target genes comprise only a small portion of Foxp3-
dependent gene expression, suggesting that Foxp3 regu-
lates a large part of its transcriptional program by acting
on other transcription factors (Table 30.3). It is likely that
some genes encoding molecules that could potentially me-
diate suppressor function (e. g., IL-10, Granzyme B) are
secondary Foxp3 targets, as they are not found in the group
of genes that are direct Foxp3 targets.

One novel approach to understand the role of Foxp3
in directing Treg function is to engineer a mouse ex-
pressing the coding sequence of GFP knocked into the
Foxp3 locus together with disruption of Foxp3 protein ex-
pression (84,85). Surprisingly, the GFP+Foxp3− T cells in
these mice shared many phenotypic features with their
GFP+Foxp3+ counterparts. The former are what might be
termed Treg “wannabees,” as they develop in normal mice
and respond to signals required to induce Foxp3 expres-
sion. The GFP+Foxp3− cells were unable to produce IL-2,
effector cytokines, expressed elevated levels of CD25, were
relatively nonresponsive to TCR stimulation, but lacked
suppressor activity. Therefore, it is likely that Foxp3 does
not function as the master inducer of the Treg lineage, but
rather to stabilizes or enhances certain Treg characteris-
tics. Suppression is exclusively dependent on Foxp3.
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SUPPRESSOR MECHANISMS UTILIZED
BY Foxp3+ Treg

In vitro Studies

An in vitro model system has been established for the anal-
ysis of CD4+CD25+ Treg cell function that allows rapid as-
says and that may offer some insights to the mechanism of
action of Treg function in vivo (37,86,87,88). This approach
also allows a comparison of the requirements for activa-
tion (co-stimulation, antigen concentration) of CD25+ T
cells compared to CD25− T cells. Purified CD25+ T cells
were completely unresponsive to high concentrations of
IL-2 alone, to stimulation with plate-bound or soluble anti-
CD3, or to the combination of anti-CD3 and anti-CD28.
They could be induced to proliferate when stimulated with
the combination of anti-CD3 and IL-2, but not by stimula-
tion of endogenous IL-2 production with anti-CD28. The
most striking property of the CD25+ T cells is their abil-
ity to suppress proliferative responses of both CD4+ and
CD8+CD25− T cells (Figure 30.8). The CD25+ T cells must
be activated via their TCR to suppress. No suppression
was seen when CD25+ T cells were separated by semiper-
meable membrane from the CD25− T cells. This demon-
strates that cell contact between CD25+ and CD25− T cells
is required. Neutralization of the suppressor cytokines
IL-4, IL-10, and TGF-β individually or in combination also
had no effect on the CD25-mediated suppression. Simi-
larly, CD25+ T cells from mice deficient in IL-4, IL-10, or
TGF-β were fully competent suppressors. Indo-1–loaded
CD25+ T cells did not flux calcium in response to TCR stim-

0

25

50

75

100

C
P

M
 x

 1
0–

3

0
500

0

10
00

0

15
00

0

20
00

0

25
00

0

# CD4+CD25+ CELLS

FIGURE 30.8 CD4+CD25+ T cells suppress the proliferative re-
sponse of CD4+CD25− T cells. Graded numbers of CD4+CD25+

T cells were mixed with 5 × 104 CD4+CD25− T cells, T-
depleted spleen cells, and soluble anti-CD3. Proliferation was
measured after 72 hours. Adapted from Thornton AM, Shevach
EM. CD4+CD25+ immunoregulatory T cells suppress polyclonal
T cell activation in vitro by inhibiting interleukin 2 production.
J Exp Med. 1998;188:287–296.

ulation (79), suggesting that they have a block in proximal
signaling similar to that seen in T cells rendered anergic
in vitro.

CD25+ T cells mediate suppression by inhibiting the
induction of IL-2 mRNA in the responder CD25− T cells.
Thus, the trivial explanation for their suppressive proper-
ties that they bind IL-2 and function as IL-2 “sinks” (89)
is completely ruled out, as no IL-2 is produced in the co-
cultures. Suppression can be abrogated by the addition of
IL-2, thereby circumventing the block. Although IL-2 gene
transcription was inhibited in the presence or absence
of exogenous IL-2, the addition of anti-CD28 overcomes
suppression by potently stimulating the production of en-
dogenous IL-2 and overriding the suppressive effects of
the CD25+ cells. Surprisingly, transcription of IL-2 mRNA
was also restored in the co-cultures in the presence of anti-
IL-2. These results suggest that Treg do not suppress the
initial activation of CD4+CD25− T cells, but mediate their
suppressive effects following production of IL-2 by the re-
sponder cells, resulting in both the expansion of the Treg
and induction/enhancement of their suppressor functions
(76). CD25+ T cells do not directly mediate the death of the
responders, but induce a cell-cycle arrest at the G1-S phase
of the cell cycle. Such a cell-cycle arrest is often followed by
cell death, and it is difficult to recover significant numbers
of viable cells when the suppressors and responders are
co-cultured for periods longer than 48 hours. Suppression
of T-cell proliferation is the exclusive property of CD25+ T
cells isolated from normal animals. The induction of CD25
expression by stimulating CD25− T cells via the TCR, in the
absence of TGF-β, does not render the stimulated cells sup-
pressive. In this regard, it is important to emphasize that
expression of CD25 does not indicate that a cell is likely to
have suppressive properties.

CD25+ T cells can be easily propagated in vitro for
3 to 14 days by stimulation initially with anti-CD3 and
IL-2 and then expansion in IL-2 alone (88). It has also been
possible to clone murine CD25+ T cells by repeated stimu-
lation with anti-CD3 and IL-2 (41). Following 7 to 14 days
of activation and culture in IL-2, activated CD25+ T cells
remain nonresponsive and cannot be induced to prolif-
erate when restimulated via their TCR in the absence of
IL-2. The activated CD25+ T cells have more potent sup-
pressor activity on a per-cell basis (three- to fourfold) than
freshly explanted CD25+ T cells. CD25+ T cells that ap-
pear to be antigen-specific can be identified in mice that
express a transgenic TCR. In general, the percentage of
CD25+ cells is reduced in TCR transgenic mice (3% to 5%,
compared to 10% in normal animals). The expression of
the transgenic TCR α chain is a convenient tool that al-
lows activation of the CD25+ T cells with peptide/MHC
rather than with anti-CD3 (88). When T cells from TCR
transgenic mice are activated with their peptide/MHC li-
gand and then expanded in vitro in IL-2, the activated
suppressors are subsequently capable of suppressing the
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◗ TABLE 30.4 The Suppressor Effector Function of Activated CD4+CD25+

T Cells Is Completely Nonspecific

Second Culture (TCR Tg CD4+ Percent
First Culture CD25− T Cells for Specific for) Suppression

CD4+CD25+ from HA I-Ad + HA126−138 99
TCR Tg stimulated with I-Ed + HA110−119 99
HA126−138 + IL-2 I-Ek + PCC88−104 95
3–7 days I-Au + MBPAc1−11 91

⎤
⎥⎥⎦ −→

CD+CD25+ T cells from mice expressing a TCR transgene specific for HA126−138 were cultured with peptide,
T-depleted spleen cells, and IL-2. They were then washed and mixed with CD4+CD25− T cells from mice
expressing the same or different TCR transgenes and then stimulated with the appropriate peptide.

Adapted from Thornton AM, Shevach EM. Suppressor effector function of CD4+CD25+ immunoregulatory T cells
is antigen nonspecific. J Immunol. 2000;164:183–190.

proliferative responses of fresh CD4+CD25− T cells from
mice that express a different transgenic TCR. There is no
MHC restriction in the interaction of the activated suppres-
sors and the CD25− responders. Therefore, the suppressor
effector function of activated CD25− T cells is completely
nonspecific (Table 30.4).

CD25-mediated suppression is highly sensitive to anti-
genic stimulation. For example, when CD25+ and CD25−

T cells are prepared from the same TCR transgenic mouse
and stimulated with a specific peptide, the antigen concen-
tration required to stimulate the CD25+ T cells to suppress
is 10- to 100-fold lower than that required for triggering
the proliferation of the CD25− T-cell population (86). The
partially activated phenotype of CD25+ T-cell population,
combined with their enhanced sensitivity to antigen stim-
ulation, suggests that they are highly differentiated in their
function and are ready to mediate their suppressive func-
tions immediately upon encounter with their target anti-
gens. Their capacity to rapidly suppress responses in vitro
suggests that they have been continuously stimulated by
self-antigens in the normal physiologic state and continu-
ously exert some degree of suppression in vivo.

CD25+ T cells suppress the proliferative responses of
CD8+ T cells in a manner similar to that seen with CD4+

CD25− responders (90). Marked suppression of the effec-
tor cytokine IFN-γ , is also seen in the presence of CD25+

T cells. Whereas suppression of the proliferation of CD4+

responders by CD25+ T cells can be completely reversed by
the addition of IL-2 or anti-CD28, the suppression of CD8+

T-cell responses is not reversed by the addition of IL-2 or
anti-CD28. The failure of IL-2 to abrogate suppression is
secondary to a failure of full upregulation of the expres-
sion of CD25 on the responder CD8+ T cells. CD4+CD25+

T cells thereby prevent responses mediated by CD8+ T cells
both by inhibiting their ability to produce IL-2 and by in-
hibiting their ability to respond to IL-2, thus disrupting
CD4+ T cell help for CD8+ T cells.

Recent studies have attempted to define the biochem-
ical and molecular pathways that mediate the anergic or

nonresponsive state of Foxp3+ Treg (91,92). A number of
studies have shown that Treg exhibit diminished responses
of both proximal and distal signaling pathways both in ab-
solute amplitude and in duration when compared to the
responses of CD25− T cells. Treg have reduced phospho-
rylation of the TCR ζ chain, reduced recruitment of ZAP-
70, and reduced phosphorylation of SLP-76. Defects were
seen in the activity of PLC-γ 1 and in signals downstream
of this enzyme, including calcium mobilization, NFAT, NF-
κB, and Ras-ERK-AP-1 activation. The diminished activ-
ity of PLC-γ 1 in Treg is likely to contribute not only to
the delay and reduced appearance of NFAT in the nucleus,
but also to the attenuated activation of the PKC and Ras-
ERK–directed pathways as well. Other studies (93) have
suggested that the proximal promoter of the IL-2 gene fails
to undergo chromatin remodeling and remains in a closed
chromatin configuration.

Foxp3+ Treg constitutively express all three chains (α,
β, and γ ) of the high-affinity IL-2 receptor. Despite the
widely recognized importance of IL-2 in Treg homeosta-
sis, very little is known about the intracellular mechanisms
that regulate IL-2R signaling in Treg. Indeed, a defining
characteristic of Treg is their inability to expand in vitro
upon stimulation with IL-2 alone, despite expression of all
three chains of the high-affinity IL-2 receptor. It has been
shown that JAK/STAT-dependent signaling is intact in Treg
stimulated with IL-2, but that downstream mediators of
PI3 K are not activated (94). The nonresponsiveness of Treg
is associated with elevated levels of PTEN, a phosphoino-
sitol 3,4,5-triphosphatase, which catalyzes the reverse re-
action of PI3 K, negatively regulating the activation of
downstream signaling pathways. In conventional T cells,
the level of PTEN is downregulated after T-cell activa-
tion, but PTEN remains highly expressed in Treg. A criti-
cal role of PTEN in the nonresponsiveness of Treg to IL-2
was established by studying PTEN−/− mice (95). PTEN−/−

Treg proliferated readily after stimulation with IL-2 alone
in vitro and exhibited enhanced peripheral turnover in
vivo. They retained their ability to suppress effector T-cell
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responses both in vitro and in vivo. Forced expression of
PTEN in recently activated non-Treg inhibited their ability
to expand in response to IL-2, confirming the ability of this
lipid phosphatase to negatively regulate IL-2–dependent
proliferation.

Until very recently, little was known about the direct in-
volvement of Foxp3 in controlling the activation of Treg.
Bettelli et al. (96) have shown that forced expression of
Foxp3 dramatically suppressed endogenous cytokine ex-
pression driven by NFAT and NF-κB. Foxp3 was shown to
associate physically with the REL-domain proteins NFAT
and NF-κB and to suppress their transcriptional activity.
Many of the genes regulated by Foxp3 are also target genes
for NFAT. The IL-2 and IL-4 genes are activated by NFAT
and repressed by Foxp3, whereas the CD25 and CTLA-4
genes are upregulated by both NFAT and Foxp3. It is pos-
sible that Foxp3 represses IL-2 expression by competing
with NFAT for binding to DNA. Alternatively, based on
the finding of Bettelli et al. that NFAT and Foxp3 inter-
act physically in cell lysates, Foxp3 might repress NFAT-
driven cytokine transcription by sequestering NFAT away
from DNA. Examination of the crystal structure of an
NFAT:FOXP2:DNA complex revealed an extensive protein–
protein interaction interface between NFAT and Foxp2
(97). Structure-guided mutations of Foxp3, predicted to
disrupt its interaction with NFAT, interfere in a graded
manner with the ability of Foxp3 to repress expression
of IL-2 and upregulate Treg markers CTLA-4 and CD25.
Thus, NFAT can switch its transcription partner from
AP-1, which drives T-cell activation, to Foxp3, which pro-
grams Treg function. Foxp3 also has been shown to inter-
act with the transcription factor AML1/Runx1, which is
required for normal hematopoiesis, as well as activation
of IL-2 and IFN-γ gene expression (98).

Much less is known about the molecular/biochemical
signals generated in the responder cell following interac-
tion with Foxp3+ Treg. Detailed time-course studies in
vitro have shown that suppression is established after 6
to 12 hours of contact with Treg, and that responders are
refractory to suppression after 12 hours of activation. As
suggested by the requirements for IL-2 to activate suppres-
sor function (76), the IL-2 response of the responders is
normal for the first 6 hours of the co-culture and then
abruptly terminates. Co-stimulation with anti-CD28 gen-
erated resistance to suppression by stabilizing IL-2 tran-
scripts, enabling the responder T cells to counterbalance
transcriptional downregulation by Treg (99). Treg do not
inhibit the induction of CD69 or CD25 early, and viability of
responder cells was excellent at 36 hours. Gene expression
analysis in responder T cells using a microarray approach
has shown that one set of genes was expressed after cul-
ture with Treg and this set of genes was distinct from genes
induced in anergized T cells, T cells deprived of IL-2, or T
cells treated with TGFβ1 (100). Hopefully, further detailed

studies of these genes will elucidate the specific pathways
involved in Treg-mediated inhibition.

Cellular Targets for Suppression in vitro

In general, murine Treg failed to inhibit responses in-
duced by plate-bound anti-CD3, but readily inhibited re-
sponses induced by soluble anti-CD3 (37). This finding
raised the possibility that the cellular target of the Treg
was the APC rather than the responder T cell, as responses
to plate-bound anti-CD3 are relatively APC-independent.
It was originally proposed that the Treg target APC by in-
hibiting the induction of the expression of costimulatory
molecules, or perhaps by competition for costimulatory
signals. In cocultures of CD4+CD25+ T cells, CD4+CD25−

T cells, and T-depleted spleen cells as APC, the induc-
tion of expression of CD80, CD86, CD54, and CD40 on
the APC (primarily B cells) appeared to be normal. Treg
were also potent suppressors of T-cell proliferation when
LPS-activated APC were used, suggesting that they did
not inhibit the expression of an unknown costimulatory
molecule. Suppression was also observed when the LPS-
activated APC were fixed with paraformaldehyde. Lastly,
suppression could not be overcome by adding an excess of
LPS-activated APC to the cocultures (88).

These studies strongly suggested that the APC was not
the target of Treg-mediated suppression. To prove that the
Treg were capable of acting directly on the responder T-
cell population, the effects of the Treg on the responses
of CD8+ T cells to activation by soluble MHC tetramers
in a completely APC-independent cell culture system were
studied (90). Both T-cell proliferation and IFN-γ produc-
tion were markedly inhibited by activated CD25+ T cells
in the complete absence of APC. This result is most con-
sistent with the view that CD25+ T cells mediate suppres-
sion in vitro via a T–T cell interaction and that the APC
is not directly required for delivery of the suppressive sig-
nal. Similar conclusions were drawn in other studies in
which CD25+ T cells were shown to suppress responses of
either mouse (101) or human (33) CD25− T cells induced
by anti-CD3 coupled to beads in the absence of APC.

In contrast to these studies that support the concept
that Treg function by directly suppressing responder T
cells, a number of studies have shown that Treg can sup-
press the maturation of DC. In short-term cultures, Treg
cells downregulated the expression of markers on imma-
ture bone marrow–derived DC and inhibited their ability
to elicit antigen-specific CD8+ T cell responses in vitro.
Activation of immature DC with CpG DNA or LPS abro-
gated the ability of the Treg to downregulate DC activation
markers or to inhibit T-cell activation. Similarly, systemic
activation of DC with CpG DNA or an agonistic anti-CD40
antibody completely inhibited the antidiabetogenic activ-
ity of Treg cells in NOD mice (102). Although these results
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suggest that Treg exert their suppressive effects by keeping
DC in an immature state and that mature DC are resistant
to the effects of Treg, other studies have shown that Treg
are capable of inactivating CD40L-prestimulated human
DC (103) and that Treg can dampen immune responses in-
duced by fully mature DC in vivo. Some of the differences
in these studies may be secondary to Treg modulation of
cytokine production by the DC. For example, although Treg
were unable to prevent DC maturation or induction of IL-6
transcription in the presence of strong inflammatory stim-
uli, they were still able to modulate mature DC responses
by enhancing transcription of the anti-inflammatory cy-
tokine IL-10 (104). Treg-mediated enhancement of IL-10
production by fully mature DC may result in inhibition of
T-cell activation and is one mechanism by which Treg can
modulate the function of mature DC.

Although the preceding studies focused on the inhibi-
tion of DC-induced effector cell activation by Treg, a num-
ber of studies have suggested that certain subpopulations
of DC can modulate the function of the Treg. Treg will pro-
liferate when stimulated with mature bone marrow DC
in the absence of IL-2 in an antigen-specific manner in
vitro and in vivo for several days at a rate that is compa-
rable to that of CD25− T cells (105). The expanded T cells,
after several cycles of cell division, retain their suppres-
sor phenotype and function. Cell contact is essential and
CD80/CD86 on the DC is required. Because DC induce pro-
liferation of both CD25+ and CD25− T cells in cocultures, it
is impossible to assay the suppressive functions of CD25+

T cells in proliferation assays. However, when IL-2 pro-
duction was measured using an IL-2 secretion assay, Treg
still suppressed IL-2 secretion by CD25− T cells without
inhibiting their proliferation (106). These results suggest
that DC can induce the expansion of Treg cells while si-
multaneously activating their ability to suppress cytokine
secretion by effector cells. Because mature DC are likely
to represent the major population of APC during inflam-
matory states and are also likely to be activated by TLR
ligands, one must therefore question the relevance of the
anergic/suppressor phenotype of Treg when they are stim-
ulated with a heterogeneous population of splenic APC.

In the d3Tx model of organ-specific autoimmune dis-
ease, Treg cells suppressed the activation of autoantigen-
specific T cells and inhibited the production of autoan-
tibodies to the target organ. As B cells and autoantibody
production are prominent mediators of pathology in many
autoimmune diseases, it is critical to understand the po-
tential for Treg to control autoantibody production. Al-
though it is clear that Treg can suppress antibody pro-
duction by blocking T-helper functions, a number of other
studies have suggested that Treg can exert a direct effect on
certain B-cell functions. Bystry et al. (107) were the first
to suggest that Treg cells could inhibit LPS-mediated B-
cell activation. Lim et al. (108) demonstrated that human

Treg cells can suppress B-cell–dependent immunoglobu-
lin production and class switch recombination by a cell
contact–dependent mechanism in the absence of T-helper
cells. Foxp3+ Treg cells were identified in T–B area borders
and within germinal centers of human lymphoid tissues
(109). Treg cells were also able to suppress the expression
of AID, a key enzyme involved in class-switch recombina-
tion and affinity maturation. The biochemical mechanisms
for the suppression of B-cell function in these studies re-
main unclear.

Zhao et al. (110) demonstrated that Treg cells, that had
been activated/expanded in the presence of TCR stimu-
lation and IL-2 inhibited the proliferative responses of B
cells to polyclonal B-cell activators. Suppression of pro-
liferation was a result of increased cell death caused by
the Treg cells in a cell contact–dependent manner. The in-
duction of B-cell death was not mediated by Fas-Fas ligand
pathway, but depended on the upregulation of perforin and
granzymes in the Treg. One of the most interesting findings
in this study was that activated Treg cells selectively killed
activated antigen-presenting B cells and not bystander B
cells in the cocultures (Figure 30.9). This result raised the
possibility that one site of action of regulatory T cells in
mediating suppression in vivo is the APC. If activated Treg
cells are also lytic for activated DC, lysis of DC by activated
Treg cells may be an important mechanism whereby they
produce suppression of T-cell activation in vivo.

Although a role for Treg in modulating the function
of NK cells was suggested in some of the early experi-
ments describing enhancement of NK function following

FIGURE 30.9 Activated OVA-specific Treg were mixed with ac-
tivated B cells that were pulsed (P) or unpulsed (N) with OVA-
peptide. Cell death was determined after 6 hours of culture.
Adapted from Zhao D-M, Thornton AM, DiPaolo RJ, Shevach
EM. Activated CD4+CD25+ regulatory T cells selectively kill B
lymphocytes. Blood. 2006;107:3925–3932.
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depletion of Treg (111), Treg–NK cell interactions have not
been widely studied. Treg were shown to inhibit NKG2D-
mediated cytolysis in vitro largely by a TGF-β–dependent,
IL-10–independent mechanism. Similarly, Treg directly in-
hibited NKG2D-mediated NK-cell cytotoxicity in vivo, re-
sulting in suppression of NK-cell–mediated tumor rejec-
tion (112). Other studies have shown that human Treg
could also directly inhibit NK cell effector functions by a
TGF-β–dependent mechanism with a concomitant down-
regulation of NKG2D receptors on the NK-cell surface
(113). NK-cell cytotoxicity was restored in the presence of
Treg when the cocultures were performed in the presence
of cytokines known to activate NK cells, such as IL-2, IL-4,
IL-7, and IL-12. Curiously, in both of these studies, Treg
cells did not induce a global inhibition of NK-activating
receptors, but only an inhibition of NKG2D. In other ex-
periments, depletion of Treg resulted in enhanced prolifer-
ation of NK cells as well as their cytotoxic potential. Treg
may normally control NK-cell functions, but any imbal-
ance in the frequency of Treg may affect NK-cell home-
ostasis. One explanation for the susceptibility of NK cells to
Treg control is that uninhibited NK cells might be a danger
to the host in autoimmune diseases. Future studies need to
carefully examine Treg–NK interactions in situations that
involve activation of the innate immune response, partic-
ularly during the course of an infectious challenge. The
role of Treg in the regulation of NK-cell function has also
been studied in a bone marrow graft rejection model (114).
Following depletion of Treg in vivo, graft rejection was in-
creased in both fully allogeneic and hybrid resistance situ-
ations. Rejection was dependent on host NK cells, because
it was significantly impaired in NKcell–depleted recipients.
TGF-β also appeared to play a role in this, as injection of
anti-TGF-β before grafting significantly increased rejec-
tion.

Role of TGF-β

Although TGF-β has been clearly shown to play a critical
role in the induction of Foxp+ Treg in vitro, its role as a sup-
pressor effector molecule remains controversial. Although
the majority of studies with either human or mouse Treg
that have studied suppression of T-cell activation in vitro
have failed to identify a soluble suppressor cytokine, it is
very difficult to rule out the involvement of a cytokine that
acts over short distances or a cell-bound cytokine. Naka-
mura et al. (115) have raised the possibility that TGF-β
produced by Treg and then bound to their cell surface by
an as yet uncharacterized receptor might mediate suppres-
sion in a cell contact–dependent fashion. In their studies,
TGF-β was detected on the surface of resting and activated
CD25+ T cells, and suppression could be reversed by high
concentrations of anti-TGF-β mAbs. They postulated that
latent (inactive) TGF-β, bound to the cell surface of acti-
vated Treg is delivered directly to responder CD25− T cells

◗ TABLE 30.5 CD4+CD25+ Suppressor Function
Occurs Independently of TGF-β

CD4+CD25+ CD4+CD25− Suppression

Wild type Wild type Yes
Wild type Wild type + anti-TGF-β Yes
Wild type SMAD3 −/− Yes
SMAD3 −/− Wild type Yes
Wild type DNTGFβRII Yes

CD4+CD25+ T cells were mixed with CD4+CD25− T cells in the presence of
T-depleted spleen cells and soluble anti-CD3. Proliferation was measured
at 72 hours.

Adapted from Piccirillo CA, Letterio JJ, Thornton AM, et al. CD4+CD25+
regulatory T cells can mediate suppressor function in the absence of
transforming growth factor β1 production and responsiveness. J Exp
Med. 2002;196:1–10.

and is then locally converted to its active form. In contrast
to these studies, Piccirillo et al. (116) were unable to show a
requirement for either the production of TGF-β or respon-
siveness to TGF-β in Treg-mediated suppression. CD25− T
cells from Smad3−/− and from mice expressing a dominant
negative form of the TGF-β receptor II (TGFβRII), which
are completely resistant to the immunosuppressive effects
of TGF-β, were readily suppressed by Treg cells from WT
mice (Table 30.5). Treg from TGF-β−/− mice were as effi-
cient as Treg from WT mice in mediating suppression of
WT CD25− T cells. High concentrations of anti-TGF-β did
not reverse suppression, nor did anti-TGF-β or a soluble
form of the TGF-βPII inhibit suppression mediated by ac-
tivated CD25+ T cells.

A number of in vivo experiments have also demon-
strated that autocrine TGF-β1 expression is not essen-
tial for Treg suppression in vivo. Transfer of TGF-β1−/−

splenocytes to RAG-2−/− mice induced disease with fea-
tures similar to those of the TGF-β1−/− mice, and dis-
ease transfer was accelerated by the depletion of TGF-β−/−

CD25+ T cells. Importantly, cotransfer of TGF-β1−/− Treg
clearly attenuated disease in RAG2−/− recipients of CD25-
depleted spleen and lymph nodes, but suppression was
incomplete when compared to WT Treg (117). Although
TGF-β appears to play a nonredundant role in control of
intestinal inflammation, Treg from TGF-β1−/− mice were
capable of inhibiting IBD induced by CD45RBhigh (118) or
CD4+CD25− T cells (119) in vivo. Furthermore, Treg from
mice expressing a dominant negative form of the TGF-
βRII are also capable of inhibiting colitis, suggesting that
TGF-β is not required for the development or peripheral
function of thymic-derived Treg. Importantly, the function
of TGF-β−/− Treg cells was abrogated by anti-TGF-β, in-
dicating that TGF-β is absolutely required for protection
from IBD in this model, but can be provided by a non-Treg
cell source. The requirement for non-Treg–produced TGF-
β was confirmed by demonstrating that CD4+CD45RBhigh

cells from the mice expressing the dominant negative
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receptor escaped control by Treg cells in vivo. It is possible
that Treg induce TGF-β production by other hematopoi-
etic cells or that production of TGF-β is independent of
Treg and produced by healing gut epithelial cells.

These studies argue strongly against a role for secreted
or cell surface–associated TGF-β as a major mediator of
the in vitro or in vivo suppressive functions of Treg. An
alternative possibility is that TGF-β plays a role in the en-
hancement or maintenance of Foxp3+ Treg-suppressor ac-
tivity. Indeed, Marie et al. (120) have demonstrated that
peripheral TGF-β1−/− Treg expressed diminished levels of
Foxp3. These studies suggested that TGF-β is required for
maintenance of Foxp3 expression in peripheral Treg, that
the source of the TGF-β is not the Treg, and that paracrine
production of TGF-β by APC is needed for optimal Treg
survival and suppressor function. Further evidence for the
role of TGF-β in the maintenance of Treg was derived from
studies of mice with T cell–specific deletion of TGF-βRII
(121). In these mice, TGF-β was not required for induc-
tion of Foxp3 expression in the thymus and for the thymic
development of Treg cells. In fact, TGF-βRII−/− mice have
an increase in the percentage and number of Foxp3+ T
cells in the thymus and increased BrdU uptake, suggesting
that TGF-β normally inhibits the proliferation of thymic
Treg. Increased Treg proliferation was also seen in the
periphery of TGF-βRII−/− mice, but these mice have a
decrease in the percentage of Foxp3+ Treg in the periph-
ery, consistent with the possibility that TGF-β is essen-
tial for their survival in the periphery. When mixed bone
marrow chimeras between TGF-βRII−/− and WT mice
were generated, the knockout CD25− T cells demonstrated
complete resistance to suppression by WT Treg. Although
one interpretation of this experiment is that Treg-derived
TGF-β mediates suppression, preliminary studies using
TGF-β−/− and Foxp3−/− bone marrow chimeras show
that TGF-β−/− Treg cells are fully capable of preventing
systemic lymphoproliferation associated with Foxp3 defi-
ciency. This result suggests that there is a defect in a cell
intrinsic mechanism of TGF-β–mediated control of T-cell
reactivity in the TGF-βRII−/− T cells.

Role of CTLA-4

Considerable controversy exists regarding the significance
of the expression of CTLA-4 on Treg and its potential in-
volvement in their suppressor function. Takahashi et al.
(39) have shown that the addition of the Fab fragment
of anti-CTLA reverses suppression in cocultures of Treg
and CD4+CD25− T cells. This finding, together with the
observation of Read et al. (27) that treatment of mice
with anti–CTLA-4 abrogates suppression of inflammatory
bowel disease (IBD) mediated by Treg T cells, has been
interpreted as indicating that a costimulatory signal medi-
ated by interaction of CTLA-4 with its ligands, CD80/CD86,
is required for activation of Treg to mediate their sup-

pressive effects. Reversal of suppression by anti–CTLA-4
or its Fab fragment in vitro has not been seen in all stud-
ies (31,32,33,34,35,36,37). In studies (101) in which Treg
suppress the activation of CD25− T cells in the absence
of APC, the addition of anti-CTLA-4 or anti-CD80/CD86
did not reverse suppression, suggesting that engagement
of CTLA-4 is not required for suppressor function. Treg
from CTLA-4−/− mice are as efficient as WT Treg in medi-
ating suppressor function in vitro, but, in contrast to WT
Treg, their suppressive effects were partially dependent on
TGF-β (122). One possible functional role for CTLA-4 on
Treg would be to ligate CD80/CD86 on DC. Some (123)
but not all studies (124) have claimed that CD80/CD86−/−

CD25− T cells are refractory to Treg suppression in vivo
and in vitro, and that interaction of CD80/CD86 on CD25−

T cells with a molecule on Treg, most likely CTLA-4, is
needed for suppression to be manifest.

Other Potential Suppressor Mechanisms

Overall, studies over the past 10 years have failed to
identify a single molecular species that is responsible for
Treg-mediated suppression in vitro. It remains possible
that other well-characterized suppressor mechanisms may
contribute, in part, to the suppressor function of Treg. The
interaction of CTLA-4 on Treg with CD80 or CD86 on DC
results in the activation of indoleamine 2,3-dioxygenase
(IDO). IDO is responsible for the metabolism of the essen-
tial amino acid tryptophan. Reduced amounts of trypto-
phan after induction of IDO are associated with decreased
activation of T cells. Induction of IDO production would
represent an APC-dependent mechanism of in vitro sup-
pression (125), but suppression by Treg can readily be ob-
served in APC-free cultures.

One other potential mechanism for Treg-mediated
suppression would be cytolysis of target cells. Human
CD4+CD25+Foxp3+ Treg can be activated by a combina-
tion of antibodies to CD3 and CD46 to express granzyme
A and kill activated CD4+ and CD8+ T cells and other
cell types in a perforin-dependent, Fas-FasL–independent
manner (126). Significant cell death occurred at very low
effector-to-target cell ratios (1:1), indicating potent cyto-
toxicity by the activated Treg. Activation of mouse Treg also
results in upregulation of granzyme B expression, and one
report has claimed that suppression of T-cell activation by
Treg was mediated by a perforin-independent, granzyme
B–dependent mechanism (127). These findings could not
be confirmed in a second study that demonstrated that
highly activated Treg could kill antigen-presenting but not
bystander B cells or T cells (110). Nevertheless, these stud-
ies suggest that one should re-evaluate the concept of
“cytotoxic/suppressor cell,” because it appears at least in
vitro that Treg can mediate both of these functions. It re-
mains to be determined whether Treg can develop into cy-
totoxic cells in vivo.
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FIGURE 30.10 Anti-GITR reverses suppression by inducing resistance to suppression in re-
sponder CD4+CD25− T cells. A: CD4+CD25+ T cells were cultured with CD4+CD25− T cells
in the presence of T-depleted spleen cells and soluble anti-CD3. Normal goat IgG or poly-
clonal goat-anti-mouse GITR were added as indicated. Proliferation was measured at 72 hours.
B: CD4+CD25+ T cells from WT or GITR−/− mice were cocultured with CD4+CD25− T cells in the
presence or absence of anti-GITR. Adapted from McHugh RS, Whitters MJ, Piccirillo CA, et al.
CD4+CD25+ immunoregulatory T cells: gene expression analysis reveals a functional role for the
glucocorticoid-induced TNF receptor. Immunity. 2002;16:311–323; and Stephens GL, McHugh
RS, Whitters MJ, et al. Engagement of glucocorticoid-induced TNFR family related receptor on
effector T cells by its ligand mediates resistance to suppression by CD4+CD25+ T cells. J Immunol.
2004;173:5008–5020.

Resistance to Suppression

Although the mechanism of Treg-mediated cell contact–
dependent inhibition of T-cell activation remains un-
known, one approach to determining potential cell sur-
face antigens involved in this process has been to reverse
suppression with antibodies to candidate antigens. One
member of the TNFRSF, the GITR (TNFRSF18), has been
shown to play an important role in regulation of T-cell
suppressor activity. Both a polyclonal antiserum and an
mAb to the GITR appeared to be able to reverse suppres-
sion (Figure 30.10A), mediated by freshly isolated CD25+ T
cells (40,41). However, the GITR is expressed on two pop-
ulations of cells (resting Treg and activated CD4+CD25−

cells) that do not manifest suppressor activity. It is there-
fore very unlikely that the GITR is the molecule responsible
for mediating suppressor effector function. Surprisingly,
culturing CD25+ T cells with the anti-GITR in the pres-
ence of IL-2, but in the absence of anti-CD3, resulted in
a vigorous proliferative response and breaking the nonre-
sponsive state of the Treg to stimulation with IL-2.

Although these studies were originally interpreted as
indicating that anti-GITR functioned as an agonist for the
GITR, resulting in a signal that instructs the Treg not to
mediate their suppressive functions, more recent studies
have suggested an alternative explanation. As both CD25−

and Treg can express the GITR, it was impossible to con-
clude that the anti-GITR mediated its effects by acting
solely on the Treg. When combinations of WT and GITR−/−

CD4+CD25− and Treg were used in coculture experiments
(Figure 30.10B), ligation of the GITR on the CD25− respon-
ders, not the Treg, was required to abrogate suppression
(128). These results suggest that interactions of the GITR
with its ligand, the GITR-L, provided a signal that renders
effector T cells resistant to the inhibitory effects of Treg.
Similar conclusions were drawn from studies in which the
costimulatory effects of anti-GITR in vivo were maintained
following depletion of Treg (129). The GITR-L was shown
to be expressed on a number of different resting APC popu-
lations, including DC, macrophages, and B cells, and to be
downregulated upon activation. Thus, engagement of the
GITR on effector cells by its ligand on APC early during the
course of an immune response may render the responder
cells resistant to suppression by Treg. This model is also
compatible with the observations of Pasare and Medzhitov
(130) that soluble factors released by activated DC can act
directly on effector, but not Treg, to render them resistant
to suppression.

In addition to the role of APC-derived signals in render-
ing responder cells resistant to suppression, a number of
mutations in TCR signaling and costimulatory pathways
also appear to render responder cells completely resis-
tant to the inhibitory signals delivered by Treg. One of the
best examples of a defect in resistance to regulation is the
cbl-b−/− mouse. Cbl-b is an E3 ubiquitin ligase that neg-
atively regulates the CD28 costimulatory pathway and
downregulates the PI3 K/Akt pathway. In the absence
of cbl-b, mice develop CD28-independent hyperactive
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◗ TABLE 30.6 Genetically Deficient Mice That Are
Resistant to Treg Suppression

Cbl-b−/−

TGF−β−RII−/−

TRAF6−/− T-cell–specific

NFATc2−/−/NFATc3−/−

Adapted from Marie JC, Liggitt D, Rudensky AY. Cellular mechanisms of
fatal early-onset autoimmunity in mice with the T cell-specifc targeting of
transforming growth factor-β receptor. Immunity. 2006;25:441–454; and
Wohlfert EA, Gorelik L, Mittler R, et al. Cutting Edge: Deficiency in the E3
ubiquitin ligase cbl-b results in a multifunctional defect in T cells TGF-β
sensitivity in vitro and in vivo. J Immunol. 2006;176:1316–1320

responses and autoimmunity. Treg from cbl-b−/− mice
function normally in vitro, but CD25− T cells from cbl-
b−/− mice are resistant to suppression in vitro and in vivo
by wild-type Treg (131). Effector T cells from a number
of other mutant mouse strains exhibit a resistance to sup-
pression similar to that seen with cbl-b−/− effectors (Table
30.6). Many of these strains have in common a hyperacti-
vated PI3 K/Akt pathway that may be a direct or indirect
target for Treg-mediated suppression.

Suppression in vivo

As has been summarized, a clear understanding of the
molecular mechanism(s) for Treg-mediated inhibition of
T-cell activation in vitro has remained elusive. Analysis
of the potential pathways of Treg suppression in vivo is
even more complex. The Treg must able to localize to var-
ious parts of the body such that close contact with most
effector T cells with a given antigen specificity, either di-
rectly or through an APC intermediate, becomes possible.
Unlike the culture situation, there is ample space for T
cells to evade suppression in vivo unless Treg can localize
with them in response to antigenic stimulation that begins
in antigen-draining lymph nodes. There are also a num-
ber of major differences between the properties of Treg in
vivo compared to in vitro. First, although Treg are non-
responsive or anergic to stimulation via the TCR in vitro,
Treg expand following engagement of their TCR by cognate
antigen in a manner indistinguishable from conventional
CD4+ T cells in vivo (132). Second, most studies of Treg
suppression in vitro have failed to define a role for suppres-
sor cytokines, whereas multiple studies have shown that
secretion of suppressor cytokines by Treg constitutes an
important component of their suppressive effects in vivo.
Lastly, the major effect of Treg on T-cell activation in vitro
is to inhibit IL-2 production and effector-cell expansion.
The role of IL-2 in the antigen-driven expansion of CD4+

T cells in vivo is not clear, as antigen-specific T cells from
IL-2−/− mice expand normally following stimulation by
antigen in vivo.

Some studies have suggested that the primary effect of
Treg in vivo is to inhibit the differentiation, but not the

expansion, of T effector cells in vivo. Klein et al. (133) co-
transferred into normal mice equal numbers of effectors
and Treg, expressing the same transgene, followed by im-
munization with the antigen in incomplete adjuvant. For
the first 4 days after transfer, both populations expanded
in an equivalent manner. However, 6 to 8 days after trans-
fer, the expansion of the Treg continued, but additional
accumulation of effectors was suppressed. In contrast to
the studies demonstrating inhibition of T effector differ-
entiation, the remaining effector cells appeared to be fully
competent to produce either IL-2 or IFN-γ . One problem
with the interpretation of this study is that the studies can
be conducted only for short periods of time, as the trans-
ferred cells migrate out of the draining lymph nodes.

Very little is known about the cell surface antigens that
might play a role in Treg-mediated inhibition in vivo. Anti-
CTLA-4 has been shown to abrogate suppression of IBD
in vivo by Treg. In order to distinguish whether the effects
of anti-CTLA-4 on reversal of Treg suppression of IBD are
mediated indirectly by hyperactivation of effector T cells
or directly via their effects on Treg, Treg were derived from
CTLA-4−/− mice on a CD80/CD86−/− background that do
not develop an autoimmune syndrome (134). When com-
binations of genetically deficient mice and WT T cells were
used, it could be shown that anti-CTLA-4 or its Fab frag-
ment disrupts Treg activity by targeting Treg and not the
effector T cells. Anti-CTLA-4 did not overcome the regula-
tory activity of CTLA-4−/− Treg, showing that ligation of
CTLA-4 on the effector population had limited impact on
the induction of colitis in this system. The effects of anti-
CTLA-4 were not mediated by depletion of CTLA-4+ Treg.
Although anti-CTLA-4 Fab may block the interaction of
CTLA-4 with its ligands, it is also possible that the interac-
tion of CLTA-4 with antibody, or even Fab fragments, may
modulate the expression of CTLA-4 on the cell surface or
inhibit its recycling and thereby block the TCR-mediated
signals required for induction of suppressor activity.

Many of the in vitro studies of Treg function have con-
cluded that the target for suppression is the responder T
cell. In contrast, recent studies suggest that the suppres-
sive effects of Treg in vivo might also be mediated by the
reduction of the stimulatory capacity of DC or other types
of APC. Intravital two-photon laser scanning microscopy
has been used to visualize the behavior of autoantigen-
specific T cells in the presence or absence of Treg in intact
lymph nodes (135,136). In the absence of Treg cells, the
locomotion of autoantigen-specific T cells inside lymph
nodes is decreased, and the contact between effector T
cells and antigen-loaded DC are prolonged, while contacts
between T cells and antigen-presenting DC are of shorter
duration in the presence of Treg cells. Thus, Treg attenu-
ate the establishment of stable contacts during priming of
naı̈ve T cells by DC and thereby may decrease the magni-
tude of TCR activation. Importantly, no stable interactions
between the Treg cells and effector T cells were observed
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in these studies. These observations are most consistent
with the concept that Treg cells can inactivate DC directly
or that DC-activated Treg cells produce soluble mediators
that prevent T effector–DC interactions.

Foxp3− Treg

Thymic-derived Foxp3+ Treg or Foxp3+ Treg induced in
peripheral sites represent the major population of Treg that
have been characterized in both normal physiologic stud-
ies and in disease models. A number of other Treg pop-
ulations have been described in both mouse and human,
and many of these also appear to exert potent Treg func-
tions in certain defined situations. One important distinc-
tion between these induced populations of Treg and the
Foxp3+ Treg is that the former are very frequently specific
for known antigens, whereas the antigen specificity of the
latter remains to be defined.

Th3 Cells

One of the first approaches used for the induction of Treg
was the administration of antigen via the oral route. Oral
tolerance takes advantage of the normal physiologic pro-
cess that is needed to prevent systemic immune responses
to ingested proteins. Oral administration of antigen at
low doses induces populations of Treg that secrete sup-
pressor cytokines, whereas higher antigen doses result in
deletion or clonal anergy of autoreactive precursors. Pre-
treatment with orally administered antigen induced sup-
pressor populations that suppressed pathology in a num-
ber of different animal models of autoimmunity, including
experimental allergic encephalomyelitis (EAE), collagen-
induced arthritis (CIA), and uveitis (137). Bulk T cells
from orally tolerized animals can suppress active immune
responses to other antigens in the microenvironment, a
phenomenon called antigen-driven bystander suppression.
The suppressor cells from orally tolerant mice have been
termed Th3 cells and mediate their suppressive effects pri-
marily by secreting TGF-β. A major advance in our un-
derstanding of the function of regulatory cells following
oral tolerance was a study by Chen et al. (138), which suc-
cessfully isolated T-cell clones from the mesenteric lymph
nodes of SJL mice that had been orally tolerized to MBP.
These clones produced large amounts of TGF-β and vary-
ing amounts of IL-4 and IL-10. Most important, upon
adoptive transfer to normal recipients, they suppressed
EAE induced with either myelin basic protein (MBP) or
proteolipid protein (PLP). Their in vivo suppressive activ-
ity could be neutralized with anti-TGF-β. The selective in-
duction of Treg via the oral route is thought to be secondary
to certain poorly characterized properties of the gut mu-
cosal microenvironment, most likely the type of resident
APC (139,140).

Although the oral administration of antigen represents
a potentially easy way to induce Treg, progress in this area
has been slow because it has been difficult to determine
the antigen concentration that is capable of inducing Treg
but that does not induce deletion. It has also been very dif-
ficult to isolate the types of clones described earlier in the
EAE model in other systems or to identify Treg cells that
exclusively produce TGF-β in other models. The therapeu-
tic utility of orally administered antigens in autoimmunity
has primarily been demonstrated in pretreatment proto-
cols, and oral administration of antigen has been ineffec-
tive in treating animals once disease has been initiated.

T Regulatory 1 (Tr1) Cells

One important lesson that can be derived from the experi-
ments on oral tolerance is that the milieu in which T cells
are primed is critically important in determining whether
regulatory rather than effector T cells will be generated.
Decreased expression of costimulatory molecules on APC
or the presence of suppressor cytokines such as IL-10 and
TGF-β may generate suppressor T cells rather than effec-
tor T cells. The production of these suppressor cytokines
by Treg may lead to the generation or expansion of addi-
tional regulatory cells via a positive feedback loop (Figure
30.11).

One of the first studies demonstrating the potential im-
portance of IL-10 in the generation of Treg was derived
from an analysis (141) of patients with severe com-
bined immunodeficiency who received transplants of
HLA-mismatched hematopoietic stem cells. Complete im-
munologic reconstitution was achieved in the absence of
graft-versus-host disease. CD4+ T-cell clones reactive with
host MHC antigens from these patients produced IL-10,
but not IL-2, after antigen-specific stimulation in vitro. It
therefore seemed likely that endogenous IL-10 production
in the transplanted patients was responsible for maintain-
ing tolerance in vivo. The IL-10 may prevent the activation

CD4+ T Cell

IL-10

IL-10/IFN-α  

VITD3/DEX

VITD3/MMF

iDC

IL-10 PRODUCING TR1-LIKE REGULATORY T CELL

FIGURE 30.11 Multiple factors can induce the differentiation
of IL-10–producing T cells.
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of host reactive T cells or suppress APC function and cy-
tokine production by host APC. The high IL-10 production
in vivo may reflect a chronic activation of donor T cells
and host monocytes.

IL-10 is a cytokine produced by numerous cell types,
including activated T cells, B cells, mast cells, and
macrophages, and acts primarily by inhibiting the mat-
uration and function of APC. The activation of CD4+ hu-
man T cells in the presence of IL-10 renders them non-
responsive or anergic (142). Activation of human CD8+ T
cells with allogeneic APC and IL-10 also results in reduced
proliferation and cytotoxicity. T cells rendered anergic by
the addition of exogenous IL-10 in an MLR become un-
able to respond to a rechallenge with the same antigen.
IL-10–induced anergy is strictly antigen-specific, because
treated T cells retain normal proliferative and cytotoxic
responses toward other protein antigens and third-party
alloantigens.

Collectively, these studies suggested that IL-10 itself is
a major factor for the induction of suppressive IL-10–
producing T cells. Culture of mouse or human CD4+ T
cells with antigen or alloantigen in the presence of IL-10
results in the generation of IL-10–producing T-cell clones.
Most of these T-cell clones produce high levels of IL-10
and TGF-β, moderate amounts of IFN-γ and IL-5, but
not IL-2 or IL-4. CD4+ T cells generated in this manner
have been termed T regulatory 1 (Tr1) cells (143). Tr1 cells
proliferate poorly following polyclonal TCR-mediated or
antigen-specific activation and do not expand significantly
under standard T-cell culture conditions. This low prolif-
erative capacity is a result in part to autocrine production
of IL-10, because anti–IL-10 mAbs partially restore prolif-
erative responses. The intrinsic low proliferative capacity
of Tr1 cells has been a major limitation and has hindered
their detailed characterization. The ability to generate hu-
man Tr1 cells is enhanced by the addition of IFN-α (144).
Tr1 cells can be generated from human cord blood with
IFN-α alone, as cord blood T cells have the intrinsic ability
to produce IL-10. IFN-α and IL-10 do not act as general
antiproliferative agents, but rather as factors that induce
the differentiation of Tr1 cells and inhibit the growth of
non-Tr1 cells in the culture. TGF-β played no role in the
induction of Tr1 cells in this model. A global suppression of
all cytokine production was seen when TGF-β was added
to the cultures.

Tr1 cells do not express Foxp3 and can be generated
in the absence of Foxp3+ Treg. Both human and mouse
Tr1 clones suppress immune responses in vitro. Antigen-
induced proliferation of naı̈ve CD4+ T cells was dramati-
cally reduced following coculture with activated Tr1 clones
that were separated from the responding cells by a trans-
well insert. The capacity of either human or mouse Tr1
clones to suppress CD4+ T cells proliferation was reversed
by the addition of anti-TGF-β and IL-10 mAbs (143). Some
IL-10–producing Tr1 cells suppress the proliferation of

naı̈ve CD4+ T cells by an IL-10–independent, cell contact–
dependent mechanism (145). Human Tr1 cell clones also
suppress the production of immunoglobulin by B cells, as
well as the antigen-presenting capacity of monocytes and
DC. Most important, it could be shown (143) that mouse
Tr1 clones have regulatory effects in vivo and suppress
Th1-mediated colitis induced by transfer of CD45RBhigh

cells into SCID mice. Suppression was seen only if the Tr1
clones were activated by antigen-specific stimulation via
their TCR. Because the function of Tr1 cells is mediated
by IL-10 and TGF-β, these studies imply that Tr1 clones
can suppress active immune responses to unknown anti-
gens in the microenvironment by an antigen-driven by-
stander suppression mechanism similar to the mechanism
proposed for Th3 cells in oral tolerance. Although IL-10
was originally described as a product of mouse Th2 cells,
Tr1 clones are also capable of regulating Th2 responses, in-
cluding antigen-specific IgE production (146). Anti-IL-10R
antibodies reversed this inhibitory effect.

An alternative approach to the generation of Tr1 cells in
vitro has involved pharmacologic manipulation of the mi-
croenvironment during T-cell priming (147). The immuno-
suppressive drug 1, 25(OH)2-vitamin D3 (VitD3), acts on
APC and activated T cells. VitD3 inhibits antigen-induced
T-cell proliferation, cytokine production, and the matura-
tion of human DC, leading to inhibition of the expression
of CD40/CD80/CD86. Similarly, the glucocorticoid dexa-
methasone inhibits key transcription factors involved in
the regulation of a number of inflammatory cytokine
genes. When naı̈ve CD4+ T cells were stimulated through
their TCR in the presence of the combination of VitD3 and
dexamethasone, the primed T cells produced IL-10, but not
IFN-γ , IL-4, or IL-5 (79). The IL-10–producing cells devel-
oped independently of Th1 (IL-12, IFN-γ ) and Th2 (IL-4)
polarizing cytokines, and addition of these cytokines in-
hibited the development of the IL-10–producing cells. Al-
though the induction of these Treg could not be induced by
IL-10, endogenous IL-10 production was required, because
addition of anti-IL-10R antibodies substantially reduced
the number of IL-10–producing T cells. These cytokines
have the potential to mediate inflammatory pathologies.
The development of the IL-10–producing T cells occurred
under conditions in which the expression and/or activa-
tion of key transcription factors involved in Th1 (T-bet)
and Th2 (GATA3) differentiation was minimal, suggesting
that the IL-10 producers were completely unrelated to con-
ventional Th1 or Th2 cells. VitD3/dexamethasone-induced
Tr1 cells are also capable of inhibiting the induction of
Th1-mediated autoimmune disease in vivo.

One common theme to emerge from the studies on
the in vitro induction of Tr1 cells, by the addition of ei-
ther IL-10 or pharmacologic agents, is that both of these
modalities are likely to inhibit the maturation and ac-
tivation of DC and to generate what has been termed
“tolerogenic DC.” Treg have been generated by culturing
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human CD4+ cord-blood lymphocytes with allogeneic im-
mature DC (iDC). Stimulation with mature DC resulted
in expansion of alloreactive T cells of the Th1 phenotype,
but stimulation in the presence of iDC resulted in the in-
duction of poorly growing IL-10–producing T cells (148).
These T cells suppressed the alloantigen-driven prolifera-
tion of syngeneic Th1 cells in cocultures in a cell contact–
dependent manner. The suppressor effector function was
nonspecific and was not mediated by IL-10 or TGF-β, but
suppression could be partially be overcome by addition of
IL-2. The suppressor population generated by stimulation
with iDC in many respects resembles naturally occurring
CD25+ cells. It is not known if these iDC-induced Treg ex-
press Foxp3.

CD8+ Treg

Most of the early studies on T-suppressor cells in the mouse
demonstrated that they were confined to the CD8+ sub-
set. Although almost all of the recent studies on suppres-
sor/regulatory T cells in mouse or human have focused on
CD4+ T cells, a number of recent studies have suggested
that potent CD8+ suppressor cells may also exist. Repeated
stimulation of human T cells in the MLR resulted in a pro-
gressive decrease of the capacity of CD4+ T cells to prolif-
erate when rechallenged with the APC used for priming.
The relative nonresponsiveness of the stimulated CD4+ T
cells could be restored by depletion of CD8+CD28−, but not
CD8+CD28+, T cells from these cultures. The stimulated
CD8+CD28− T cell population was devoid of cytotoxic ac-
tivity for either CD4+ T cells or the APC used for priming.
When the CD8+CD28− T cells were added to mixtures of
CD4 cells and APC, they inhibited proliferation (149), but
suppression was observed only when the stimulatory APC
shared at least one HLA class I allele with the original stim-
ulator population. The regulatory effect of the CD8+ sup-
pressors was not restricted either by class I or class II MHC
antigens expressed by the responder CD4+ T cells. Sup-
pression mediated by CD8+CD28− T cells required cell–
cell contact and was not reversed by antisuppressor cy-
tokine antibodies. Coincubation of the CD8+ suppressors
with CD4+ responders had no effect, whereas coincuba-
tion of the CD8+ T cells with the APC rendered the APC
unable to stimulate CD4+ proliferation. Phenotypic anal-
ysis indicated that the CD8+ suppressors blocked the up-
regulation of costimulatory molecules such as CD80/CD86,
CD54, and CD58 on the APC (150). The mechanism by
which the CD8+ suppressors deactivate APC functions has
been shown to involve upregulation of the genes encoding
immunoglobulinlike transcript 3 (ILT3) and ILT4 (151).
These inhibitory receptors are structurally and function-
ally related to killer cell–inhibitory receptors (KIR). Thus
far, the biologic activity of these CD8+CD28− suppressor
populations has only been studied in vitro. Their poten-
tial roles in mediating immunosuppression in vivo as well

as their relationship to CD4+ suppressor cells remain to
be explored. It has been proposed that antigen-specific
MHC class I–restricted CD8+CD28− Treg first induce ILT-
expressing tolerogenic DC, which in turn generate CD4+

Treg (152).
Regulatory CD8+ T cells have also been generated in

vitro by stimulation with unique subpopulations of DC
(153). When naı̈ve CD8+ T cells were stimulated in vitro
with CD40L-activated, monocyte-derived DC (DC1), the
primed CD8+ T cells proliferated when restimulated with
allogeneic targets, secreted large amounts of IFN-γ and
had potent cytotoxic activity. In contrast, when naı̈ve CD8+

T cells were stimulated with CD40L-activated plasmacy-
toid DC (DC2), the primed CD8+ T cells proliferated poorly,
displayed weak cytotoxic activity, and secreted primarily
IL-10. DC2-primed CD8+ T cells inhibited the ability of
naı̈ve CD8+ T cells to proliferate to allogeneic monocytes,
iDC, or mature DC. Both the generation of CD8+ suppres-
sor cells and their suppressor function could be markedly
inhibited by anti-IL-10, but not by anti-TGF-β. Dhodapkar
et al. (154) have measured the ability of iDC1 cells to mod-
ulate the immune response in vivo in humans. Injection of
iDC pulsed with influenza matrix peptide resulted in an ex-
pansion of antigen-specific, tetramer-binding CD8+ T cells.
These CD8+ cells were capable of proliferating when stim-
ulated with antigen in vitro, but were defective in IFN-γ
secretion and lacked cytotoxic function. These findings in-
dicate that iDC can dampen pre-existing antigen-specific
effector function in humans. The potential suppressive
function of the CD8+ T cells that responded to the iDC
was not studied. The relationship of these CD8+ T cells
to those induced in vitro with DC2 cells is unknown. Wei
et al. (155) have isolated plasmacytoid DC from malignant
ascites of patients with ovarian cancer. These DC, upon
CD40L activation, could induce antigen-specific CD8+ IL-
10, producing Treg that suppressed the responses of tumor
antigen-specific CD4+ T cells.

CD8+CD122+ Treg

A unique subpopulation of CD8+ T cells that expresses high
levels of the IL-2R β chain (CD122) has been shown to
have immunoregulatory activity (156). The percentage of
CD8+CD122+ T cells is high in young mice (∼50%), but
decreases to ∼10% at 7 to 10 weeks of age. CD122−/− mice
develop an autoimmune syndrome that can be prevented
when neonates are injected with CD8+CD122+ T cells. Im-
portantly, RAG−/− mice reconstituted with CD8+CD122−

T cells develop an autoimmune syndrome that can be
prevented by cotransfer of CD8+CD122+ T cells, but not
CD4+Foxp3+ T cells. CD8+CD122− are Foxp3− and inhibit
the activation of both CD8+ and CD4+ T cells in vitro by
an IL-10–dependent mechanism, as CD8+CD122+ T cells
from IL-10−/− could not suppress T-cell activation in vitro,
but may exert some suppressive effects in vivo (157).
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Qa-1 Restricted CD8+ Treg

Mice that are genetically deficient or depleted of CD8+

T cells have demonstrated a clear role for CD8+ T cells
in regulating EAE. CD8+ T cells from mice that had re-
covered from EAE downregulated or killed some CD4+

neuroantigen-specific T-cell clones. Inhibition was blocked
by antibodies to the MHC class Ib molecule Qa-1, but not
by anti-MHC class Ia molecules (158). It has been proposed
that Qa-1 self-peptide complexes expressed by activated
CD4+ T cells trigger the TCR on CD8+ cells. These CD8+

T cells then differentiate into suppressor cells that in turn
suppress the CD4+ T cells that express the same Qa-1 self-
peptide complex. Other studies suggest that a peptide from
the conserved region of the TCR is targeted by the CD8+

Treg population (159). The mechanism of suppression has
not been fully defined, although it may involve cytotoxicity
or the secretion of suppressor cytokines. Human CD8+ T
cells restricted by HLA-E, the human homolog of mouse
Qa-1, may have similar functions (160).

Double-Negative (DN) Treg

The majority of T cells in normal mice and humans that
express the TCR αβ chains also express either the CD4 or
CD8 co-receptor molecules. However, 1% to 5% of the pe-
ripheral TCR αβ population expresses CD3, but not CD4
or CD8. DN T cells can be divided into NKT cells and NK-
marker-negative DN Treg. DN Treg do not develop from
CD8+ precursors, nor is CD8 expression required for their
development in vivo (161). Functional DN Treg develop
outside of the thymus and may mature from a previously
uncharacterized lineage of T cells. DN T cells have been
shown to have immunoregulatory activity both in vivo and
in vitro in both mouse and human (162). These DN pop-
ulations were derived following administration of donor
antigens to induce tolerance to allografts, and are presum-
ably derived from precursors present in normal peripheral
lymphoid populations (163). DN suppressors generated in
this way kill alloreactive CD4+ and CD8+ T responders
that express functional Fas by a mechanism involving Fas/
Fas-L interactions. These activated DN cells were only able
to kill syngeneic targets activated by the same alloantigenic
stimulus.

Treg-Induced Treg

One possible mechanism to increase the efficiency of Treg
is that Treg induce anergy or suppressor activity in the
CD25− responders as a form of infectious immunologic
tolerance. It has been shown that human CD4+CD25+ T
cells induce CD4+CD25− T cells to become Treg that are
capable suppressing by producing IL-10 (164) or TGF-β
(165) and thereby mediating suppression of naı̈ve CD4+

T cells. Similar studies in the mouse demonstrated that

coculture of Treg with Foxp3− responder cells resulted in
the induction of both TCR and IL-2 unresponsiveness in
the responder population (166). The responder cells re-
mained Foxp3− and exerted suppressor activity in a cell
contact–dependent manner that was partially abrogated
by anti-TGF-β.

CONTROL OF AUTOIMMUNE DISEASE
BY Treg

Autoimmune Gastritis (AIG)

The role of Treg in the prevention of organ-specific autoim-
mune diseases has been studied in a number of different
animal models. One of the best-studied models is autoim-
mune gastritis (AIG) that develops when BABL/c mice are
subjected to d3Tx or when nu/nu mice on a BALB/c back-
ground are reconstituted with CD4+CD25− T cells. A large
body of evidence had implicated the major protein pump
of the gastric parietal cell, the H/K ATPase, as the target
antigen for the CD4+ T cells that are responsible for in-
ducing this disease (167,168). To evaluate whether Treg
could prevent disease induced by primed, fully differen-
tiated effector-cell populations, two H/K ATPase-reactive
T-cell lines were derived from d3Tx animals (23). Both of
these lines were CD4+, I-Ad–restricted and recognized dis-
tinct peptides derived from the H/K ATPase α chain. One of
the cell lines secreted Th1 cytokines and the other Th2, but
both were equally pathogenic in inducing gastritis when
transferred to immunocompromised, but not normal, re-
cipients. The capacity of both of these clones to transfer
disease to nu/nu recipients could be inhibited by cotrans-
fer of CD4+CD25+ Treg from normal BALB/c mice. Thus,
Treg are able to inhibit not only the initiation of disease
after d3Tx, but also the function of fully activated effector
cells. To address the possible involvement of cytokines in
suppression of AIG, Treg from a number of different cy-
tokine deficient mice were utilized to prevent induction of
disease either after d3Tx or in nu/nu recipients of CD25−

T cells. Treg from both IL-4 and IL-10−/− mice were as
efficient as wild-type Treg in preventing the induction of
disease (169,170). Furthermore, the protective capacity of
Treg from wild-type mice was not reduced when the re-
constituted mice were treated with an antibody to TGF-β
(116).

It remains unknown whether Treg prevent autoimmune
disease by inhibiting the priming and expansion of effec-
tor cells, by acting on APC, by preventing migration from
the draining LN into the target organ, or by preventing the
differentiation of naı̈ve precursors into pathogenic effector
cells. One important tool in furthering our understanding
of the mechanism of action of Treg-mediated inhibition of
AIG was the development of a line of TCR transgenic mice
whose receptors recognize a defined peptide of the H/K
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FIGURE 30.12 Treg do not block the expansion of
effector T cells in the gastric lymph node, but they do
inhibit the total number of cells. Adapted from DiPaolo
RJ, Glass DD, Bijwaard KE, Shevach EM. CD4+CD25+

T cells prevent the development of organ-sepcifc au-
toimmune disease by inhibiting the differentiation of
autoreactive effector cells. J Immunol. 2005;175:7135–
7142.

ATPase and that spontaneously develop AIG (171). Small
numbers of CD4+CD25− thymocytes from this transgenic
line can transfer AIG, home to the gastric lymph node, and
be activated by DC that have acquired the H/K ATPase from
parietal cells in the gastric mucosa. Cotransfer of poly-
clonal Treg with a small number of naı̈ve auto-antigen–
specific T cells under conditions in which lymphopenia-
induced proliferation was partially controlled, was quite
effective in inhibiting the development of AIG, demon-
strated by suppression of parietal cell destruction and lack
of autoantibody production. Treg failed to inhibit the mi-
gration of autoreactive T cells into the gastric lymph or into
the target organ and did not inhibit the antigen-driven ex-
pansion of autoreactive T cells in the gastric lymph node
(Figure 30.12). The primary effect of the Treg appeared
to be inhibition of the differentiation of the self-specific
T cells to Th1 effector cells, as reflected by a decrease
in antigen-stimulated IFN-γ production and reduction in
Tbet expression. A decrease in the total cellularity of the
gastric lymph node was also seen in recipients of the Treg
and likely reflects decreased cytokine/chemokine produc-
tion by the effector T cells secondary to the suppressive
effects of Treg.

It is widely assumed that Treg must be activated via
the TCR to exert their suppressive effects in vitro and in
vivo. The source of the TCR signal during in vivo activa-
tion of polyclonal populations of Treg is not known. In
the AIG model, suppression of the antigen-specific induc-
tion of IFN-γ production could be observed as early as 7
days after transfer. It seems highly unlikely that this sup-
pression is secondary to the activation and expansion of
the limited number of gastric antigen-specific Treg within
the polyclonal population. An alternative possibility is that
Treg are able to control various responses because they are
continuously recognizing and being partially activated by
ubiquitous self-peptides.

To evaluate whether organ or antigen-specific Treg are
more efficient at preventing autoimmunity than a poly-
clonal population of Treg with diverse antigen specificities,
antigen-specific Foxp3+ Treg were generated from naı̈ve

H/K ATPase-specific T cells following in vitro activation
in the presence of TGF-β. After transfer, they maintained
Foxp3 expression and inhibited the development of AIG.
The mechanism of action of the antigen-specific-induced
Treg was different from that of the polyclonal Treg, as they
suppressed disease by preventing the initial activation and
expansion of the autoreactive effector cells. The major ef-
fect of the induced Treg was to inhibit the priming of au-
toreactive T cells within the gastric lymph node. A 40-fold
reduction in the number of autoreactive effectors was ob-
served within the first 5 days. DC that had been in the pres-
ence of the induced Treg had a reduced capacity to present
endogenous antigen compared to those from noninjected
mice or mice injected only with effector cells. Thus, one
mechanism by which induced Treg exert their function in
vivo is by reducing the ability of DC to prime autoreactive
T cells, hence stopping the autoimmune reaction before it
even starts. The data from the AIG studies are most con-
sistent with a model in which the Treg exert their negative
effect by decreasing the stimulatory capacity of DC, rather
than by competing with the effectors for antigen or by act-
ing directly with the effectors to prevent their interaction
with DC.

Inflammatory Bowel Disease (IBD)

The differential expression of the CD45RB isoforms ini-
tially used to define effector and regulatory T cells in the rat
was extended to the mouse. Transfer of CD4+CD45RBhigh

cells to SCID mouse recipients resulted in the develop-
ment of a wasting disease and colitis 6 to 8 weeks after
T-cell transfer. This disease was characterized patholog-
ically by epithelial cell hyperplasia, goblet cell depletion,
and transmural inflammation (172). There was a 20- to 30-
fold accumulation of Th1 cells in the intestine compared
to normal mice. Treatment of recipients with anti-IFN-γ ,
anti-TNF-α, or anti-IL-12 inhibited the induction of dis-
ease. Transfer of CD45RBlow cells did not induce colitis,
and cotransfer of RBhigh and RBlow cells prevented the de-
velopment of colitis. A ratio of 1:8 RBlow to RBhigh was able
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◗ TABLE 30.7 Role of Cytokines in the Pathogenesis
and Treatment of Inflammatory Bowel
Disease

Treatment Effect on Disease

Anti-IFN-γ (d 1 + 4) Substantial protection
Anti-TNF-5α (d 1 + 4) No protection
Anti-TNF (weekly) Protection during treatment only
IL-10 Protection during treatment only
IL-4 No protection
CD4+CD25+ T cells Complete protection
CD4+CD25+ T cells + anti-IL-4 Complete protection
CD4+CD25+ T cells + anti-IL-10R Protection with naı̈ve CD45RBhigh

CD4+CD25+ T cells + anti-IL-10R No protection with naı̈ve
CD45RBlow

CD4+CD25+ T cells + anti-TGF-β No protection

Adapted from Powrie F, Leach MW, Mauze S, et al. Inhibition of TH1
responses prevents inflammatory bowel-disease in SCID mice
reconstituted with CD45RBhigh T cells. Immunity. 1994;1:553–562;
Asseman C, Read S, Fowrie F. Colitogenic Th1 cells are present in the
antigen-experienced T cell pool in normal mice: Control by CD4+
regulatory T cells and IL-10. J Immunol. 2003;171:971–978; and Powrie F,
Carlino J, Leach MW, et al. A critical role for transforming factor-β but
not interleukin 4 in the suppression of T helper 1-mediated colitis by
CD45RBlowCD4+ T cells. J Exp Med. 1996;183:2669–2674.

to prevent disease. When CD45RBlow cells were fraction-
ated into CD25+ and CD25− fractions, control of intestinal
inflammation was mediated primarily by the CD25+ frac-
tion (27). CD45RBlow CD25− cells did exert some suppres-
sive function when transferred at high cell concentrations.

Treatment of recipients of RBhigh cells with IL-10 inhib-
ited the development of colitis (Table 30.7). This treatment
inhibited the accumulation of Th1 cells in the intestine, but
did not induce Treg, because colitis developed when IL-10
administration ceased. Treg isolated from IL-10−/− mice
are able to inhibit colitis induced by CD4+CD45RBhigh

cells, indicating that IL-10 secretion by Treg themselves
is not required. However, control of colitis induced with
CD25−CD45RBlow cells was found to be highly dependent
on IL-10 (173). The ability of Treg to inhibit colitis did
not involve IL-4, but was dependent on TGF-β, because
administration of anti-TGF-β abrogated the protective ef-
fect of these cells (174). It should be emphasized that
Treg-mediated suppression of AIG involves a cell contact–
dependent mechanism of suppression, and IL-10 and
TGF-β are not involved, whereas Treg-mediated suppres-
sion of IBD is abrogated by anti-IL-10 and/or anti-TGF-β.
One reason for this difference is that the pathogenesis of
AIG and IBD are quite distinct. Bacteria play a required
role in IBD, whereas AIG can be induced by d3Tx of germ-
free mice. It remains possible that suppression of IBD in-
volves both the cell contact–dependent and the cytokine-
mediated pathways of suppression. IL-10 and TGF-β are
required to first dampen the inflammatory response in-
duced by intestinal bacteria. Once this response is reduced,
cell contact–mediated suppression can become operative.

Mice with colitis have an accumulation of activated
CD4+ T cells in the mesenteric LN and colon. This T-cell
infiltrate is accompanied by an accumulation of DC that
in the mesenteric LN, but not the colon, express CD134L
(OX-40L). Binding of CD134L to CD134 on T cells provides
a costimulatory signal for T-cell activation. Administration
of anti-CD134L prevented the development of colitis (175).
Blockade of CD134/CD134L interactions does not inhibit
signals involved in the early activation of pathogenic T
cells, but may inhibit amplification of the response. DC
may pick up intestinal antigens in the colon and transport
them to the mesenteric lymph node, where they activate T-
effector cells. In the absence of Treg, CD134+ DC may mag-
nify this response leading to colitis. Treg may inhibit the
migration of DC to the lymph node or inhibit macrophage
activation in the colon.

One advantage of the IBD model is that CD4+CD25+

CD45RBlow, but not CD4+CD25−CD45RBlow, T cells can
cure ongoing colitis 4 weeks after transfer of CD4+

CD45RBhigh T cells (176). Treg proliferate and accumu-
late in the mesenteric LN and also in the colonic lamina
propria. At both sites, the progeny of the Treg are in direct
contact with CD11c+ DC as well as effector T cells. These
findings suggest that regulation of an active immune re-
sponse by Treg occurs in the draining LN as well as at
the site of inflammation. During the cure of intestinal in-
flammation, the majority of the Foxp3+ T cells are IL-10–
secreting cells. Whereas Foxp3+ cells are present in sim-
ilar frequencies in both the secondary lymphoid organs
and lamina propria of colitic animals, the IL-10–producing
cells are selectively enriched in the colonic lamina propria.
The gut environment may condition the Treg to differen-
tiate into IL-10–producing Treg in the colon. Alternatively,
the accumulation of Treg in the colon may be attributed
to the preferential expansion of a minor subset of IL-10
producers contained in the transferred population. Treg
from IL-10−/− mice, although less potent than wild-type
Treg, are able to cure colitis. It is also likely that other cell
types, possibly under the instruction of Treg, can make a
significant amount of IL-10 and contribute to the cure of
disease. Cure of colitis was not dependent on a reduction
the proportion of IFN-γ –secreting cells among the effec-
tor cells, but the total number of CD4+ T cells was greatly
reduced.

Autoimmune Thyroiditis

In studies using the adult Tx-irradiation model for the in-
duction of autoimmune thyroiditis, Seddon and Mason
(176) demonstrated that disease could be prevented by
the injection of CD4+CD45RClow peripheral T cells or by
CD4+CD8− thymocytes. In fact, the thymocytes were 10
times more potent that the Treg derived from the periph-
ery. Suppression of thyroiditis mediated by both cell pop-
ulations could be reversed by treatment of the recipients
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with either anti-IL-4 or anti-TGF-β. These studies strongly
suggest that the mature CD4+CD8− thymocyte population
contains a high frequency of Treg or Treg precursors with
the potential to differentiate in the periphery into Treg that
prevent organ-specific autoimmunity. Detailed studies of
Foxp3 expression by CD25+ and CD25− T cells in this rat
model have not as yet been performed.

Insulin-Dependent Diabetes Mellitus (IDDM)

The nonobese diabetic mouse (NOD) represents the best
experimental model for autoimmune diabetes. It is widely
accepted that CD4+ Treg play a critical role in the regu-
lation of disease in this animal model (177). The islets of
Langerhans become rapidly infiltrated with immune cells
several weeks before the onset of diabetes. Diabetes pro-
gression may relate to a subsequent failure in the main-
tenance of Treg function. Because diabetes could only be
transferred from sick mice to normal syngeneic recipients
if the recipients were less than 5 weeks of age (female) or 3
weeks of age (male), it was assumed that Treg was deficient
in young mice. Cyclophosphamide treatment, which may
preferentially deplete Treg, accelerated the development
of disease in young NOD mice. CD4+ T cells from nondia-
betic NOD mice could prevent the transfer of diabetes from
overtly diabetic mice into sublethally irradiated NOD re-
cipients. The protective cell population was not present in
the spleen until 3 weeks of age and reached its highest ac-
tivity at 8 weeks of age; suppressor cells were present in the
thymus of neonates, which may explain why thymectomy
at weaning accelerated disease. Diabetes could also be effi-
ciently transferred to nonirradiated adult NOD recipients,
if they were Tx and depleted of CD4+ T cells. Depletion of
T cells alone was not sufficient for disease transfer, sug-
gesting that Tx was needed to limit emergence of newly
generated CD4+ Treg from the thymus. Islet infiltrating T
cells from young nondiabetic mice could transfer diabetes
to NOD/SCID mice, but cotransfer of CD4+CD45RBlow T
cells from spleen of the same mouse delayed the onset of
disease. Some studies demonstrated that the Treg could
also be distinguished from the effector T cells by differen-
tial expression of CD62L.

Chatenoud et al. (178) have examined whether CD4+

CD25+ Treg play a protective role in the NOD mouse.
Young NOD/SCID recipients were injected IV with mix-
tures of splenocytes from diabetic NOD mice, and Treg
and CD25− T cells from the spleens of prediabetic NOD
mice. Treg from young (6-week-old) prediabetic mice sig-
nificantly protected against diabetes in this model. Protec-
tion could be reversed by treatment of the recipient mice
with anti-TGF-β, but not anti-IL-4 or anti-IL-10. Interest-
ingly, anti-TGF-β did not reverse protection mediated by
Treg derived from the thymus. CD4+CD25− T cells from
young NOD mice could also exert some degree of pro-

tection in adoptive transfer studies. Analysis of Treg func-
tion in the NOD mouse is difficult because not all animals
will develop disease and it takes a long time for disease
to develop. Green et al. (74) have developed a model of
IDDM in which a regulatable TNF gene is expressed in the
pancreatic islets. When these mice were crossed to mice
expressing CD80 in their islets and TNF was expressed
for 25 days from birth, diabetes was delayed. In contrast,
if TNF expression was allowed to continue for 28 days,
the regulatory mechanisms were overcome and the ani-
mals rapidly developed diabetes. The autoreactive effector
cells in this model are exclusively CD8+ T cells. Treg could
be isolated from the islets and draining pancreatic node,
but not from other nodes or spleen, and they could sup-
press the development of disease in animals in which TNF
was expressed for 28 days. These regulatory cells were ex-
tremely potent, and protection could be transferred with
as few as 2 × 103 Treg. This site-specific accumulation of
regulatory cells may be the result of localized production
of chemokines that specifically recruit Treg to the site of
inflammation. Alternatively, the Treg in the draining node
may be antigen-specific and generated in situ by stimula-
tion by islet-derived antigens.

Antigen-specific Treg from the TCR transgenic BDC2.5
mice that recognize an islet-derived antigen have been ex-
panded with co-immobilized anti-CD3/anti-CD28 in the
presence of IL-2 (179). These expanded Treg prevented
the development of diabetes in NOD mice, survived long-
term in vivo, but required antigen exposure for functional
activity. Islet autoantigen-specific BDC2.5 Treg were sig-
nificantly more effective than polyclonal Treg in regulat-
ing autoimmune responses in vivo. Importantly, expanded
BDC2.5 Treg were able to reverse diabetes when trans-
ferred into NOD mice that had been diabetic for 2 weeks in
conjunction with 500 syngeneic NOD islets. The expanded
Treg were also capable of inhibiting diabetes in newly di-
agnosed NOD mice.

These results raise the possibility that Treg might be
isolated from patients during remission or soon after dis-
ease onset, expanded, and used to treat patients at the
time of maximal disease activity to moderate the inflam-
matory response. Indeed, Masteller et al. (180) were able
to expand Treg with the BDC2.5 specificity by stimulat-
ing NOD Treg with beads coated with a mimitope peptide
complexed to MHC class II (I-Ag7) that is recognized by
the BDC2.5 TCR. The expanded Treg were more efficient
than polyclonal Treg in suppressing autoimmune diabetes.
Thus, small numbers of autoantigen-specific Treg may be
clinically efficacious because they can suppress polyclonal
pathogenic T-cell responses either by bystander cytokine
production or by recruitment of endogenous Treg, while
avoiding pan-immune suppression that might be induced
by polyclonal Treg. As many organ-specific antigens have
been identified, it may be possible to use human MHC
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multimer reagents to expand organ-specific Treg from pe-
ripheral blood for effective treatment of human autoim-
mune disease.

Several studies have explored the site of action and
mechanisms of action of Treg in autoimmune diabetes
models (181). Treg had little or no effect on the activa-
tion of effector cells but suppressed IFN-γ production by
the effectors in the pancreatic LN and seemed to slow the
migration of effector cells into the islets, perhaps through
a reduction in CXCR3 in the pancreatic LN. One prob-
lem with studies of Treg-mediated protection from autoim-
mune disease is that they frequently involve transfer into
lymphopenic hosts, where interpretation of the results may
be difficult secondary to stimulation of the effector popu-
lation that is seen in response to lymphopenia. Foxp3−/−

NOD mice have been used to analyze where and how Treg
cells exert their control on diabetes under experimental
conditions not influenced by homeostatic expansion of ef-
fector populations (182). Treg did not delay or hinder the
activation and expansion of anti-islet T cells in the pancre-
atic LN nor the timing of their infiltration into the islets,
but primarily prevented locally damaging consequences of
autoimmune infiltration in the islets. It appears the Treg
primarily impinge on autoimmune diabetes by suppress-
ing destructive T cells inside the islets, more than during
the initial activation in the draining LN. Further studies
are clearly needed to resolve these conflicting findings, as
a detailed understanding of the site and mechanism of sup-
pression of experimental autoimmune disease will facili-
tate translation of the therapeutic use of Treg for treatment
of autoimmune disease in humans.

Experimental Autoimmune
Encephalomyelitis (EAE)

EAE is the major animal model for the study of multiple
sclerosis, and Treg have been shown to play a role in this
model. When the Treg population of naı̈ve C57 BL/6 mice
was supplemented with CD4+CD25+ Treg from a normal
donor before the active induction of EAE by immunization
with an encephalitogenic peptide from myelin oligoden-
drocyte glycoprotein (MOG), the Treg conferred significant
protection. Protection was associated with the presence of
Th2 cytokines and a marked decreased CD4+ T-cell and
APC infiltrates in the central nervous system (CNS) (183).
These studies suggested that Treg might inhibit the hom-
ing of pathogenic T cells to the CNS. McGeachy et al. (184)
demonstrated that that the accumulation of CD25+Foxp3+

cells in the CNS correlated with the recovery phase of
EAE. As few as 104 CNS-derived CD25+ cells significantly
reduced disease severity in recipients, whereas the same
number of naı̈ve CD25+ T cells had no effect. Although the
mechanism of action of the Treg in protection from EAE
was not completely elucidated, CD25+ T cells were the ma-

jor source of IL-10 in the CNS and IL-10 production was
crucial for full recovery from EAE.

Antigenic Specificity of Treg
in Autoimmunity

Very little progress has been made in the identification
of the target antigen recognized by polyclonal Treg. They
could recognize ubiquitously expressed self-peptides or a
target antigen derived from the organ that is under au-
toimmune attack. A number of studies have shown that
when the developing immune system is prevented from
gaining access to a tissue-specific antigen, tissue specific
tolerance fails to develop. For example, when fetal rat thy-
roid glands were destroyed by exposure to radioactive io-
dine and syngeneic thyroid tissue was then implanted into
the athyroid rats as adults, autoimmune thyroiditis devel-
oped in the grafted tissue (185). The development of thy-
roiditis in such rats could be prevented by parabiosis to
normal syngeneic partners. Parabiosis was protective only
if it was instituted at the time of thyroid grafting, but not
1 to 2 weeks after graft implantation. This approach was
extended by Seddon and Mason (186) to demonstrate that
peripheral CD45RClow T cells from rats rendered athyroid
were unable to prevent thyroid-specific autoimmunity in-
duced by the adult-Tx irradiation protocol. The loss of Treg
was specific for the extirpated organ, as T cells from the
athyroid rats could prevent the development of diabetes.
CD4+CD8− thymocytes from the same athyroid donors
were effective at preventing thyroiditis. It appears that reg-
ulatory T cells were normally generated in the thymus in
the absence of the target organ, but the target organ was
needed for their survival and/or expansion in the periphery.

Spleen cells from normal adult male mice were much
more effective suppressors of autoimmune orchitis in-
duced post-d3Tx than were spleen cells from female mice
or male mice that had undergone a neonatal orchiectomy
(187). In contrast, spleen cells from male and female mice
exerted equivalent potency in protecting against gastritis.
Taguchi et al. (188) have shown that the suppressor-cell
population that was capable of inhibiting the induction of
prostatitis was organ-specific, because cells from males,
but not females, or males orchiectomized at birth, inhib-
ited disease post-d3Tx. Other studies in autoimmune pros-
tatitis suggested that the differences were relative rather
than absolute, because protection could be achieved with
4 × 106 cells from normal males, but only with 4 × 107

spleen cells from females. Moreover, normal male, normal
female, and spleen cells from females that were oophorec-
tomized at birth were found to suppress d3Tx-induced
oophoritis with comparable efficiency (189).

Important insights into determining the antigenic
specificity of regulatory T cells have also been derived from
studies of the requirements for induction of organ-specific
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autoreactive effector cells (190). When susceptible strains
of mice are immunized with the ovary-specific antigen,
pZP3, 100-fold more pZP3 in CFA was required to elicit
the same pathogenic response in female mice compared
to male mice that had been grafted with an ovary. This dif-
ferential responsiveness to stimulation by the autoantigen
indicates that female mice have a certain level of tolerance
to pZP3 that is dependent on the presence of physiologi-
cally expressed ZP3 antigen. Neonatal oophorectomy con-
verts the female response to that of a male. Oophorectomy
between the ages of 1 and 6 weeks also leads to conver-
sion of the female to a male responsiveness profile when
the ovaries are removed for more than 7 days, but not
3 days, before challenge with pZP3 in CFA. It remains to
be determined whether tolerance in the female is mediated
by Treg and whether continued expression of the endoge-
nous antigen is required for the maintenance/survival of
the Treg in the periphery. More recent studies (191) have
demonstrated that Treg from lymph nodes draining the tar-
get organ were 15 to 50 times more efficient than Treg from
the nondraining lymph node in suppressing oophoritis,
prostatitis, and dacryoadenitis that developed post-d3Tx.
It was concluded from these studies that the accumula-
tion of Treg is not random and that organ-specific Treg are
increased in frequency where they are needed to protect
against autoimmunity that might develop in their target
organ in response to infection or inflammation.

Treg and Th2-Mediated Diseases

Several early studies suggested that CD4+CD25+ Treg cells
bias the differentiation of CD4+ T cells toward Th2 cells
and might express a subset of Th2 genes, indicating that
Treg might promote Th2 development. However, more re-
cent studies have reported that the depletion of CD25+ Treg
cells in vivo led to an in increased development of Th2 cells.
It has also been shown that Treg suppress the differentia-
tion and function of Th1 and Th2 cells in vitro and in vivo
(192,193). Other studies (194) have shown that freshly iso-
lated Treg inhibited the IL-4–induced development of Th2
cells, but had no influence on established Th2 cells. In con-
trast, preactivated Treg inhibited cytokine production and
proliferation of established Th2 cells.

CD4+Foxp3+ Treg modulate the development of exper-
imentally induced asthma in mice genetically predisposed
or comparatively resistant to the development of AHR. In
vivo depletion of Treg in resistant animals before initial
antigen contact increased airway hypersensitivity reaction
(AHR), airway eosinophilia, and IgE synthesis, and was as-
sociated with Th2 cytokine production, whereas Treg cell
depletion had no effect on allergen-driven AHR in sus-
ceptible mice (195). Enhancement of allergic phenotype
in resistant mice was associated with stimulation of DC
function, suggesting that the Treg do not act on effector
T cells, but act indirectly via the DC. Similarly, Th2 po-

larized CD4+ T cells depleted of CD25+ cells induce in-
creased airway eosinophilia after adoptive transfer (196).
Allergen-specific CD4+CD25+ T cells from TCR transgenic
mice inhibited the classical pathology associated with al-
lergic asthma, including AHR, lung eosinophilia, and Th2
cytokine production in immunocompetent mice. Their ef-
fects were dependent on IL-10, but Treg cells exerted their
suppressive effects in vivo independently of their capac-
ity to produce IL-10, by inducing IL-10 production from
recipient CD4+ T cells (197).

Mice with an established helminth infection are less
prone to allergic airway inflammation as measured by
inflammatory infiltrate in bronchial lavage fluid or peri-
bronchial and perivascular inflammation. Helminth in-
fection with Helicobacter polygyrus protects from allergic
airway responses by acting downstream from allergen
sensitization, and protection can be transferred from in-
fected mice to uninfected presensitized animals by CD25+

T cells. Th2 effector cytokines (IL-5 and IL-13) were di-
minished, but allergen-specific IgE responses were not
changed. Thus, chronic parasite infection may maintain a
high level of activation in Treg, so that they primarily target
the effector mechanisms resulting in decreased inflamma-
tion in a previously sensitized allergy-prone host (198).

Lymphocyte Homeostasis
and Autoimmunity

Lymphocyte numbers in a normal adult animal remain
stable throughout life. A homeostatic equilibrium exists
among the numbers of newly produced cells, self-renewal
of peripheral T cells, and the numbers of dying cells. The
mechanism that controls the number of peripheral lym-
phocytes is unknown. The regulation of the numbers of
naı̈ve and memory CD4+ and CD8+ T cells is indepen-
dently controlled. Most studies of the effects of Treg in
vivo in the suppression of autoimmune disease involve the
transfer of the effector populations to a T-cell–deficient
mouse. T lymphocytes undergo a rapid, vigorous prolif-
erative response when transferred to an immunodeficient
recipient. We assume that some of the inhibitory effects
of Treg in autoimmunity are related to their ability to be
specifically activated by autoantigens. An alternative pos-
sibility is that a major component of Treg function is to
nonspecifically inhibit lymphopenia-induced proliferation
(199) and thereby prevent the development of autoimmune
disease. CD4+Foxp3+ T cells might be potent inhibitors of
lymphopenia-induced proliferation, but any T-cell popula-
tion with an activated effector/memory phenotype might
also be capable of mediating inhibition (200).

Surprisingly, both CD4+CD25− (including RBhigh cells)
T cells and CD4+CD25+ T cells were capable of proliferat-
ing in a lymphopenic host, with proliferation beginning on
day 3 or 4 posttransfer, and reaching as many as eight divi-
sions by days 21 to 28 after transfer. CD4+CD25+ T cells did
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not inhibit this early phase of “homeostatic proliferation”
of CD4+CD25− T cells (201). Although CD4+CD25+ T cells
have been shown to inhibit the accumulation of CD25− T
cells 2 to 6 months after transfer to a RAG−/− recipient
by an IL-10–dependent mechanism, this result must be in-
terpreted with caution (202). The fact that CD25− T cells
almost always induce some form of organ-specific autoim-
mune disease demonstrates that CD25− T cells have un-
dergone some form of autoantigen-specific proliferation in
addition to the lymphopenia-induced proliferation. As de-
scribed previously, CD4+Foxp3+ T cells are highly efficient
inhibitors of the induction of these autoimmune diseases.
It should be noted that transfer of CD25+Foxp3+ T cells to
immunodeficient mice results in loss of expression of CD25
by a majority of the transferred cells (79). The significance
of this finding is unknown, as the recovered CD25− T cells
retain the ability to suppress T-cell activation in vitro.

Although the role of Treg cells in controlling lympho-
penia-induced proliferation remains unresolved, one ma-
jor factor that has only recently been considered is the
avidity of the TCR for self-ligands. When monoclonal or
polyclonal T cells with low avidity for self, as determined
by expression of low levels of CD5, were transferred to lym-
phopenic recipients, their proliferation was substantially
inhibited by CD4+CD25+ Treg. In contrast, T cells with
high avidity for self-antigens that expressed high levels of
CD5 entered the cell cycle in the presence of Treg, but failed
to differentiate from naı̈ve to memory phenotype (203).

CONTROL OF ALLOGRAFT REJECTION
AND GRAFT-VERSUS-HOST DISEASE
(GVHD) BY Treg

A considerable body of data exists that regulatory/sup-
pressor T cells exist in patients and animals with long-
term surviving allografts (204). Analysis of the properties
of these cells in vitro has been hampered because bulk pop-
ulations of T cells from tolerant recipients proliferate nor-
mally when cultured in vitro with donor alloantigens and

frequently secrete a proinflammatory Th1 pattern of cy-
tokines. It appears that the Treg are masked by the pres-
ence of naı̈ve T cells responding to alloantigens. In animal
models, a number of protocols have been used to induce
tolerance to allografts (Figure 30.13). Tolerance to cardiac
allografts in mice can be induced by pretreatment with a
donor-specific blood transfusion combined with depleting
or nondepleting anti-CD4 antibody. It is likely that the pro-
tective effects of this protocol were mediated by the induc-
tion of CD4+ Treg, because complete depletion of CD4+

T cells fails to induce tolerance. Pretreated mice accepted
cardiac grafts, and cells from these mice could transfer tol-
erance to naı̈ve recipients. CD4+ T cells were responsible
for both the induction and maintenance of tolerance.

In studies of allograft rejection across a full H-2 dif-
ference, the differential expression of CD45RB has facil-
itated separation of nontolerant naı̈ve T cells from the
induced regulatory T cells (204). RBhigh cells from toler-
ant mice responded normally to challenge with alloanti-
gen in vitro and were able to reject allogeneic skin grafts
when transferred alone to T-cell–deficient mice. In con-
trast, CD45RBlow cells failed to mount a proliferative re-
sponse, to secrete cytokines in response to alloantigen in
vitro, and to induce allograft rejection in vivo. The ad-
dition of CD45RBlow cells to an MLR with CD45RBhigh

cells as responders resulted in inhibition of proliferation.
CD45RBlow T cells from long-term-tolerant mice were able
to suppress responses to alloantigen in vitro only when the
donor alloantigens were presented by the indirect path-
way of allorecognition by the APC present in the culture.
One explanation for this result is that it is potentially ad-
vantageous for the Treg to respond to alloantigens via
the indirect pathway because Treg may require constant
stimulation to maintain their function. Passenger leuko-
cytes rapidly migrate out of the graft, and the graft tissues
lack costimulatory molecules. Donor-derived allopeptides
must be presented by recipient APC for stimulation of the
Treg in vivo and for the detection of functional activity of
these cells in vitro. All of the suppressive activity of the
CD45RBlow cells was mediated by the CD4+CD25+ T-cell
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subset contained in that pool. The suppressive capacity of
the regulatory T cells in this model in vitro and in vivo was
reversed by anti-IL-10R, but not by anti-IL-4.

Treg can also be isolated from mice pretreated with
donor alloantigen in combination with depleting anti-CD4,
but not transplanted with an allograft (205). These cells
are fully competent in prolongation of cardiac graft sur-
vival when transferred to naı̈ve recipients. Treg can be iso-
lated 28 days after pretreatment, and regulation is antigen-
specific. Both treatments are required, and CD25+ T cells
from naı̈ve donors do not prolong graft rejection. It is pos-
sible that the precursor frequency of alloantigen-specific
regulatory CD25+ T cells from naı̈ve animals is too low to
observe suppression at the cell doses used, and that the pre-
treatment regimen serves to increase their frequency. No
major increase in the percentage of CD25+ cells is observed
in the pretreated animals, and it remains to be proven that
the CD25+ T cells isolated from the pretreated animals are
derived from the Treg pool and not generated from CD25−

T cells. In either case, it is likely that the pretreatment pro-
tocol maximizes the conditions for activation of Treg.

In studies examining induction of tolerance to minor
histocompatibility antigens on allografts following pro-
tocols similar to those used above, both CD4+CD25+

and CD4+CD25− T cells from tolerant mice could medi-
ate suppression, but suppression required 10 times more
CD4+CD25− T cells (206). Both populations may have a
significant role in maintaining transplantation tolerance,
as the number of CD25− T cells is 10 times higher than
the number of CD25+ T cells in the tolerant mouse. It is
possible that some of the CD25+ T cells have lost expres-
sion of CD25 during the tolerance-induction protocol, that
effector cell death in the CD25− T-cell pool unmasked the
presence of Treg, or that some of the CD25− T cells express
Foxp3. In contrast to the results with a major MHC differ-
ence, CD4+CD25+ T cells from naı̈ve mice could also pre-
vent naı̈ve T cells from rejecting skin grafts, although five
times more cells were required than from tolerant donors.
The enhanced potency of CD25+ T cells from tolerant mice
may be secondary to expansion of an alloantigen-specific
population. The capacity of T cells from tolerant donors
or CD25+ T cells from normal mice to mediate their sup-
pressive function could not be neutralized by anti-CTLA-4,
anti-IL-10, or anti-IL-4 (205).

A short treatment of mice with saturating amounts of
nondepleting anti-CD4 can induce tolerance to foreign
protein antigens and enables long-term survival of mi-
nor antigen–mismatched skin or MHC-mismatched car-
diac grafts. The addition of anti-CD40L can extend this
effect to full donor-specific tolerance, such that second
donor grafts are accepted at any later time, while third-
party grafts are rapidly rejected. The maintenance of tol-
erance is dependent on CD4+ Treg that can suppress both
CD4+ and CD8+ naı̈ve T cells after transfer into secondary
recipients. Treg cells are found not only in recipient lym-

phoid tissue after transplantation, but also at the graft site.
The localization of Treg cells at more than one site in vivo
is important if Treg are to control aggressive immune reac-
tivity to the graft effectively. In lymphoid tissues, Treg cells
might be effective at blocking the initiation of an aggressive
response against the graft, whereas at the graft site, they
can inhibit the effector activity of aggressive cells that have
escaped regulation and migrated to the graft.

Regulation observed in therapeutic tolerance probably
is maintained both by pre-existing Treg together with in-
duced Treg. In the continued presence of donor antigen,
CD4+ Treg are able to convert naı̈ve, potentially aggressive
CD4+ T cells into Treg, a process termed infectious tol-
erance. Little is known about the molecular mechanisms
involved in the conversion, whether they act systemically
or within the graft, and how they relate to Foxp3+ Treg. In
one model, antigen stimulation in the presence of a nonde-
pleting anti-CD4 has been shown to convert CD4+Foxp3−

T cells into Foxp3+ Treg in a TGF-β–dependent manner
in vivo, and this correlates with life-long acceptance of the
graft (207). Treg cells that recognize donor MHC molecules
through the indirect pathway of allorecognition have been
shown to be responsible for the phenomenon of linked un-
responsiveness (208). Linked suppression in vivo seems to
correlate with the in vitro finding that once Treg are ac-
tivated, they can suppress the activation of other T cells
responding to antigen presented by the same APC in an
antigen-nonspecific manner.

The inability of T-cell populations containing large
numbers of CD25+ T cells to mediate GVHD strongly
raised the possibility that CD25+ T cells might actually be
capable of inhibiting CD25− effectors in cotransfer stud-
ies. Freshly isolated CD25+ T cells only modestly inhibited
GVHD when mixed with CD25− T cells in equal numbers,
while alloantigen-stimulated, cultured CD25+ T cells pro-
foundly inhibited the capacity of CD25− T cells to inhibit
rapidly lethal GVHD (209). In murine models, transplanta-
tion of bone marrow into a lethally irradiated host does not
cause GVHD, and cotransfer of naı̈ve donor T cells (CD4+,
CD8+, or both) is required to induce GVHD. The onset and
course of GVHD depends on the degree of major and minor
MHC disparity and the T-cell dose. Depletion of Treg from
the donor graft accelerated the course of GVHD and in-
creased lethality. These findings provided evidence for the
role of Treg in suppressing GVHD. Transfer of Treg with
naı̈ve T cells from the donor protected lethally irradiated
recipients from GVHD morbidity and decreased GVHD-
related mortality (210) across minor and major MHC class
I and/or class II barriers in various mouse strain combina-
tions. The mechanisms by which Treg suppress GVHD is
not well understood. The effect of Treg on GVHD is likely
to be early and to affect the maturation and expansion of
effector cells. CD62Lhigh Tregs are more potent suppressors
of GVHD, presumably because of their ability to migrate
to secondary lymph nodes, where they are primed and
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activated (211). Because host APC are necessary to trigger
acute GVHD, it is possible that the activated Treg function
by downregulating costimulatory molecules and thereby
prevent the activation of effector T cells. Hoffman et al.
showed decreased protection from GVHD with Treg de-
rived from IL-10−/− animals (212).

The most analogous model to the murine models of
GVHD induction is the administration of donor lympho-
cyte infusions to humans with relapsed leukemia after al-
logeneic hematopoietic cell transplantation (HCT) so as
to obtain a graft-versus-tumor effect. The development of
GVHD after donor lymphocyte infusion is associated with
tumor clearance. However, Treg controlling GVHD may
also cause suppression of tumor immunity. Edinger and
coworkers (213) found that adoptive transfer of donor Treg
effectively decreased the incidence and severity of GVHD
without abrogating the graft-versus-tumor response. In
this model, cotransfer of Treg markedly decreased the pro-
liferation of alloreactive effector cells in secondary lym-
phoid organs by >90% at day 7, but did not inhibit the
activation of the effectors as judged by activation-marker
expression and cytokine production. One possibility is that
the decrease in the proliferation and expansion of the al-
loreactive T-effector cells was sufficient to control acute
GVHD, but this decrease was not complete, and the re-
maining donor T-effector cells were sufficient to mount an
effective graft-versus-tumor effect.

Treg also play a facilitating role in bone marrow engraft-
ment. Joffre et al. (214) found that Treg provided allospe-
cific protection of transplanted bone marrow from host
rejection. Enhanced engraftment with Treg also increased
long-term donor chimerism in animals that received Treg
compared to those that received bone marrow transplants
only. Recipients of Treg demonstrated tolerance to host
and donor antigens, but mounted responses to third-party
antigens (215). Encouraging preclinical data have set the
stage for the potential therapeutic application of Treg in
patients. Patients undergoing haploidentical transplanta-
tion are at high risk for severe GVHD and therefore are the
ideal candidates for adoptive transfer of donor Treg.

REGULATORY T CELLS AND
TUMOR IMMUNITY

Studies by R. North and associates in the early 1980s (216)
demonstrated the role of suppressor T cells in the preven-
tion of tumor immunity. In their studies, primed antitu-
mor T cells were incapable of causing regression of a tu-
mor when passively transferred into a normal host. If the
tumor recipient was rendered T-cell–deficient by Tx and
lethal irradiation, followed by bone marrow reconstitu-
tion combined with sublethal irradiation, or treated with
cyclophosphamide, the transferred cells could induce tu-
mor regression. Cotransfer of T cells from tumor-bearing

recipients prevented T-cell–mediated tumor regression. T
cells taken on day 6 after tumor implantation were capa-
ble of transferring protection to T-cell–depleted recipients.
By day 9 of tumor growth, the antitumor T cells were lost,
and transfer of cells from the tumor-bearing animals sup-
pressed antitumor immune effectors. Immediately after
tumor implantation, mice developed concomitant immu-
nity and would reject a challenge implant of cells of the
same tumor given at another site. Later in the course of
tumor development, concomitant immunity decayed.

The suppressor T cells in the experiments of North and
coworkers were shown to be CD4+CD8−, but were not
characterized further (217). Their susceptibility to sub-
lethal irradiation and cyclophosphamide is similar to that
of CD4+CD25+ T cells. As most tumor antigens are nor-
mal self-antigens, it is likely that those mechanisms that
maintain immunologic tolerance to self-antigens may im-
pede the generation of effective tumor immunity against
autologous tumor cells. In many cases, successful im-
munotherapy of cancer often leads to the appearance of au-
toimmunity because of cross-reactions between antigens
expressed on tumors and normal tissue antigens. Onizuki
et al. (218) were the first to suggest that CD4+CD25+ T
cells played an important role in inhibiting tumor immu-
nity. They first depleted CD4+CD25+ T cells by injecting a
depleting anti-CD25 mAb and noted that this led to regres-
sion of a number of tumors that grew progressively in non-
depleted mice. The depletion had to be performed not later
than day 2 after injection of the tumor. Coadministration of
anti-CD8 inhibited the tumor regression induced by anti-
CD25 depletion, suggesting that CD8 T cells were responsi-
ble for tumor regression. Similar conclusions were drawn
by Shimizu et al. (111), who transferred CD25-depleted or
CD25-containing spleen cells to nu/nu recipients and then
challenged them with normally nonimmunogenic tumors.
In the recipients of CD25-depleted cells, tumors grew, but
regressed; in contrast, all recipients of spleen cells con-
taining CD25+ T cells died from rapidly growing tumors.
Long-lasting tumor immunity to rechallenge could also
be demonstrated in the recipients of the CD25-depleted
spleen cells.

Taken together, the studies on depletion of CD4+CD25+

T cells and the transfer of CD4+CD25− T cells suggest
strongly that the effectiveness of a tumor vaccine would
be greatly enhanced by removal of CD4+CD25+ T-cell sup-
pressor activity. Indeed, Sutmuller et al. (219) were able to
demonstrate that antibody-mediated depletion of CD25+ T
cells followed by vaccination with a GM-CSF–transfected
melanoma cell line resulted in enhanced tumor rejection.
Tumor rejection was accompanied by skin depigmenta-
tion, suggesting that autoreactive immune responses are
involved in this process. Depletion of CD25+ T cells fol-
lowed by anti-CTLA-4 treatment and vaccination resulted
in the most potent antitumor response (Table 30.8). Thus,
CD25 depletion and anti-CTLA-4 treatment increase the
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◗ TABLE 30.8 Depletion of CD4+CD25+ T Cells
Augments the Immune Response
to a Tumor Vaccine

Percent
Surviving

Treatment at d 90

None 0
Anti-CD25 (d −4) 20
GM-CSF vaccine (d 0, 3, 6) + Anti-CD25 (d −4) 50
GM-CSF vaccine (d 0, 3, 6) + Anti-CTLA-4 (d 0, 3, 6) 50
GM-CSF vaccine (d 0, 3, 6) + Anti-CD25 (d −4)

+ Anti-CTLA-4 (d 0, 3, 6)
100

Adapted from Sutmuller RPM, van Duivenvoorde LM, van Elsas A, et al.
Synergism of cytotoxic T lymphocyte-associated antigen 4 blockade and
depletion of CD25+ regulatory T cells in antitumor therapy reveals
alternative pathways for suppression of autoreactive cytotoxic T
lymphocyte responses. J Exp Med. 2001;194:823–832.

immunogenicity of a tumor vaccine by distinct mecha-
nisms that involve nonredundant pathways. CTLA-4 block-
ade enhances the induction of antitumor effector cells
by removing the normal inhibitory signals generated by
CD80/CD86 interactions with CTLA-4.

Experiments with adoptively, transferred mouse Treg
cells provided a direct link between Treg cells and reduced
tumor immunity. Tumor-specific CD8+ T cells were trans-
ferred with either Treg cells or conventional T cells into
mice bearing B16 melanoma. In mice that received Treg
cells, but not in mice that received CD25− T cells, CD8+

T-cell–mediated immunity was abolished. Treg cells may
mediate their suppressive effect by inhibiting T-cell prim-
ing in lymphoid organs or by reducing the effector func-
tion of tumor antigen-specific cells. Antony et al. (220)
have shown that transfer of Treg cells reduced the thera-
peutic efficiency of adoptively transferred tumor antigen-
specific effector T cells in a mouse melanoma model.
Depletion of intratumoral Treg cells induced potent T-cell
tumor immunity and resulted in regression of large estab-
lished tumors. Administration of anti-GITR antibody pro-
tected mice from B16 tumor challenge and induced tumor
regression in mice bearing carcinogen-induced sarcomas
and colon carcinomas (221). The anti-GITR likely costim-
ulates T-effector functions to make the effector cells resis-
tant to Treg-mediated suppression.

Although the preceding studies in well-characterized
animals models demonstrate the role of CD4+CD25+ T
cells in inhibiting tumor rejection, it is often difficult to
extrapolate from tumor immunity studies in rodents to hu-
mans. Woo et al. (222) have shown that CD4+CD25+ T cells
exist in high proportions (∼33%) in the tumor-infiltrating
lymphocytes of patients with non-small-cell lung cancer. It
is not known if these tumor-infiltrating CD4+CD25+ T cells
arise from the naturally occurring CD4+CD25+ population
or are generated from CD4+CD25− T cells. Nevertheless,

these findings suggest that one component of the immune
response to tumors in humans is the generation of tumor-
specific suppressor T cells. A high frequency of Treg cells
has been noted in many other human cancers. Treg cell
have been extensively studied in human ovarian cancer
(223). Treg cells within the ovarian tumor microenviron-
ment expressed Foxp3, inhibited tumor antigen-specific
CD8+ T-cell cytotoxicity, and contributed to tumor growth
in vivo in a human–SCID mouse chimeric model. An ac-
cumulation of Treg cells in the tumor predicted a striking
reduction in survival.

A number of mechanisms have been proposed for
Treg-mediated suppression of tumor immunity. Because
Treg express CTLA-4, one possible model is that engage-
ment of CD80/CD86 on tumor APC may induce production
of the immunosuppressive molecule, IDO. IDO-expressing
APC are found in human tumors and within drain-
ing lymph nodes. Alternatively, ovarian tumor-associated
macrophages, but not normal macrophages, express B7-
H4, a negative regulator of T-cell responses. B7-H4+

macrophages isolated from tumors inhibited tumor anti-
gen-specific responses, and suppression could be reversed
by anti-B7-H4 (224). Treg, but not normal, T cells induced
B7-H4 on monocytes, macrophages, and myeloid DC and
rendered them immunosuppressive through B7-H4.

The spectrum of tumor-specific antigens recognized by
Treg has not yet been defined. In one case, cloned Treg
from a melanoma recognized LAGE-1, a cancer- and testis-
specific antigen, and suppressed LAGE-1-specific T-cell ac-
tivation (225). It is important to identify the ligands for
Treg cells to compare them to the ligands for tumor-specific
effector cells and to determine whether there are ligands
that are exclusively recognized by Treg cells and whether
Treg cells recognize mutated tumor antigens. A major con-
cern that remains to be addressed is whether vaccination
with certain tumor antigens might promote Treg cell clonal
expansion.

The concept of reversing immunosuppression in can-
cer has merit as a therapeutic approach. CTLA-4 block-
ade improves tumor immunity but also resulted in severe
manageable autoimmune responses in patients (226). The
mechanistic link between the effects of treatment with
anti-CTLA and Treg function remain to be determined. De-
pletion of Treg should be beneficial for cancer patients.
Denileukin diftitox (Ontak), a ligand-toxin fusion protein,
consists of full-length IL-2 fused to the enzymatically ac-
tive and translocating domains of diptheria toxin. It has
been hypothesized that this agent will lead to depletion
of Treg in vivo, but it also might deplete CD25+ effector
cells. In one trial, patients received a single does of On-
tak followed by vaccination with DC transfected with total
tumor RNA (227). Treg cells were eliminated in a dose-
dependent manner, and Ontak-treated vaccinated patients
had an improved tumor-specific effector T-cell response. In
other studies, Ontak had variable effects on Foxp3 mRNA
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expression in CD4+ T cells in patients with melanoma, and
no significant clinical efficacy was observed (228). Further
clinical trials are needed to link Treg depletion with im-
proved immunity and an objective clinical response. An
alternative strategy would be to selectively block Treg traf-
ficking into tumors.

Although the majority of studies indicate that Treg cells
suppress tumor immunity, other models raise the possi-
bility that Treg may have a beneficial effect in prevent-
ing tumorigenesis. A widely used model for human colo-
rectal carcinogenesis is the multiple intestinal neoplasia
mouse, which has a germline mutation in the Apc tumor
suppressor gene (229). Transfer of CD4+CD25+ Treg cells
reduced the multiplicity of epithelial adenomas in these
mice by an IL-10–dependent mechanism. Recipients of
Treg showed increased apoptosis and downregulation of
cyclo-oxygenase-2 within tumors, coinciding with tumor
regression. In this model, aspirin and cyclo-oxygenase in-
hibitors also decrease the risk for colon cancer by inhibit-
ing cyclo-oxygenase-2. Because Treg can suppress bacte-
rially triggered inflammatory responses in the bowel of
mice, the ability of Treg to traffic and suppress inflamma-
tion likely explains their therapeutic efficacy in this model.
As inflammatory mediators drive tumor development, Treg
and anti-inflammatory drugs exert their effect by modulat-
ing the levels of these molecules.

Treg CONTROL OF IMMUNITY TO
INFECTIOUS AGENTS

Most of the studies of Treg have focused on their role in
the suppression of the immune response to autoantigens,
tumor antigens, or alloantigens. One of the most impor-
tant roles of Treg may, in fact, involve modulation of the
immune response to infectious agents to prevent the lethal
consequences of an overwhelming inflammatory response
during the course of a productive immune response to
an invading microorganism. Treg and effector cells must
maintain equilibrium between no immunity at all and im-
munopathology. This critical role of Treg is well illustrated
by the immune response of mice to infection with Pneumo-
cystis carinii (PC). When SCID mice chronically infected
with PC are reconstituted with CD4+CD25− T cells, they
develop a severe inflammatory response in their lungs that
is ultimately fatal. Animals injected with CD25+ T cells
alone did not become moribund and only manifested tran-
sient weight loss. Cotransfer of CD25+ T cells prevented
the development of the PC-driven fatal pulmonary inflam-
mation induced by CD25− T cells, but also suppressed
the elimination of PC mediated by the CD25− T cells.
Protective CD25+ T cells are needed to inhibit the lethal
immunopathologic response mediated by the PC-specific
CD4+CD25− T cells, but they also inhibited complete clear-
ing of the organism (230). PC-associated immunopathol-

ogy is often seen in lymphopenic animals/humans, and this
may reflect a relative deficiency in regulatory T cells. Al-
though Treg may target CD4+ and CD8+ T cells respond-
ing to an infectious challenge, Treg have also been shown
to act on the innate immune system in the response to
Helicobacter hepaticus (231).

The role of CD4+CD25+ T cells in the immune response
to infection includes more than suppression of inflamma-
tion (232). CD4+CD25+ T cells also maintain persistence
of infection and promote chronicity. The persistence of
pathogens following clinical cure is a hallmark of certain
viral, bacterial, and parasitic infections. In clinical and ex-
perimental forms of leishmaniasis, small numbers of vi-
able organisms persist within lymphoid tissue and within
the site of former skin lesions following self-cure or suc-
cessful chemotherapy. Because low numbers of parasites
persisting in the dermis can be efficiently transmitted back
to their vector sandflies, the expansion and/or recruitment
of regulatory T cells to the site of L. major infection might
reflect a parasite adaptive strategy to maintain its trans-
mission cycle in nature. Despite the absence of sterilizing
immunity, these individuals maintain strong life-long im-
munity to reinfection, a status similar to the concomitant
immunity described in tumor models (233).

In healed C57 BL/6 mice, CD4+CD25+ regulatory T
cells accumulate in sites of L. major infection in the skin
(Figure 30.14) (234). These cells are derived exclusively
from CD25+ T cells and not from activated CD25− T cells.
They suppress the expansion of and killing mediated by
L. major–specific effector cells. Although IL-10 produced
by CD25+ T cells is essential to the establishment of per-
sistent infection, early in the infectious process CD25+
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FIGURE 30.14 CD4+CD25+ T cells comprise ∼50% of the
CD4+ T cells in chronic L. major infection. Adapted from Belkaid
Y, Piccirillo CA, Mendez S, et al. CD4+CD25+ immunoregulatory
T lymphocytes control Leishmania major persistence and the de-
velopment of concomitant immunity. Nature. 2002;420:502–507.
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T cells can promote parasite survival and growth in an
IL-10–independent manner. Later in the course of infec-
tion, IL-10 is absolutely required for development of the
chronic lesion, Because recipients of CD25+ T cells from
IL-10−/− mice ultimately healed and completely cleared
the parasite from the site. IL-10 produced by Treg con-
tributes directly to parasite persistence by either mod-
ulating APC function, inhibiting cytokine production by
Th1 cells, or rendering macrophages refractory to IFN-γ ,
which is needed for intracellular killing.

Although one consequence of this regulation is para-
site persistence and the potential for disease reactivation,
parasite persistence itself is a major benefit to the host
that is needed for life-long immunity to reinfection. When
rechallenge studies were performed in IL-10−/− mice or
in WT mice that were treated during the chronic stage of
their primary infection with anti-IL-10R, conditions that
result in complete clearance of parasites from the skin and
draining lymph node, reinfection at a site distant from
the initial infection resulted in parasite loads that were
comparable to those following primary infection in naı̈ve
mice. Healed mice treated with control antibody main-
tained strong immunity to reinfection, so the maintenance
of a residual source of infection, secondary to IL-10 pro-
duction by CD25+ T cells at the lesion site is required for
preservation of acquired immunity to L. major. One im-
portant question that must be addressed is whether the
regulatory function of Foxp3+ Treg cells is associated with
their capacity to recognize foreign antigens or is the result
of bystander activation through self-antigen recognition.
Treg cell lines isolated from chronic L. major are able to
respond to parasite-infected DC by proliferating and pro-
ducing IL-10 (235). The cells that have undergone prolifer-
ation express and maintain Foxp3 expression. It appears
that the parasite has specifically evolved to manipulate DC
in a manner that favors and sustains Treg proliferation.
Most important, the L. major–specific cell lines maintain
their suppressive functions in vivo, as transfer of the lines
to chronically infected mice results in massive disease re-
activation and dissemination.

Certain pathogen-derived molecules such as bacterial
DNA containing CpG motifs are powerful inducers of the
differentiation of Th1 effector cells, but other pathogen-
derived components might induce the differentiation of
Treg. Although Th1 effector cells are induced during the
course of infection with Bordetella pertussis and ultimately
play a critical role in the clearance of bacteria from the res-
piratory tract (236), antigen-specific Th1 responses in the
lung and local lymph nodes are severely suppressed dur-
ing the acute phase of infection. B. pertussis has evolved
a number of strategies to circumvent protective immune
responses. One bacterial component, filamentous hemag-
glutinin (FHA), is capable of inhibiting LPS-driven IL-12
production by macrophages and DC and stimulating IL-
10 production. FHA may contribute to the suppressed Th1

responses during acute infection with B. pertussis by the
induction of T cells with regulatory activity as a result of its
interactions with cells of the innate immune system. Re-
peated stimulation of T cells from the lungs of mice acutely
infected with B. pertussis resulted in the generation of Tr1
clones that were specific for FHA. Tr1 cells could only be
generated from the lungs of infected animals, and not from
spleen. These Tr1 cells secreted high levels of IL-10 and in-
hibited protective immune responses against B. pertussis
in vivo and in vitro. Suppression was substantially reversed
by anti-IL-10 in vivo. The capacity to induce Tr1 cells is
thereby exploited by a respiratory pathogen to evade pro-
tective immunity and suppress protective Th1 responses
at local sites of infection.

Analysis of cytokine production by T cells from patients
with chronic hepatitis C virus (HCV) infection identified
antigen-specific regulatory T cells that secreted IL-10 in
addition to IFN-γ circulating Th1 cells (237); no IL-4 pro-
ducing T cells were identified. IL-10–producing cells were
detected in a higher proportion of patients with chronic
infection than in those who had cleared the virus. Taken
together with the studies on L. major and B. pertussis, these
studies on HCV strongly support the general concept that
many infectious agents have evolved mechanisms for se-
lective activation of either naturally occurring CD25+ T
cells or the generation of IL-10–producing Tr1 cells from
CD25− T cells. The ultimate result is perpetuation of the
chronic infectious state, with incomplete clearing of the
infection. Depending on the extent of suppression of ef-
fector T cells in the host, the consequences of the chronic
state may be protective immunity (L. major) or continued
pathogen-mediated organ destruction (HCV).

Many viruses, such as herpesviruses, hepatitis viruses,
and retroviruses, evade immunologic destruction during
acute infection and establish chronic persistent infections
that may culminate in life-threatening diseases. Friend
virus (FV) infection in mice has been used as an exper-
imental model to study retrovirus-induced immunosup-
pression and may offer insights into our understanding
of immunosuppression associated with HIV. Mice that are
chronically infected with FV are unable to reject both FV-
induced and unrelated immunogenic tumors. CD8+ T cells
from acutely infected mice produced perforin, granzyme
A, and granzyme B and display recent evidence of degranu-
lation and in vivo cytotoxicity. Activated T cells from chron-
ically infected mice were deficient in cytolytic molecules
and showed little evidence of recent degranulation and in
vivo cytotoxicity. These results demonstrate a broad im-
pairment of cytotoxic CD8+ T-cell effector function dur-
ing chronic retroviral infection and explain the inabil-
ity of virus-specific CD8+ T cells to eliminate persistent
virus. CD4+, but not CD8+, T cells from infected mice can
transfer suppression to normal mice and can inhibit the
generation of CTL in culture (238). Suppression could be
substantially reversed by the addition of anti-CTLA-4, but
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not anti-IL-10R, to the cultures. FV-induced Treg suppress
CD8+ T cells in vitro regardless of the TCR specificity of
the CD8+ T cells (239). It is unknown whether the Treg in
chronically infected mice are specific for any viral proteins
or whether they are derived from Foxp3+ Treg. Neverthe-
less, it appears that an important component of the gen-
eralized immunosuppression seen in retroviral infections
involves the induction of suppressor T cells.

As HIV infection in humans in many respects mimics
the animal models of chronic retroviral infections, several
studies have begun to examine Treg function as different
stages of HIV infection. Kinter et al. (240) found that in
a majority of HIV-infected, but still healthy, individuals,
CD25high Treg cells significantly suppressed cellular prolif-
eration and cytokine production by CD4+ and CD8+ T cells
in response to HIV antigens in vitro. Suppression was cell
contact–dependent and IL-10– and TGF-β–independent.
Patients with strong HIV-specific suppression in vitro had
lower levels of viremia and higher CD4/CD8 T-cell ratios
than patients who did not have Treg activity. These data
suggest that the suppression of CD4+ T-cell activation by
Treg may make HIV replication less favorable, as the virus
must replicate within the CD4+ T cell itself. Thus, in this
chronic infection model, the suppressive functions of Treg
may actually be beneficial to the patient.

The role of Treg has been most clearly shown in re-
sponses to chronic infections. Much less is known about
the role of Treg in modulating acute viral infections. In the
murine model of herpetic stromal keratitis, depletion of
Treg before infection resulted in lesions of greater severity
and permitted the induction of disease with lower infecting
doses of virus (241). Cotransfer of Treg with CD25− T cells
reduced lesion severity and diminished the Ag-specific cy-
tokine response of splenic CD4+ T cells. The mechanism of
action of Treg in this model is not fully elucidated. Treg in-
hibit the induction of virus-specific CD4+ T-cell induction
but may also modify the expression of homing molecules
involved in T-cell migration to the ocular inflammatory site
or the extra-lymphoid inflammatory sites of pathogenic T
cells. Treg can also control the intensity of secondary re-
sponses to HSV and may also influence the magnitude of
immunologic memory.

Treg FUNCTION IN HUMAN DISEASE

In this chapter a number of distinct Treg populations have
been described, and their potential role in the regula-
tion of the immune response in animal models of dis-
ease has been reviewed. A large body of data supports
the existence of CD4+CD25+Foxp3+ T cells in humans
(29,30,31,32,33,34,35,36), and the in vitro characterization
of human CD4+CD25+Foxp3+ cells suggests that they are
identical to their murine counterpart. Tr1 cells have been
readily induced in cultures of human T cells, and a num-

◗ TABLE 30.9 Human Diseases with Abnormal
Treg Function

Disease Reference

Multiple sclerosis 243
Myasthenia gravis 244
Rheumatoid arthritis 245
Autoimmune polyglandular II 246
Lupus erythematosis 247
Psoriasis 248
Type 1 diabetes 249
HIV/AIDS 250

ber of studies have supported the existence of cell pop-
ulations with Tr1-like properties in humans. The finding
that autoreactive T cells found in patients with autoim-
mune disease are more easily activated compared to those
from normal subjects suggests that Treg are either reduced
in number or have reduced suppressor effector function.
More important, Danke et al. (242) have shown that dele-
tion of Treg in vitro allows marked clonal expansion of
autoreactive T cells in vitro.

A number of studies in a wide variety of autoimmune
diseases have demonstrated a defect in the function of
Treg, raising the issue of whether this may be a common
denominator in the cause of human autoimmune disease
(Table 30.9). In many of these studies, it was definitively
shown that the decrease in Treg function was due to de-
fect in Treg subset rather than secondary to responder T
cells that were refractory to suppression. One possibility is
that Treg may have migrated into the target tissue, so that
blood Treg function is depressed but Treg function from
the target tissue may actually be enhanced. For example,
the frequency of CD25high T cells was much greater in syn-
ovial fluid compared to peripheral blood in adult patients
with rheumatoid arthritis, and synovial fluid Treg demon-
strated normal suppressive activity in vitro (251).

Appropriate caution should be exercised in interpreta-
tion of these studies. As discussed previously, identification
of human Foxp3+ Treg is difficult, and many of the studies
published thus far have only utilized high levels of CD25
expression to identify human Treg and did not validate the
isolated populations for Foxp3 expression by intracellular
staining. An additional issue is whether Foxp3 expression
is a bona-fide marker of human Treg, as some studies have
suggested that Foxp3 can be induced in activated effector
cells, but such cells do not adopt a regulatory phenotype
(252,253). Thus, human CD25highFoxp3+ T cells from in-
flammatory sites may not be true Treg.

Enhancement of either the numbers or the function of
Treg represents a goal for the treatment of autoimmune
and allergic diseases as well as for inhibition of allograft
rejection. One might expand either CD4+CD25+ T cells
or Tr1 T cells to generate sufficient numbers of cells for
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infusion back into patients (254). If Foxp3+ Treg recog-
nize organ-specific antigens, and if these antigens can be
identified, it may be possible to generate lines or clones
of antigen-specific suppressor T cells in vitro that could
be used therapeutically. Such an approach will probably
need to be combined with attempts to delete or anergize
the effector cells. Organ-specific Treg would home to their
target, be activated by their target autoantigen, but medi-
ate bystander suppression, because their effector function
would be nonspecific. Alternatively, as a number of factors
(e. g., IL-6 or the GITR-L) can render effector cells resist to
the suppressor function of Treg, blocking or neutralizing
these factors may enhance Treg function. Ultimately, fur-
ther studies of the molecular basis of Treg-mediated sup-
pression should allow the development of mAbs or small
molecules that could enhance their suppressor effector
function.

A second issue related to the therapeutic modulation of
Treg function in humans is the development of approaches
to decrease the numbers or function of Treg either to aug-
ment tumor immunity or increase the immunogenicity
of weak vaccines. Depletion of CD4+CD25+ T cells with
a depleting anti-CD25 mAb has resulted in potent anti-
tumor immune responses in mouse models. Humanized
anti-CD25 mAb approved for human use are nondepleting
and block the binding of IL-2 to CD25. Even in the mouse,
the mechanism of action and the extent of depletion of
CD4+CD25+ T cells remain controversial (255). Depletion
of CD25+ T cells would also not affect the Foxp3+CD25−

Treg compartment. Caution should also be used to develop
better approaches to deplete Treg, as Treg play an impor-
tant role in the modulation of the acute inflammatory re-
sponse that is an integral part of the response to any in-
fectious agent. In the absence of Treg, the consequences
of this exuberant response can be deleterious. If future
studies successfully define the cell surface molecules on
Treg cells that deliver the suppressive signal to the respon-
der cell, then an antibody to this molecule(s) might be the
ideal reagent to transiently inhibit suppressor cell activity,
facilitating immune responses to tumor antigens. An al-
ternative approach to the downmodulation of suppressor
T-cell function might be to increase the resistance of the
responder cells to Treg-mediated suppression by using an
agonistic anti-GITR mAb or soluble GITR-L or by admin-
istering anti-CTLA-4 (226).
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INTRODUCTION

The most important source of stimulation of the entire
immune system is the external environment comprising
the indigenous mucosal microbiota, potential pathogenic
microorganisms, abundant food antigens (Ags), and
allergens, all of which are encountered mainly at the vast
surface areas of mucosal membranes. This enormous and
highly variable antigenic load has resulted in a strategic
distribution of cells involved in the uptake, processing
and presentation of Ags, production of antibodies (Abs),
secretion of cytokines, and cell-mediated immune (CMI)
defenses at the front line of defense—mucosal tissues and
associated secretory glands. Quantitative data concerning
the distribution of phagocytic cells, T and B lymphocytes,
and Ab-producing cells illustrate the point: mucosal
tissues, particularly those of the intestinal tracts, contain

more macrophages (M�), plasma cells (PCs), and T cells
than any other lymphoid tissue in the entire immune
system.

Notwithstanding the global importance of systemically
acquired infections such as malaria and neonatal tetanus,
the majority of infectious diseases worldwide either di-
rectly afflicts or is acquired through mucosal surfaces of
the gastrointestinal (GI), respiratory, and genital tracts.
Consequently, innate and adoptive immune mechanisms
operational at mucosal surfaces are of great importance to
the protection and survival in a hostile environment. The
induction of preventive and protective immune responses
to mucosal infectious agents, and to ingested food Ags and
environmental allergens that would limit their absorption,
is usually the most emphasized functional aspect of the
mucosal immune system. Yet, recently revived interest in
the induction of systemic unresponsiveness to Ags applied
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first by the mucosal route, so called oral or nasal (mucosal)
tolerance, has directed the attention of immunologists
working in the field of autoimmunity, transplantation, and
hypersensitivity to the exploitation of this fundamental
principle. Although there are limited numbers of clinical
successes, the phenomenon of mucosal tolerance is an es-
sential feature and critical functional component that ef-
ficiently prevents and suppresses otherwise unavoidable
overstimulation of the entire immune system by the most
common environmental Ags primarily of food and indige-
nous bacterial origins. The enhancement of protective mu-
cosal immune responses to infectious agents sought by
vaccinologists, and the desired suppression of systemic
immune responses to autoAgs and transplantation Ags,
may seem paradoxical. Yet, such outcomes are not mu-
tually exclusive due to the hierarchy in the quality of
immune responses induced by mucosal Ag delivery: Mu-
cosal immunity manifested by the appearance of secre-
tory Abs and systemic tolerance evaluated by diminished
CMI-responses may be concomitantly induced. Thus, the
fundamental objectives of the mucosal immune system—
containment of the vast onslaught of environmental Ags
without compromised integrity of mucosal barriers and
prevention of overstimulation of the systemic compart-
ment—are achieved by concerted interactions of lymphoid
and nonlymphoid cells, epithelial cells (ECs) in particu-
lar, and their respective products as a mucosal internet of
communication. Thus, an orchestrated mucosal immune
system consisting of innate immunity as well as acquired
immunity including secretory IgA (S-IgA) Abs and mucosal
cytotoxic T lymphocytes (CTLs), add additional layers of
host defense.

INNATE MUCOSAL IMMUNE SYSTEM

Epithelial Cells

Physical Barrier Function of ECs

The epithelium of the mucosa-associated lymphoid tissues
(MALTs) of the lung, gut and genitourinary tracts, and, oth-
ers have been clearly shown to play an active role in both
innate and adaptive types of mucosal immunity. Given the
physical proximity of the ECs to the external milieu and,
therefore, the primary site of initial Ag exposure, ECs may
be a central cell type in both defining the Ags with which
the mucosal immune system is confronted and regulat-
ing the ultimate responses to these antigenic exposures.
Initially, prevention of luminal Ag transport is through
a thick layer of mucus. Mucin 2 (MUC2) is a dominant
intestinal mucus-formation molecule that is abundantly
produced by goblet cells located at the intestinal villous
epithelium (1). Mucus not only provides a physical and bi-
ological protective barrier, but also ensures maintenance
of an appropriate concentration of Abs at the mucosal sur-
face by preventing Ag-specific S-IgA Abs from being phys-

ically carried away. Additionally, paracellular transport of
luminal Ag is prevented by the juncture between adjacent
ECs that is mediated by physical structures associated with
the epithelium including the tight junctions (TJs) and the
subjacent desmosomes and adherence junctions (2). The
TJs are composed of a number of interacting cellular pro-
teins, which include claudin, occuludin, ZO-1, ZO-2, and
cingulin, among others. Under normal circumstances, the
TJs exclude Ags greater than 6 to 12 Å (> 500 to 900 Dal-
tons) in molecular diameter.

In addition to these physical barrier functions of ECs,
the epithelium of the MALTs of the lung, gut and geni-
tourinary tracts, have been clearly shown to play an ac-
tive role in both innate and adaptive types of mucosal im-
munity by collaboration with adjunct neighboring ECs as
well as subjacent parenchymal cells (fibroblasts and mes-
enchymal cells and their connective tissue substances) and
hematopoietic cells [M�, dendritic cells (DCs), polymor-
phonuclear cells (PMN) and lymphocytes] and likely mi-
crobial components in the lumen (3).

Antimicrobial Peptides

The epithelium also secretes a variety of antimicrobial pep-
tides (defensins, cathelicidins, cryptdin-related sequence
[CRS] peptides) and bacteriolytic enzymes (lysozyme, se-
cretory phospholipase-A2 [PLA2], peroxidase, and lacto-
ferrin), and others (Figure 31.1). In the intestinal epithe-
lium, ECs, Paneth cells, and PMNs mainly produce these
molecules (4,5). Paneth cells reside at the base of the crypt
regions of the small intestine, but not the stomach or colon.
They produce α-defensins constitutively. In contrast, β-
defensins are produced by ECs of the whole intestine,
which requires microbial stimulation (4,5). Both defensins
are cationic small peptides with a characteristic β-sheet–
rich fold and a framework of six disulphide-linked cys-
teines and exhibit antimicrobial activity by damaging and
permeabilizing the bacterial cell membrane by pore forma-
tion. Defensins also inhibit viral infection (e.g., human im-
munodeficiency virus [HIV], herpes simplex virus [HSV],
vesicular stomatitis virus, and influenza virus) by interupt-
ing their invasion at an early step, such as receptor bind-
ing (4,5). In addition to the antimicrobial properties, de-
fensins have chemotactic activities for monocytes, T cells,
and B cells, implying that defensins may bridge between
mucosal innate and acquired immunity via the augmenta-
tion of T and B cell interactions (6). The cathelicidin is also
a cationic small peptide containing a cathelin-like domain
produced by ECs, PMNs, and keratinocytes (4,5). The ex-
pression of cathelicidin by ECs is regulated by butyrate
and other short-chain fatty acids produced by fermenting
bacteria. The CRS peptide is produced by Paneth cells and
shows antimicrobial activity through its cationic feature
(4,5).

Antimicrobial enzymes are other molecules showing
antimicrobial activities (Figure 31.1). PLA2 is a small
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FIGURE 31.1 Various types of antimicrobial molecules protect mucosal surfaces against invad-
ing microbes. Epithelial cells (ECs) and Paneth cells secrete bacteriolytic enzymes (lysozyme,
PLA2, peroxidase, and lactoferrin) and antimicrobial peptides (defensins, cathelicidins and
cryptdin-related sequence [CRS]) in mucosal sites. Neutrophils also produce antimicrobial
molecules. Defensins have been shown to possess the capability to recruit immunocompetent
cells for the initiation of innate and adaptive immune responses.

enzyme produced by Paneth cells and PMNs, which
degrades bacterial phospholipids and subsequently dis-
rupts bacterial integrity (4,5). Lysozyme is another bac-
tericidal component produced by Paneth cells, PMNs, and
ECs. Lysozyme is a muramidase cleaving the glycosidic
linkage between N-acetylglucosamine and N-acetyl mu-
ramic acid of peptidoglycan, and thus it is preferentially
effective against gram-positive bacteria (4,5). Surfactant
proteins A-D (SPs) are highly hydrophobic proteins in the
lung produced by alveolar type II cells. Several lines of evi-
dence revealed that SPs are actively involved in lung innate
immunity following bacterial penetration into the lower
airways (7). SPs bind to LPS and the interaction between
SPs and CD14 may explain their ability to affect some LPS
responses.

Antimicrobial molecules are also produced by PMNs
induced following infection by pathogens. It is well es-
tablished that PMNs take up invading microorganisms
through a complement lysis-dependent phagocytosis and

kill them by antimicrobial tools such as toxic oxygen rad-
icals, cationic peptides, and lytic enzymes in the phago-
cytic vacuoles. In addition, PMNs produce extracellular
fibers containing DNA, histones, and granule proteins af-
ter stimulation by bacterial endotoxins (8). These fibers are
known as neutrophil extracellular traps (NETs). NETs bind
to both gram-negative and -positive bacteria, and kill them
by their esterase and antimicrobial peptides and enzymes.

Cytokines and Cytokine Receptors

ECs are able to secrete both constitutively and inducibly a
large number of inflammatory and regulatory cytokines.
Using EC lines, it has been shown that the epithe-
lium can constitutively express proinflammatory cytokines
such as IL-1-α, IL-1-β, IL-15, TNF-α, and IL-6 and anti-
inflammatory and barrier-promoting cytokines such as
TGF-β and IL-10, whose levels may be further increased
by interactions with pathogens and their toxic products
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(3). The production of these cytokines by the epithelium is
likely to play an important role in both promoting intesti-
nal inflammation (e.g., IL-1 and TNF-α), regulating the
activation and expansion of mucosal T cells within the ep-
ithelium (e.g., stem cell factor [SCF], IL-5, IL-7, and IL-15),
regulating local B cell production of Igs (e.g., TGF-β, IL-5,
IL-6, and IL-10), and, finally, regulating barrier function,
per se (IL-10, IL-15, and TGF-β). With regards to barrier
function, ECs also express a large number of cytokine re-
ceptors (3). Intestinal EC (IEC) lines and freshly isolated
IECs express mRNA for the common IL-2 receptor γ -chain
and specific α-chains of the receptors for IL-2, IL-4, IL-7,
IL-9, and IL-15. IECs also express receptors for TNF and
IFN-γ , which not only regulate the expression of a wide va-
riety of other immunologically important molecules such
as the polymeric Ig receptor (pIgR), for example, but also
tend to diminish epithelial barrier function. The expres-
sion of these cytokines and cytokine receptors thus further
emphasize the integration of the epithelium into the net-
work of cellular interactions associated with the MALTs.
In this regard, bacterial infection can influence the inter-
actions of the EC-mediated mucosal internet with mucosal
T and B cells via IL-7/IL-7R and IL-15/IL-15R.

Transcellular Transport Functions
of the Epithelium

Another aspect of epithelial barrier function that repre-
sents a link between the epithelium and the adaptive com-
ponents of the MALT is the ability of the epithelium to
transport macromolecules, especially Igs, transcellularly
in a process termed transcytosis, which reflects the polar-
ized nature of the epithelium. Two receptors for Ig have
been shown to have such properties. The pIgR, whose
itinerary is now well defined, transports polymeric forms
of IgA (pIgA) and IgM (pIgM) from the basal to apical di-
rection with unloading of its cargo in association with an
extracellular proteolytic fragment of the pIgR receptor (se-
cretory component, SC) (9). This pathway is not only able
to deliver large quantities of secretory Ig onto the mucosal
surfaces, but it is also able to exclude Ags that have entered
the secretory pathway either apically or basally (discussed
later). This type of defense, which takes advantage of a
component of the adaptive immune response, is likely to be
important in resistance against pathogenic viral infections.

In a related but distinct manner, the epithelium also
expresses the neonatal Fc receptor for IgG (FcRn) (10).
Recent evidence indicates that this molecule is expressed
by adult human epithelium and M� of the intestine (and,
likely, other surfaces) and thus is not strictly limited to
neonatal life as predicted by earlier studies in rodents
wherein the FcRn was responsible for the passive acqui-
sition of IgG neonatally (10). In the context of expression
postnatally in adult humans, FcRn may therefore be in a
position to provide luminal immunosurveillance against

pathogenic exposure. FcRn binds IgG, its cargo, in a pH-
dependent process (pH 6 on, pH 7.4 off) due to critical
histidine residues in the Fc-region of the IgG molecule. In
contrast to the itinerary associated with pIgR-associated
transport, the transport pathway associated with FcRn is
bidirectional; both apical to basal and basal to apical (10).
In addition, the FcRn is not associated with proteolytic
cleavage allowing for reiterative rounds of transport. It is
predicted, therefore, that the FcRn is at least in part re-
sponsible for the steady state distribution of IgG on either
side of an epithelial barrier given the unlikely possibility
that paracellular transport of this macromolecule occurs
due to the molecular exclusion of the TJs.

Pattern Recognition Receptors

Toll-like Receptors

The extrinsic barrier functions of the epithelium associ-
ated with innate immunity are at least partially mediated
by the interaction with luminal microbiota. It is well es-
tablished that pattern recognition receptors (PRRs) play
an important role in the recognition of microbial products
(Figure 31.2) (11,12). Most prominent among PRRs that
regulate innate immune responses are an array of Toll-like
receptors (TLRs). ECs in the respiratory, genital, and GI
tracts were reported to express several types of TLRs bind-
ing to signature microbial products such as peptidoglycan
of gram-positive bacteria (TLR2), viral double-stranded
RNA (dsRNA) (TLR3), bacterial LPS of gram-negative bac-
teria (TLR4), bacterial flagellin (TLR5), and microbial CpG
motifs of DNA (TLR9) (13,14). Pathogens have more than
one TLR ligand so multiple TLRs are co-ordinately reg-
ulated. These molecules were initially characterized as
the pathogen-associated molecular patterns (PAMPs), but
these are produced by both pathogenic and commensal
microorganisms. Although TLR signaling induces an in-
flammatory cascade in the sterile circumstance of the sys-
temic immune compartment, mucosal TLRs should take
a different strategy to distinguish pathogenic microorgan-
isms from commensal microorganisms for the immuno-
surveillance in the mucosal tissues directly and continu-
ously exposed to the large numbers of commensal as well
as occasional pathogenic microorganisms.

Evidence has been emerging that underlying molecular
pathways exist to achieve the discrimination of pathogenic
from commensal microorganisms in the innate mucosal
system (Figure 31.2). First, it has been proposed that de-
creased surface expression of TLRs and coreceptors leads
to the down-regulation of TLR signaling (13,14). Notably,
peptidoglycan and LPS are abundantly produced by the
commensal microflora, and thus their receptors (TLR2 and
TLR4) should have an immune quiescent system against
these commensal-derived PAMPs. Along these lines, TLR2
and TLR4 are expressed on the surface of ECs but
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FIGURE 31.2 Uniqueness of recognition and discrimination of microbes. Toll-like receptors
and nucleotide-binding oligomerisation domains (NODs) recognize bacterial products (peptido-
glycan [PG], lipopolysaccharide [LPS] and CpG DNA). The host mucosal immune system employs
various mechanisms to distinguish pathogenic from commensal bacteria: 1, continuous bacterial
stimulation leads to down-regulation of TLR expression; 2, TLR5 is preferentially expressed on
the basolateral side of ECs; 3, pathogenic bacteria are recognized by LP DCs which express TLR5;
4, TLR9 signals through the basolateral side induces the activation of the NF-κB pathway while
apical TLR9 stimulation prevents NF-κB activation; 5, LPS from commensal bacteria induces
regulatory T cell differentiation.

prolonged stimulation with their ligands resulted in their
down-regulation. Thus, TLR2 and TLR4 are expressed on
fetal ECs and adult crypt ECs, but their expression was
lost on mature ECs (15). In addition to ligand stimulation,
down-regulation of TLR expression is induced by TGF-β, a
regulatory cytokine predominantly produced in the intes-
tine (12). In the case of TLR4, LPS recognition is coupled
to CD14 binding of LPS, wherein LPS bound to CD14 inter-
acts with a TLR4/MD-2 protein heterodimer. The absence
or reduction of CD14 and MD-2 expression on ECs was
reported, which presumably was associated with a lack of
reactivity with LPS (14).

Secondly, the reduced reactivity of ECs to PAMPs is
explained by the unique distribution of TLRs. For exam-

ple, it has been shown that the LPS-induced reduction of
TLR2 and TLR4 was mediated by the alteration of their
distribution from the apical site to intracellular compart-
ments (13). It is interesting to note that intracellular TLR4
maintains its activity to detect intracellular bacteria. This
unique intracellular distribution of TLR4 but not outer cell
membrane allows the EC to discriminate pathogenic cells
invading the ECs and commensal cells generally attaching
on their cell surface. Another example of this was shown
by TLR5, which recognizes bacterial flagellin. TLR5 is ex-
clusively expressed on the basolateral site of ECs, allowing
them to sense bacteria when they invade into the lamina
propria (LP) regions (14). A recent study has provided an
additional example of polarity-mediated regulation of TLR
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signaling in the ECs by showing that TLR9 signals through
the basolateral site and induces the activation of the NF-κB
pathway, while apical TLR9 stimulation prevents NF-κB
activation (16).

As the third mechanism, several negative regulatory
pathways for TLR expression have been identified. It was
reported that the loss of postnatal LPS responsiveness
of ECs was associated with a post-transcriptional down-
regulation of the IL-1 receptor-associated kinase 1 (IRAK1),
an essential molecule for epithelial TLR4 signaling (15).
ECs also express a negative regulator of TLR signaling
(12–14). For instance, toll-interacting protein (Tollip) is
induced in the EC by bacterial stimulation and plays an
important role in the negative regulation of TLR signal-
ing through its suppression of the IRAK activation path-
way. Single Ig IL-1-related receptor (SIGIRR, also known
as TIR8) is a negative regulator of IL-1 and TLR signaling
expressed in the ECs, which attenuates the recruitment
of receptor-proximal signaling components to the TLRs.
Other negative regulators have been identified, such as in-
tracellular antagonists of TLR signaling (MyD88s [splice
variant of MyD88], IRAKM [homolog of IRAK1], and
IRAK2c/d [splice variants of IRAK2]) and ubiquitin ligase
of TLR-mediated signaling molecules (A20 and TRIAD3A),
but their involvement in the down-regulation of TLR sig-
naling in the mucosal tissues remain to be investigated
(12–14).

Cells other than ECs also possess a unique system to
achieve effective intestinal immunosurveillance without
excess immune responses against commensal microbiota.
Like the ECs, LP M� lack reactivity to LPS due to failure
to express CD14 (17). It is interesting to note that the unre-
sponsiveness of intestinal M� to LPS was intrinsic but that
of EC was acquired immediately after birth by exposure to
exogenous LPS, as mentioned earlier (15). Additionally, LP
M� selectively express IκBNS, an inhibitor of NFκB acti-
vation (18). In the case of mucosal DCs, a unique pathogen
recognition system is achieved by the distinct expression of
TLR4 and TLR5. Unlike conventional DCs in systemic im-
mune compartments (e.g., spleen), intestinal LP DCs pre-
dominantly express TLR5, but not TLR4 (19). Thus, the LP
DCs can detect pathogenic bacteria in a TLR5-dependent
manner when luminal pathogens break the epithelial bar-
rier and become exposed to LP DCs. However, these DCs
do not secrete pro-inflammatory cytokines after exposure
to commensal bacteria.

Cytoplasmic PAMPs Receptors

Besides the TLRs, other receptors for detecting cy-
toplasmic PAMPs have been identified (Figure 31.2).
Nucleotide-binding oligomerization domain 1 (NOD1)
and NOD2 are well-characterized cytoplasmic PRRs ex-
pressed by both ECs and M�, which recognize a pepti-
doglycan motif containing a diaminopimelate-containing

N-acetylglucosamine-N-acetylmuramic acid tripeptide in
gram-positive and gram-negative bacteria (11,12). Thus,
the NOD family plays a crucial role in distinguishing invad-
ing pathogens and commensal bacteria. For the detection
of invading viruses, retinoic acid inducible gene-I (RIG-I)
and melanoma differentiation-associated gene 5 (MDA5)
have been identified. Both recognize dsRNA generated dur-
ing viral replication and trigger the activation of NF-κB
and IRF3/7 with subsequent production of antiviral type
I IFN (11,12). The family of intracellular PRRs provides
another layer to the innate system for production of the
mucosal epithelium and the immediate underlying region
of the mucosal compartment enriched with T cells, B cells
and Ag presenting cells (APCs).

Unique PRRs Function in Mucosal Immunity

Although these PRR-mediated signals activate mucosal
immune responses by producing inflammatory cytokines
and chemokines, the mucosal immune system is equipped
with additional unique activation pathways for enhanc-
ing mucosal innate responses as well. For instance, TLR-
mediated signals enhance antimicrobial peptide (e.g., β-
defensin) production by ECs and Paneth cells (4,5). TLR
ligand stimulation of ECs also leads to the tightening
and sealing of the TJ protein ZO-1 (13,14). Simultane-
ously, mucosal TLR stimulation by commensal micro-
biota enhances anti-inflammatory activities. Peroxisome
proliferator-activated receptor γ (PPARγ ) was induced
by commensal microbiota-mediated TLR signaling (14).
PPARγ serves as an inhibitor of colonic inflammation
through its ability to inhibit NF-κB activation. Addition-
ally, LPS from the commensal microbiota, but not from
pathogenic bacteria, induces the development of regula-
tory T (Treg) cells producing an inhibitory cytokine, IL-10
(12). In the lungs, TLR stimulation induces the production
of indoleamine 2,3-dioxygenase (IDO) in the parenchyma.
The lung-specific production of IDO leads to the inhibition
of T cell–mediated lung inflammation and airway hyperre-
activity by inhibiting T cell migration into the lung and by
killing T cells (20).

An Involvement of PRRs in the Development of
Mucosal Inflammation and Allergy

As one may envision, a dysregulated mucosal innate sys-
tem leads to inflammatory responses in mucosal tissues.
For instance, TLR2 and TLR4 expression is upregulated
during inflammatory bowel disease (IBD) development,
and polymorphisms in TLR4 have been shown to be linked
to IBD development (13). Similarly, mutation of NOD2
contributes to IBD pathogenesis (21). Additionally, muta-
tion or down-regulation of negative regulators for TLR sig-
naling (e.g., IκBNS) resulted in IBD development (18). It
is interesting to note that MyD88-deficient mice showed
a higher mortality than wild-type mice when exposed to
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dextran sulfate sodium (DSS)-induced colitis (22). The dis-
ease susceptibility was at least partially attributable to
an impaired epithelial proliferation caused by the TLR-
mediated signaling. Commensal bacteria and TLRs are
also involved in the development of food allergy, another
serious mucosal disease. It has been shown that commen-
sal biota-derived signaling through TLR provides a protec-
tive function against food allergy (14).

In addition to intestinal inflammation, PRRs are in-
volved in airway inflammatory diseases such as asthma.
It was previously reported that an insertion-deletion poly-
morphism of NOD was strongly associated with asthma
(23). Additionally, a recent study suggests that TLR4-
mediated signaling is involved in the development of aller-
gic airway inflammation through a modification in mast
cell function (24). These studies indicate that signaling
through PRRs is also important for the creation and main-
tenance of a quiescent status in the immune environment
of mucosal compartments. This includes intestinal home-
ostasis rather than induction of inflammatory responses
since the destruction of the PRR system is associated with
the development or acceleration of mucosa-associated dis-
eases. Taken together, PRR-mediated signals play an im-
portant role in both immunosurveillance and immune
homeostasis in mucosal tissues.

Intraepithelial T Lymphocytes

Close Communication between ECs and
Intraepithelial Lymphocytes

The major interface between internal organs and the
outside environment is the columnar intestinal epithelial
cell (IEC) layer, which covers mucosal tissues. In addition
to IECs, the columnar epithelium includes a population
of lymphocytes commonly termed intraepithelial lym-
phocytes (IELs) (25). As their name implies, IELs reside
between the basolateral surfaces of IECs. It has been
estimated that 1 IEL occurs for every 4 to 10 IECs seen
in the small intestine and for every 30 to 50 IECs found
in the large intestine. This shows that large numbers
of lymphocytes are situated in the surface regions of
intestinal mucosal tissues. Thus, IELs have been shown to
closely communicate with each other and with the IECs
that surround them. Indeed, several interacting molecules
were expressed between IECs and IELs. For example,
CD103 (αE integrin) expressed on IELs interacts with the
E-cadherin expressed on IECs, playing an important role
in the retention of IELs in the intestinal epithelium (26).
Additionally, IEL retention may be mediated by expression
of certain integrins (e.g., α1β1, α4β1, and β2 integrins), the
adhesion molecule, Ep-CAM and TJ molecules (e.g., ZO-1
and occludins) (25). These intimate biological interactions
between IECs and IELs provide physiological barriers
that act as a first line of innate defense in the intestine.

As mentioned earlier, IECs are in constant contact with
the luminal microbiota. In addition, IECs become the tar-
get of microbial pathogen attachment and replication lead-
ing to the establishment of infection. Given the presence
of immune and inflammatory cells within the epithelium
and their obvious changes during infection or inflamma-
tion, it is worthwhile to consider the role of IECs and IELs
in orchestrating these responses. It is logical to assume
that these IELs are important lymphoid cells that partici-
pate in the mucosal innate response. Indeed, the majority
of human and murine IELs are classified as T cells be-
cause they express the CD3 molecule in association with
either of the two forms of T cell receptor (TCR), γ δ or
αβ. Concerning the expression of CD4 and CD8 by IELs,
it has been shown that approximately 80 % of small in-
testinal IELs belong to the CD8 subset; however, a sub-
stantial number of IELs can be grouped as CD4-bearing
cells including CD4+CD8− and CD4+CD8+ subsets. The
CD8 molecules expressed on IELs consist of either αβ het-
erodimeric or αα homodimeric chains. CD8αβ+ IELs ex-
press Thy-1 and express the αβ TCR. In contrast, CD8αα+

IELs and CD4−CD8− double-negative (DN) IELs contain
both TCRγ δ and TCRαβ fractions (25).

Innate Homeostatic and Protective Immune
Function of γδ IELs

Among IELs, those expressing the TCRγ δ (γ δ IELs) have
been considered to be involved in mucosal innate de-
fense because cell-transfer studies have indicated that
the γ δ IELs have only minimal pathogen-specific activ-
ity (25,27). The less Ag-specificity of γ δ IELs is supported
by the finding that γ δ IELs are present in mice deficient
in the transporter associated either with antigen process-
ing (TAP) or with the classical class I molecules (Kb−/−

Db−/−), while γ δ IELs were drastically reduced in num-
bers in β2-microglobulin–deficient mice (25,27), suggest-
ing that γ δ IELs recognize a TAP-independent nonclassi-
cal MHC molecule (Figure 31.3). In humans, the TCRγ δ

expressed by IELs predominantly use Vδ1. These human
TCRγ δ recognize the MIC molecules MICA and MICB,
members of the nonclassical MHC molecule family (27).
MIC molecules on ECs are induced by stress such as heat
shock and microbial infections and are not capable of pre-
senting peptides, but instead act as ligands for γ δTCRs.
In mice, γ δ IELs predominantly use the Vγ 5 (also known
as Vγ 7) gene segment together with several Vδ genes. Al-
though mice do not have a functional MIC gene ortholog,
they express molecules that resemble MIC such as H60,
members of the RAE class I–like family, and other nonclas-
sical MHC class I molecules (e.g., T10/T22) (Figure 31.3)
(27).

Upon TCRγ δ-mediated stimulation by nonclassical
MHC molecules, γ δ IELs synthesize an array of cytokines
that includes IL-2, IL-3, IL-6, IFN-γ , TNF-α, and TGF-β
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FIGURE 31.3 Molecular machinery for mucosal lymphocyte and EC interactions. Unique popu-
lations of mucosal lymphocytes are located in or underneath the intestinal epithelium. Immuno-
logical functions of these lymphocytes are regulated via molecular interactions between MHC
family molecules and corresponding receptors. The ECs express MHC molecules including broad
types of nonclassical MHC molecules interacting with specific receptors expressed on lympho-
cytes, which allow the establishment of induction of productive and quiescent immune responses
in mucosal tissues.

(25,27). It was also shown that freshly isolated and acti-
vated γ δ IELs express high levels of mRNA specific for
lymphotactin, a chemokine important for CD8+ T cell
chemotaxis (27). These results suggest that IELs actively
produce cytokines and chemokines to provide specific im-
munologic functions in the mucosal compartment. In ad-
dition to cytokine production, γ δ IELs produces cytotoxic
molecules such as perforin, granzyme, and Fas ligand, and
show cytotoxic activity against stressed or microbial in-
fected IECs (28).

Alternatively, because activated γ δ IELs can produce
keratinocyte growth factor (KGF), which is important for
epithelial growth and repair of damaged tissues, some
γ δ IELs could be involved in repair of tissue damage
elicited during inflammatory responses (27). In addition
to KGF, γ δ IELs synthesize anti-inflammatory and regu-

latory cytokines such as TGF-β and IL-10. In agreement
with production of these cytokines, TCRδ chain–deficient
mice show an increased susceptibility to epithelial damage
caused by dextran sulfate sodium (DSS)-induced colitis
(27). Thus, γ δ IELs also play a critical role in the mainte-
nance of mucosal homeostasis in epithelial regions. How-
ever, not all immune responses mediated by γ δ IELs are
beneficial. For example, it was shown that dysregulated
production of IL-15 and overexpression of MICA/MICB on
IECs led to the aberrant activation of IELs in the case of
celiac disease (29).

To prevent the disruption of the epithelium by acti-
vated IELs, it is essential that IELs produce cytokines
without self-proliferation. To achieve this opposite regula-
tion (cytokine production without proliferation), the mu-
cosal immune system has evolved a unique interaction
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between IECs and IELs. Thymus leukemia antigen (TL)
is a nonclassical MHC molecule expressed almost exclu-
sively by IECs of the small intestine (Figure 31.3) (27). Like
other nonclassical MHC molecules, TL does not present
antigenic peptides but strongly interacts with CD8αα on
IELs. The interaction between CD8αα and TL enhances
cytokine production by IELs but inhibits self-proliferation
and cytotoxic activity. By inhibiting proliferation, CD8αα-
TL interactions prevent the disruption of a sheeted
form of epithelium that results from attack by dividing
IELs (27).

Recent studies show that a naı̈ve population of IELs is
made up of recent CD8+ thymic emigrants (RTEs) (30).
RTEs are distinguished by their ability to migrate into the
small intestine without activation because of their expres-
sion of α4β7 integrin, αE integrin, and CCR9 in the thymus
(30). After migrating directly into the intestinal epithelium
from the thymus, these RTEs begin to proliferate in re-
sponse to Ag exclusively present in the gut. These IELs
show diverse TCR repertoires, which is important in their
maintenance of TCR diversity in the intestine.

Unique Developmental Pathways for IELs

In addition to their immunological uniqueness, IELs also
have a special development pathway, even though contro-
versy remains as to what extent the IELs require thymic
dependency (31,32). Like naı̈ve lymphocytes circulating in
systemic immune compartments, the major IEL popula-
tions in CD4 or CD8αβ subsets expressing TCRαβ orig-
inate from conventional single-positive (SP) thymocytes.
In contrast, some populations of double-negative (DN)
IELs and CD8αα IELs expressing either TCRαβ or TCRγ δ

originate from unconventional thymocytes. Several lines
of evidence have revealed that these IEL precursors in
the DN thymocytes, including TCRαβ+ DN thymocytes,
TCRγ δ+ DN thymocytes, and TCRαβ− CD4− CD8− triple-
negative (TN) thymocytes (31). TCRαβ+ DN thymocytes
are thought to be mature postselected DN thymocytes be-
cause they arose from the CD8αα+ CD4+ CD8αβ+ triple-
positive (TP) thymocytes after agonist selection and migra-
tion into the intestine where they further reinduce CD8αα

under the influence of IL-15 (31). In addition to the post-
selected DN thymocytes, some subsets among the TN thy-
mocytes emigrated from the thymus during the CD44+

CD25+ TN2 or the CD44− CD25+ TN3 stages and mi-
grated into the intestinal epithelium where they charac-
teristically expressed c-kit and IL-7 receptor (IL-7R) and
subsequently expressed TCRαβ or TCRγ δ (31). It was re-
cently found that thymic IEL precursors could be divided
into two groups based on the requirement of sphingo-
sine 1-phosphate (S1P), a lipid mediator, in the regulation
of trafficking of thymic IEL precursors into the intestine
(33). CD4 or CD8αβ naı̈ve IELs originating from single-
positive (SP) thymocytes express high levels of type 1 S1P

receptor. In contrast, unconventional thymic IEL precur-
sors, including RTEs and DN thymocytes expressing ei-
ther TCRαβ or TCRγ δ, migrate into intestine in a S1P-
independent manner (33).

In addition to the conventional and unconventional
thymic IEL precursors, it has been proposed that certain
populations of IEL subsets (e.g., TCRγ δ CD8αα IELs) de-
velop extrathymically (32,34). As a candidate lymphoid
tissue for extrathymic IEL development, cryptopatches
(CryPs) were identified (35). CryPs were shown to be lym-
phocyte clusters in the crypt LP of the murine small and
large intestine. Cells within the CryPs are composed mostly
of lymphoid progenitors expressing stem cell factor (SCF)
receptor (c-kit), and IL-7Rα, but lacking the lineage mark-
ers (CD3, B220, Mac-1, Gr-1, and TER-119). They possess
transcripts for germline TCR genes, mRNA for CD3ε, as
well as proteins (i.e., RAG-2 and preTα) involved in TCR
gene rearrangement and are able to generate CD8αα αβ as
well as γ δ IELs, albeit with a strong bias toward the gener-
ation of γ δ T cells, in irradiated severe combined immune-
deficient (SCID) mice. These findings demonstrated that
c-kit+ CryP cells are committed to the T cell lineage and
are competent for the generation of IELs.

Natural Killer and NKT Cells

In addition to the T cells, the epithelium includes natu-
ral killer (NK) and NKT cells. For instance, the human
nonclassical MHC molecules MICA and MICB predomi-
nantly expressed on damaged or transformed IECs act as
ligands for the NK receptor, NKG2D (Figure 31.3) (27).
Interestingly, as mentioned earlier, TCRγ δ recognizes the
same MICA and MICB molecules (Figure 31.3), implying
that the mucosal immune system can use both TCRγ δ and
NKG2D to recognize damaged or stressed IECs through
the nonclassical MHC molecules. Additionally, the expres-
sion of HLA-E on the epithelium is associated with ligation
of killer inhibitory-related receptors (CD94/NKG2) on ac-
tivated mucosal NK cells in humans (Figure 31.3) (29). It
was previously shown that the cytotoxic effects of NK IELs
were enhanced by IL-15 through the up-regulation of IFN-
γ production and Fas ligand-mediated killing activity and
simultaneous enhancement of MICA expression (29).

NKT cells also play an important role in mucosal in-
nate immunity (Figure 31.3). NKT cells express invariant
TCR. The TCRα chain comprises a Vα14 in the murine sys-
tem, and TCR Vα24 is a homologue expressed on human
NKT cells (36). In contrast to the invariant expression of
TCRα, NKT cells possess a wide variety of TCRβ chains
(36), which allows them to contribute to various immune
responses including mucosal homeostasis. These NKT
cells recognize lipid-derived Ag presented by the CD1d,
one of the nonclassical MHC molecules (Figure 31.3).
IECs and DCs in the intestinal compartments express the
CD1d (37). However, several studies have identified lipid
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Ags presented by CD1d, such as α-glucuronosylceramide
and α-galacturonosylceramide from nonpathogenic sph-
ingomonas bacteria and a diacylglycerol from pathogenic
Borrelia burgdorferi (36). In addition, it has been proposed
that infection with bacteria (e.g., E. coli, Bacillus subtilis, S.
aureus, or Mycobacterium bovis-Bacillus Calmette Guerı́n)
or their derived bacterial components such as LPS, lipote-
ichoic acid, or Pam3CysSerLys4 (P3CSK4) allows CD1d+

cells to present endogenous glycosphingolipid, isoglobotri-
hexosylceramide, and stimulate NKT cells, which may con-
tribute to initial sensing of pathogenic or infected cells
(Figure 31.3) (36).

After stimulation via CD1d, NKT cells can secrete both
Th1- and Th2-type cytokines (Figure 31.3). It is still un-
clear how the hierarchy between Th1- and Th2-biased NKT
cells is determined, but this may account for the contribu-
tion of NKT cells to both protective and anti-inflammatory
functions (36). Consistent with this, it was reported that
CD1d-deficient mice were susceptible to infections (e.g.,
Listeria and Pseudomonas aeruginosa) at mucosal sites.
NKT cells are also involved in the amelioration of DSS-
induced colitis through their ability to produce regula-
tory cytokines such as IL-4 and IL-10. NKT cells are also
thought to be involved in the suppression of allergen-
induced airway hyperreactivity by the induction of a Th1
shift from an allergy-associated Th2 environment or the
creation of anergy. These results generally suggest a critical
role for NKT cells in the down-regulation of inflammatory
responses; however, other studies demonstrated that NKT
cells induced asthma. Although the NKT cell subset is a
minor population of mucosal immune compartments, the
cells are involved in the recognition of self- and exogenic-
glycolipid Ags as a part of the mucosal innate defense sys-
tem (36).

Mucosa-associated Invariant T Cells

A recent study has discovered MHC-related 1 (MR1)–
restricted mucosal-associated invariant T cells (MAIT
cells) as a novel subset of unconventional T cells abun-
dantly present in the intestinal LP (Figure 31.3) (38). MAIT
cells express invariant TCR α chain, TCR Vα7.2-Jα33 in
humans and TCR Vα19-Jα33 in mice. Like conventional T
and NKT cells, MAIT cells develop in the thymus, but their
selection is independent of the TAP and invariant chain,
suggesting that putative ligands presented by MR1 are dif-
ferent from those presented by conventional MHC class I
and II molecules. In this context, several lines of evidence
have revealed that MAIT cells can be activated by both
peptide Ag and glycolipid Ags (e.g., α-GalCer and other
α-mannosylceramides) (Figure 31.3). MAIT cells addition-
ally require MR1+ B cells for their development. It is inter-
esting to note that MAIT cells are markedly decreased in
germ-free mice, suggesting that some microbial stimula-
tion is required for the selection, migration, and expansion

of MAIT cells. MAIT cells have been suggested to be in-
volved in the immunosurveillance and the establishment
of immunological homeostasis in the intestine, because
MAIT cells possess regulatory functions where the cells in-
hibit autoimmune responses (39).

ACQUIRED MUCOSAL IMMUNE SYSTEM

Mucosal Migration System for
Acquired Immunity

In addition to the innate mucosal immune system, the mu-
cosal immune system is equipped for well-organized and
controlled acquired immunity. The mammalian host has
evolved organized secondary lymphoid tissues in the upper
respiratory and GI tract regions that facilitate Ag uptake,
processing, and presentation for priming immunocompe-
tent cells for subsequent induction of Ag-specific mucosal
immune responses. Collectively, these tissues are termed
mucosal inductive sites. The gut-associated lymphoid tis-
sues (GALT) consist of several family members of inductive
sites including the Peyers patches (PPs), colonic patches
(CPs), the appendix, and isolated lymphoid follicles (ILFs)
(34). The major inductive tissues for nasal/inhaled Ags in
humans, and primates appear to be the palatine tonsils and
adenoids (nasopharyngeal tonsils), which together form a
physical barrier of lymphoid tissues termed the Waldeyers
ring, as well as nasal-associated lymphoid tissues (NALT)
for mice and rats (40). To summarize, then, NALT and
GALT in humans and mice and possibly primates comprise
a MALT network.

Through the interaction with APCs in MALTs, naı̈ve
B and T cells are primed by Ag and then emigrate from
the inductive environment via lymphatic drainage, circu-
late through the bloodstream, and home to mucosal ef-
fector sites, especially the LP regions of the intestinal,
respiratory, and reproductive tracts where they further
differentiate into effector cells that protect mucosal sur-
faces (41,42). These mucosal networks are known as the
common-mucosal immune system (CMIS) or recently sug-
gested to be named as mucosal migration system (MMS)
bridging between the inductive (e.g., MALTs) and effector
sites (e.g., LP), a network that plays a key role in the induc-
tion of Ag-specific acquired immunity against mucosally
encountered Ag.

Structure and Cellular Composition
of Mucosal Inductive Sites

Among several MALTs, the most extensively studied mu-
cosal inductive tissues are the PPs of the murine GI tract.
PPs are large enough to be observed upon gross examina-
tion, and usually number 8 to 10 in murine small intes-
tine. In humans, up to 200 PPs were detected. Like PPs
in the small intestine, there are lymphoid organs in the
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FIGURE 31.4 Multiple Ag uptake pathways for the induction of mucosal immune responses. At
least three distinct Ag sampling sites have been reported. M cells were originally discovered in
FAE of MALTs including PPs, ILFs, and NALT for sampling of orally administered Ags. In addition
to MALT-associated M cells. M cells are also capable of developing at the tip region of villous
epithelium from FAE of MALTs and have been termed villous M cells. Finally, DCs can extend
their dendrites expressing the TJ molecule claudin between ECs and directly take up GI tract
luminal Ags.

large intestine. These tissues are known as CPs, or rectal-
associated lymphoid tissue (RALT), which are smaller
in size than PPs (34). An additional lymphoid structure
resembling PPs and CPs in composition and architecture
has been identified as numbering at least 30,000 (in hu-
mans), and 100 to 200 (in mice) clusters on the antime-
senteric wall of the murine small intestine, which are now
known as solitary lymphoid follicles or ILFs (34). In the
respiratory tract, NALT is found on both sides of the na-
sopharyngeal duct dorsal to the cartilaginous soft palate in
rodents (40). In humans, there are unpaired nasopharyn-
geal tonsils (adenoids) and the paired palatine tonsils that
play an important role for human airway immunity. The
latter makes up most of Waldeyers ring in humans (40).
Further, a NALT-like structure of lymphocyte aggregation
with follicle formation was identified in human nasal mu-
cosa, especially that of the middle concha in children less
than 2 years old (43). In the bronchial tract, bronchus-
associated lymphoid tissues (BALT) was classically defined
as an aggregated lymphoid structure separated from the
bronchial lumen by a specialized lymphoepithelium in sev-
eral species, including rats, rabbits, and sheep, although
the presence of murine and human BALT as an aggregated
lymphoid follicle under normal conditions remains a sub-
ject of debate (40).

Although each MALT exists in different regions of the
mucosal tissues, MALTs share several interesting features
associated with their role as the major mucosal inductive
tissue (41,42). First, MALTs are unique in that they con-
tain efferent lymphatics but no afferent lymphatics, re-
ducing the possibility that an Ag will be encountered via
the afferent lymphatics. Instead, MALTs are covered with
the specialized EC termed a follicle-associated epithelium
(FAE). FAE contains a specialized cell type called a mi-

crofold/membraneous cell (M cell) that is closely associated
with lymphoid cells (Figure 31.4) (44). M cells are noted
in the MALTs of both humans and rodents (e.g., PPs, ILFs,
CPs, and NALT). The M cells, which have short microvilli,
small cytoplasmic vesicles, and few lysosomes, are adept
at takeup and transport of luminal Ags, including proteins
and particulates such as viruses, bacteria, small parasites,
and microspheres, allowing the selective transport of these
Ag into the MALTs. The human palatine and nasopharyn-
geal tonsils (adenoids) are largely covered by a squamous
epithelium and are often not appreciated as mucosal in-
ductive tissues. However, the palatine tonsils usually con-
tain 10 to 20 crypts that increase their surface area where
M cells locate in the deeper regions (44). Although this
issue remains a subject of debate, several studies demon-
strated that M cells could be differentiated from the ab-
sorptive ECs through interactions with B cells (45).

MALTs contain organized regions for the generation
of IgA-committed B cells. Distinct B cell zones are lo-
cated beneath the dome area of PPs and contain germi-
nal centers (GCs) where significant B cell division is seen
(Figure 31.5). These GCs contain the majority of surface
IgA-positive (sIgA+) B cells (46), but, unlike the spleen and
secondary lymph nodes (LNs) in the systemic compart-
ment, PC development does not effectively occur. In ad-
dition to the GCs, the underlying dome region of the PPs
consist of sparse sIgA+ cells that may provide a first line
of IgA-mediated defense for the dome region of PPs. Since
germ-free mice have PPs but lack GCs, it has been postu-
lated that the continuous exposure of the PPs to the com-
mensal bacteria or viruses from the outside environment
induce the constant GC formation seen in PPs (47). In con-
trast to the PPs, GCs are absent in the NALT of normal mice
(41,42). Thus, PPs contain a high frequency (10 % to 15 %)
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FIGURE 31.5 Segregated cell distribution in the PPs. CD4+ T cells (green) are mainly present
in the intrafollicular regions (IFRs) and B cells (red) are located in the subepithelial dome (SED)
and follicle (FO) regions. DCs (blue) are distributed in the SED and IFRs. GCs are enriched in
B cells with small numbers of T cells and DCs for the creation of a cellular environment for the
efficient generation of IgA-committed B cells. (See color insert.)

of sIgA+ B cells, while NALT was found to contain fewer
IgA-committed B cells, even though nasal immunization
induces higher numbers of sIgA+ B cells in NALT (41,42).
In human tonsils, approximately one half of cells are B
lymphocytes, and they mainly occur in follicle-containing
GCs (46). Most human tonsillar B cells are actually sur-
face IgG-positive (sIgG+); however, significant numbers of
sIgM+ and sIgA+ B cells are also present. The human pala-
tine tonsil also contains a distinct subepithelial B cell pop-
ulation, as is seen in the FAE region of PPs. This B cell
subset differs from both GCs and follicular mantle B cells
(46). These subepithelial B cells located in NALT and GALT
may play a crucial role in immediate Ab production toward
Ag taken up through M cells.

All major T cell subsets are found in the T cell–
dependent areas adjacent to follicles, the interfollicular
regions (IFRs) (Figure 31.5). The parafollicular T cells are
mature and > 97 % of these T cells use the αβ heterodimer
form of TCR. Approximately two-thirds of TCRαβ+ T cells
in the PPs are CD4+ and exhibit properties of Th cells, in-
cluding support for IgA Ab responses (48). Approximately
one-third of the TCRαβ+ T cells in the PPs are CD8+; this
cell subset contains precursors of CTLs (28). These IFRs
contain high endothelial venules (HEVs), a main entry site
for lymphocytes into PPs. The HEVs express mucosal vas-
cular addressin cell adhesion molecule 1 (MAdCAM-1), a
ligand for the α4β7 integrin, which determines a selective
gut-tropism migration for lymphocytes (49,50). The T cell-
rich IFRs overlap with the B cell follicles in some areas,
providing an important place for initial T–B cell interac-
tions.

Immunohistologic studies have revealed the unique dis-
tribution of DCs. In the PPs, DCs are divided into at least
three distinct populations (51,52). First, myeloid-type DCs
expressing CD11b are located in the subepitheliual dome
(SED) region. The second DC population in the PPs is
CD8α+ lymphoid DCs residing in the T cell–rich IFRs. Ad-
ditionally, PPs contain DCs expressing neither CD11b nor
CD8α, which are called DN DCs. The DN DCs are exclu-
sively found in both SED and IFRs. The distribution of
different populations of DCs in the PPs is at least partially
determined by chemokines and their receptors (51,52).
CD11b+ myeloid DCs express CCR6, which allow their mi-
gration toward CCL20 selectively expressed by FAE. Con-
sistent with this, CD11b+ DCs were markedly reduced in
the SED of PPs in CCR6-deficient mice (53). In addition to
the interaction between CCR6 and CCL20, the interaction
between CCR1 and CCL9 plays a nonredundant role in the
migration of CD11b+ DCs into the FAE of PPs. Addition-
ally, all DCs in the PPs expressed CCR7, allowing them to
migrate into the IFRs toward cells producing CCL19 and
CCL21. It has been demonstrated that DCs also play an
important role in the respiratory immune system; however
their distribution remains unclear.

Distinct Pathway for MALT Organogenesis

GALT Organogenesis

Although similar in terms of anatomy and histology, the
MALTs of the respiratory and intestinal immune sys-
tem differ in their organogenesis (34,41,42). The models
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FIGURE 31.6 Distinctively orchestrated organogenesis of MALTs of PPs and NALT. Initial phase
of the tissue genesis program of PPs operates during embryogenesis. The development of IL-
7R+CD3−CD4+CD45+ PP inducer cells requires Id2 and RORγ t genes. IL-7R+CD3−CD4+CD45+

PP inducer cells accumulate initially at the tissue anlagen and specifically interact with VCAM-1+

PP organizer cells. This cell-to-cell interaction induces subsequent activation of LT-βR–associated
molecules such as NIK and IKKα for the induction of adhesion molecules and chemokines by
PP organizer cells, which leads to the further recruitment of T cells, B cells, and DCs. Recently,
RET+CD11c+ cells expressing LT-β have been identified as a new member of inducer cells that
contribute to the initiation phase prior to the appearance of IL-7R+CD3−CD4+CD45+ PP inducer
cells. In comparison to the PP organogenesis program, NALT organogenesis is initiated in a
postnatal manner and is totally independent of IL-7R-LT/LT-βR-NIK–mediated tissue genesis
signaling pathway. For the development of NALT inducer cells, like PPs, Id2 is necessary for the
differentiation of CD3−CD4+CD45+ NALT inducer cells but does not require RORγ t.

describing the development of PPs have been studied in
some detail in mice. A cluster of mesenchymal-lineage
VCAM-1+/ICAM-1+ cells occur in the upper small intestine
beginning at embryonic day 15 to 16 (Figure 31.6). These
cells are termed PP organizers and express lymphotoxin
β receptor (LT-βR). Subsequently, lymphoid-lineage IL-
7R+CD3−CD4+CD45+ PP inducer cells appear to be the
anlagen of the PPs at embryonic day 17.5. Following stim-
ulation signals provided through IL-7R, PP inducer cells
express LT-α1β2 to activate PP organizer cells through
LT-βR, and then PP organizer cells produce chemokines
such as CXCL13 and CCL19 to stimulate PP inducer cells
through CXCR5 and CCR7 (Figure 31.6). The reciprocal

interaction between inducer and organizer cells through
the chemokine and cytokine receptors is essential for the
initiation of PP formation, and the loss of any part of
the signaling program is sufficient to disrupt PP develop-
ment, as evidenced by the loss of PPs in LTβR−/− and IL-
7Rα−/− mice and the partial reduction in the formation
and number of PPs in CXCR5−/− mice (34,41,42). In ad-
dition, alymphoplasia (aly/aly) mice, with a mutation in
the NF-κB-inducing kinase, which appears to act down-
stream of LT-α1β2/LT-βR signaling, also fail to develop
PPs (54). Further evidence in support of this model comes
from studies showing that mice lacking the CD3−CD4+

CD45+ IL-7R+ inducer cells due to genetic deletion of the
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transcription regulators Id2 or RORγ t also completely
lack the formation of PPs and LNs (34,41,42). Another
study revealed that defects in the Foxl1 gene, which en-
codes a winged helix transcriptional regulator expressed
in the mesenchymal layer of both the developing and
mature GI tract resulted in the delayed formation of
PP organizing centers as revealed by the expression of
VCAM1 and IL-7R at 17.5 days postcoitus (55). In ad-
dition to IL-7R+CD3−CD4+CD45+ PP inducer cells and
stromal organizer cells, a recent study has shown that
the IL-7R−CD3−CD4−CD45+c-kit+CD11c+ hematopoi-
etic population expressing LT-β has an important role in
the initiation stage of PP formation (56). These cells ex-
press the receptor tyrosine kinase (RET), which is essen-
tial for the mammalian enteric nervous system formation
and is also crucial for PP formation. Thus, the RET ligand
ARTN induces the formation of ectopic PP-like structures.
In humans, PPs develop during prenatal life, a situation
also seen in sheep, pigs, dogs, and horses, and it is thought
that a similar tissue genesis program is involved.

The formation of ILFs also requires LT-β and LT-βR–
dependent events (34,41,42). However, the LT-β and LT-
βR–dependent events in ILF formation are chronologically
different from PP development. ILF formation can occur
postnatally and requires LT-β-expressing B lymphocytes
(34). Consistent with this fact, treatment with LT-βR-Ig fu-
sion protein during the postnatal period suppresses ILFs
but not PPs (42). It was also demonstrated that immature
ILFs with clusters of B220+ cells are present in the intes-
tine of germ-free mice, but exogenous stimuli including
bacterial Ags/mitogens are required for the completion of
the lymphoid organization of ILFs, including GC forma-
tion (34,41,42). In activation-induced cytidine deaminase
(AID)-deficient mice, ILFs developed hyperplasia. A subse-
quent study demonstrated that the lack of hypermutated
IgA production into the intestinal lumen resulted in the
expansion of segmented filamentous bacteria in the small
intestine of AID-deficient mice (57). Since antibiotic treat-
ment of AID-deficient mice abolished the hyperplasia, it
was proposed that anaerobic bacterial growth induced ILF
hyperplasia. Taken together, these findings suggest that
postnatal and physiological inflammatory signals are es-
sential for the formulation of ILFs in the small intestine.

Like the PPs, inhibition of LT-β–mediated signaling dur-
ing the embryonic stage leads to the inhibition of CP for-
mation in the large intestine (34,41,42). In contrast, in-
creased numbers and enlargement of CPs were noted in
Foxl1-deficient mice, while the size and numbers of PPs
were decreased (55). Additionally, ILFs in the large in-
testine showed a different requirement for LT-β signaling
for their development. Normal ILFs were present in the
small intestine of mice treated with LT-β-Ig fusion pro-
tein in utero (42). However, the same treatment resulted
in the acceleration of ILF formation in the large intestine
(58), suggesting that LT-mediated signaling behaves as a
negative regulator for ILF formation in the large intestine

during the gestational period. One study demonstrated a
critical involvement of the GI tract flora for the develop-
ment of ILFs in the small intestine. Thus, the development
of ILFs in the small intestine did not occur in germ-free
mice, but modest numbers of mature ILFs developed after
the conventionalization of germ-free mice. In contrast, the
development of ILFs in the large intestine is independent
of the gut microbiota (58). These data indicate that small
and large intestines share some parts of a tissue genesis-
associated molecular signaling program for their develop-
ment, but they also possess unique development pathways
to adjust to environmentally different circumstances that
occur between the small and large intestines.

Distinct Features of NALT Organogenesis
Compared with PPs

NALT formation has not been observed during embryoge-
nesis or in newborn nasal tissue. The HEV structure is first
detected in bilateral nasal tissue 1 week after birth, and the
complete bell-shaped NALT formation with lymphoid cells
is seen 8 weeks after birth (40–42). These findings indicate
the presence of a distinct tissue genesis program in the
PPs and NALT, although these tissues have a similar struc-
ture and immunological function as inductive tissues (Fig-
ure 31.6). As mentioned earlier, PP organogenesis requires
a cytokine-signaling cascade involving IL-7R and LT-βR,
and these deficiencies resulted in the lack of PP forma-
tion. However, mice lacking PPs or both PPs and LNs due
to a deficiency in the LT-βR–mediated inflammatory cy-
tokine cascade, including LT-β–deficient, IL-7R–deficient,
and aly/aly mice, and mice treated in utero with LT-β-Ig fu-
sion protein have a normal NALT structure (40–42). These
findings further support the idea that NALT genesis does
not follow the “programmed physiological inflammation”
model typical of PPs. In contrast, deletion of Id2, which is
responsible for the induction of CD3−CD4+CD45+ inducer
cells, impaired the genesis of all secondary lymphoid tis-
sues including both NALT and PPs (Figure 31.6) (40–42).
However, the deletion of the gene encoding RORγ t, the
additional transcriptional regulator for the development
of CD3−CD4+CD45+ inducer cells, resulted in the sup-
pression of PP organogenesis, while NALT development
was normal (40–42). These findings suggest that although
NALT and PPs development depends on inducer cells of the
same phenotype, CD3−CD4+CD45+, those inducer cells
can be categorized as those either dependent on Id2 alone
(for NALT) or dependent on both Id2 and RORγ t (for PPs).

Antigen Sampling and
Presentation in MALTs

As mentioned earlier, MALTs have unique epithelial re-
gions or FAE containing specialized ECs, termed M cells, to
achieve preferential transport of luminal Ag (Figure 31.4)
(44). M cells are characterized by a pocket structure (M cell
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pocket) at the basolateral side harboring a wide variety of
lymphoid cell subsets such as DCs, M�, and lymphocytes.
Unique features of M cells include the fact that in spite
of high uptake of luminal Ag via pinocytosis and endocy-
tosis, they contain only a few lysosomes. In addition, IgA
preferentially binds to the apical sides of M cells (44,59).
Thus, it has been suggested that M cells contribute to the
transport of luminal Ags to underlying APCs without any
Ag digestion or processing.

In addition to serving as a means of transport for lu-
minal Ags, the unique structural features of M cells (e.g.,
short microvilli and the thick glycocalx) and their pre-
dominant expression of receptors for some microorgan-
isms also provide entry sites for pathogens (44,59). For
instance, Yersinia adheres to M cells via the invasin and
the β1 integrin expressed on the Yersinia and M cells, re-
spectively. Salmonella initiate murine infection by invading
the M cells of the PPs. Reoviruses also initiate infection of
the mouse through the M cell, an ability that has been as-
sociated with the reovirus sigma protein. It has also been
suggested that M cells act as the entry site for Prions. Lung
M cells were reported to be the site for entry of Mycobac-
terium tuberculosis into the host, with subsequent uptake
in draining LNs (60). Thus, M cells act as a gateway to the
outside environment, delivering antigenic substrate to the
underlying immune-competent cells for the subsequent in-
duction of Ag-specific immune responses.

Several lines of evidence demonstrated that DCs are
present in the MALTs. Among them, detailed studies have
been performed mainly using PPs and showed that there
are several distinct types of DCs in the PPs, which are
distinguished by the surface expression of CD11b, CD8,
and B220, as described earlier (51,52). In the FAE regions,
CD11b+ DCs and CD11b−CD8− DN DCs are present, and
some of them are associated with M cells, suggesting that
they reside in the M cell pockets (44,52). Upon stimulation
of CD11b+ DCs and DN DCs through microbial infection
or uptake of their products, CD11b+ DCs and some popu-
lations of DN DCs begin to express CCR7, allowing them
to migrate into the IFRs of PPs. Hence, it is likely that
blood-derived CCR6+ DCs migrate into FAE regions via in-
teractions with CCL20, and their activation by microbial
stimulation through M cells results in their migration into
the IFRs. Here, they present Ag to T cells for priming and
subsequent induction of the productive phase of the Ag-
specific immune response. In the IFRs, additional types of
DCs occur. These DC subsets express CD8, but not B220.
The exclusive expression of CCR7 on CD8+ DCs allows
them to reside in the IFRs. A fourth population, the B220+

plasmacytoid DCs (pDCs), are also present in the IFRs and
FAE (51,52). The pDCs perhaps are involved in the gen-
eration of Treg cells for the establishment of a quiescent
state of immune response (termed tolerance) in the harsh
environment of mucosal tissues. These different types of
DCs cooperatively regulate the activation or inhibition of
immune responses induced via MALTs.

Priming of T Cells in Mucosal
Inductive Sites

As CD4+ Th cells mature in response to foreign Ags, they
assume unique characteristics, such as production of dis-
tinct cytokine arrays. The naı̈ve CD4+ T cells have substan-
tial plasticity for development of distinct effector or regula-
tory lineages (Figure 31.7). The environment and cytokine
milieu greatly influences the differentiation of naı̈ve T cells
into Th1 (IFN-γ ), Th2 (IL-4, IL-13), Th3 (TGF-β), Th17
(IL-17) T cells, or CD25+ Foxp3+ IL-10–producing Treg
cells (48). For example, the differentiation of Th1 cells pro-
ducing IFN-γ was induced by certain pathogens. These
cells often develop following production of IL-12 by DCs.
In this context, it was previously reported that both DN
DCs and CD8+ DCs secreted high levels of IL-12p70 fol-
lowing microbial stimulation, which led to the predomi-
nant Th1-type responses (51,52). However, CD11b+ DCs
predominantly exist in the FAE regions and produce high
levels of IL-10 in response to microbial stimulation, but
produce little IL-12, which leads to the induction of Ag-
specific T cells secreting IL-4 and IL-10. Of note, IL-10–
producing Treg cells are preferentially induced by CD11b+

DCs, indicating that CD11b+ DCs have a unique ability to
induce Treg cells.

Recently, an IL-17–producing T cell subset, termed Th17
cells, has also been identified as a new subset of the intesti-
nal T cell repertoire and considered to be responsible for
pathologic inflammatory reactions (61). It is interesting
to note that stimulation of naı̈ve T cells with both TGF-β
and IL-6 resulted in the induction of Th17 cells, while IL-6
inhibited the development of Treg cells in the presence
of TGF-β (62,63). Taken together, the mucosal immune
system has unique T cell–inducing and balancing mech-
anisms for matching CD4+ T cell effector and regulatory
lineage specification, and clearly DCs play a central role in
the education of naı̈ve T cells to be an immunosuppressive
and active under normal conditions.

Other T cell families involved in mucosal immunity
are CTLs. Most CTLs are CD8+ TCRαβ+ and recognize
antigenic peptides through MHC class I–restricted pre-
sentation by infected cells. An obvious question is how
a CTL immune response is initiated given that mucosal
inductive sites, which harbor CTL precursors (pCTLs),
are separate from effector sites, such as infected ECs
where activated CD8+ CTLs function. A partial answer
is that the M cell has specific receptors for mucosal
viruses, best exemplified by reovirus. As described earlier,
using the sigma one protein, the reovirus enters the M
cell in both NALT and GALT (44,59). It is likely, though
less well documented that other enteric viruses, such as
rotavirus and respiratory pathogens, such as influenza
and respiratory syncytial virus (RSV), also enter the mu-
cosal inductive pathway via M cells (44,59). Further, it
was shown that administration of attenuated virus into
the GI tract results in the induction of increased pCTL
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FIGURE 31.7 Various induction pathways for the generation of versatile mucosal T cells for the
induction of productive and quiescent immune responses. Naı̈ve T cells are primed and stimu-
lated via a molecular network with the recognition of peptide Ag presented by MHC molecules,
costimulatory molecules, and cytokines. After receiving stimulation, naı̈ve T cells differentiate
into immunologic (effector T cells) or tolerogenic (Treg cells) cell types for subsequent immunity.

frequencies in the PPs (64). Similarly, virus-specific CTLs
were detected in NALT as well as in mediastinal, sub-
mandibular, and cervical LNs after nasal immunization
with attenuated virus (65). These findings clearly demon-
strate that PPs and NALT play a pivotal role in the induc-
tion of Ag-specific CTLs in addition to the generation of Ag-
specific IgA-committed B cells; the molecular and cellular
pathways underlying the CTL induction in the inductive
tissues (e.g., involvement of DCs) remain obscure.

Immunoglobulin Isotype Switching in
Mucosal Inductive Sites

T Cells for IgA Class Switching

The cross-talk among DCs, T cells, and B cells in mucosal
inductive tissues promotes the IgA-commitment of B cells,
which undergo μ to α isotype class swich recombination

(CSR) (Figure 31.8) (66). This μ to α isotype CSR is likely
dependent on Ag stimulation in GCs, where naı̈ve B cells
interact with local CD4+ T cells and with follicular Ag-
trapping DCs (FDCs) in the presence of specific cytokines.
Hence, depletion of CD4+ T cell subsets markedly affects
mucosal immune responses, including diminished levels
of sIgA+ B cells (67). Consistent with this, clear evidence
was presented that clones of T cells from murine GALT,
when mixed with noncommitted sIgM+ B cells, induced
isotype switching to B cells expressing surface IgA (sIgA+)
(68). The initial studies with murine T switch (Tsw) cells
used T cell clones derived by mitogen stimulation and IL-2
supported outgrowth, and when Tsw cells were added to
sIgM+ sIgA− B cell cultures resulted in marked increases in
sIgA+ cells (68). This result suggests that cognate interac-
tions between Tsw and B cells are required for induction
of the IgA class switch. Other studies have revealed that
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FIGURE 31.8 MALT-dependent and alternative pathways for the production of intestinal S-IgA
Abs. In the MALT-dependent pathway (e.g., Peyer’s patch), DCs take up luminal Ag via M cells,
and then present the peptide to CD4+ Th cells after intracellular processing of Ags in PPs. Ag-
primed Th cells produce IL-4 and TGF-β, allowing B cells to undergo μ to α CSR. Simultaneously,
retinoic acid (RA) produced by DCs increases gut homing receptors (α4β7 integrin and CCR9)
on Ag-primed IgA-committed B cells. In the LP, Th2 cell-derived IL-5 and IL-6 induce terminal
differentiation of sIgA+ B cells to become IgA-producing PCs secreting dimeric (or polymeric)
forms of IgA. The dimeric IgA (dIgA) binds to the pIgR expressed on the basolateral surface of
ECs and transports the dIgA into the lumen as S-IgA. In the alternative pathway, peritoneal B
cells (mainly B1 cells) migrate into the LP, where they differentiate into IgA-producing PCs under
the influence of IL-5 and IL-15.

T–B cell interactions support B cell switches and have pos-
tulated a major role for the CD40 receptor on GC B cells
with CD40 L on activated T cells (66,69). Evidence for Tsw
cells in human IgA responses has stemmed from an earlier
study with T cell clones obtained from human appendix.
These T cell clones and their derived culture supernatants
exhibited preferential help for IgA synthesis (70).

Cytokines for IgA Class Switches

The most definitive studies to date suggest that several cy-
tokines are involved in the B cell switching to IgA (66).
The first studies showed that addition of TGF-β to LPS-

triggered mouse splenic B cell cultures resulted in switch-
ing to IgA, and IgA synthesis was markedly enhanced by
IL-2 (71) or IL-5 (72). It was also shown that TGF-β in-
duced sterile Cα germline transcripts (72), an event that
clearly precedes actual switching to IgA. Molecular path-
ways of TGF-β–induced Cα germline transcripts have been
clarified (46). For example, transcriptional activation of
the CHα gene requires the TGF-β–mediated activation of
Smad3/4 and the de novo synthesis of core-binding factor
(CBF) α3 that binds to the Smad-binding elements (SBEs)
and CBF sites on the intronic CHα promoter region (46,66).
Other studies showed that TGF-β induced human B cells
to switch to either IgA1 or IgA2, an event clearly shown
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to be preceded by formation of Cα1 and Cα2 germline
transcripts (46). It can be presumed that TGF-β induces μ

to α switches in normal physiologic circumstances, since
sIgM+, sIgD+ B cells triggered through CD40 were induced
to switch to IgA by TGF-β and to secrete IgA in the pres-
ence of IL-10 (73,74).

Although one would predict that deletion of the TGF-β
gene would lead to a negative influence on the IgA im-
mune system, the TGF-β gene knockout mice unfortu-
nately die from a generalized lymphoproliferative disease
3 to 5 weeks after birth, making it difficult to use this model
to investigate the role of TGF-β in IgA regulation in vivo.
Nevertheless, conditional mutagenesis (Cre/loxP) was used
to knock out the TGF-β receptor in B cells, showing that
these mice exhibited expanded peritoneal B1 cells and B
cell hyperplasia in PPs and a complete absence of serum
IgA (75).

Molecular Mechanisms of IgA Class Switch
Recombination

Isotype switching involves the recombination between
tandem repetitive DNA sequences (switch or S regions)
located 5′ of the respective CH genes. Switching is an irre-
versible DNA deletional event in which recombination be-
tween upstream and downstream S regions forms a DNA
circle containing the deleted intervening CH genes. Isotype
switching can also be induced by cytokines in combination
with activation signals provided by mitogens such as LPS
or through the more physiological T cell CD40 L and B cell
CD40 interactions as discussed earlier (46,66). Several tan-
gible events, including demethylation of 5′ flanking region
DNA, DNAse hypersensitivity, and transcription of unrear-
ranged H chain genes, precede cytokine-induced switch-
ing. Germline transcription initiates 5′ of the targeted CH

gene upstream of so-called I region exons that contain stop
codons in all translational reading frames, thus the result-
ing transcripts are “sterile.” I exons have been identified for
all isotypes and subclasses, and in general their deletion,
for example, in I exon-knockout mice, results in impaired
switching to that isotype or subclass (76). An apparent ex-
ception has been observed for IgA switching, where re-
placement of the Iα exon with an irrelevant human gene
construct in the gene transcriptional orientation did not
impair B cell switching to IgA (77). These studies rule out
a direct role for the I exon in controlling switch recombina-
tion. However, transcription of the Cα locus was found to
be constitutive in the Iα-targeted mice, in contrast to other
I region KO mice. It seems likely that cytokine-induced
germline transcripts themselves direct cytokine-regulated
isotype switching (46,66).

A dramatic breakthrough in our understanding of CSR
came with the discovery of the AID gene, initially identified
in GC B cells and subsequently cloned from B lymphoma
cells stimulated with CD40 L, IL-4, and TGF-β, which were

undergoing μ to α switches (78). AID exhibits a single-
stranded DNA deaminase activity and associates with the
CSR target chromatin in a germline transcription-coupled
manner (78). As may be expected given the ability of PPs,
ILFs, and NALT to induce the generation of IgA-committed
B cells, AID expression and Iα-Cμ circle transcripts and
their reaction products are always detected in these in-
ductive tissues (79).

The dogma that μ to α switching only occurs in mu-
cosal inductive sites is challenged by several recent find-
ings. Overexpression of AID in μ+ B lymphoma cells re-
sulted in spontaneous class switching from IgM to IgA in
the complete absence of TGF-β or other cytokines. Mice
defective in the AID gene (AID−/−) exhibit a hyper IgM
syndrome with no evidence of downstream switching (78).
However, studies revealed that AID−/− mice have a subset
of B220+ sIgA+ B cells in LP (an effector site) and the
presence of circles of “looped out” DNA suggest that μ

to α switching had just occurred in this site (80). Along
these lines, it was also revealed that B cell–deficient μMT
mice also exhibit LP IgA+ PCs, suggesting that switches
to IgA can occur even during preB cell development (81).
Although this issue is still a subject of debate, μ to α B
cell switches may occur throughout the mucosal immune
system and in the complete absence of GCs.

In contrast to the dominant class switch to IgA in the
PPs, B cell development in NALT leads to the production
of both IgA and IgG (41,42). It had been previously estab-
lished that the development of IgA-committed cells in the
presence of TGF-β was characterized by sequential CSR
from Cμ to Cα via a Cγ pathway-mediated by CD40 en-
gagement (82). It is also interesting to note that human
tonsils have been shown to contain a high frequency of
IgG B cells in addition to IgA (83). These findings may ex-
plain the equal commitment of B cells to IgG and to IgA
in NALT, but further analysis will be required to reveal the
molecular mechanism involved in the generation of mu-
cosal B cells with those two different isotypes.

Trafficking and Homing from Mucosal
Inductive into Effector Sites

Following T cell priming and CSR to IgA-committed B cells
through their interaction with DCs, both B and T cells em-
igrate from the inductive tissue (e.g., PPs and NALT), cir-
culate through the bloodstream, and home to distant mu-
cosal effector compartments, especially the LP regions of
the GI, respiratory and reproductive tracts (Figure 31.8).

Several early studies demonstrated that lymphocytes
circulated from blood to LNs and that thoracic duct lym-
phocytes were retained primarily in the intestine (50). A
direct route for B cell migration between PPs and dis-
tant LP was revealed by the finding that rabbit GALT
B cells repopulated the gut with IgA PCs (84). Further,
the mesenteric lymph nodes (MLNs) of orally immunized
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animals were found to contain Ag-specific precursors of
IgA PCs that repopulated the LP of gut and mammary,
lacrymal, and salivary glands (50). Studies of the origin,
migration, and homing of lymphoid cells from mucosal
inductive to effector tissues were of basic importance for
parallel attempts to induce Ag-specific immune responses.
Consequently, specific Abs in glandular secretions could
be induced in human and animal experiments by oral or
bronchial immunization. These studies served as the basis
for demonstrating the existence of a CMIS. This may ex-
plain the phenomena that immunization via one mucosal
site often activates other, remote mucosal sites. However,
immunization via certain mucosal inductive tissues can
lead to the preferential induction of humoral immune re-
sponses in the same mucosal site, which is basically deter-
mined by site-specific combination of adhesion molecules
and chemokines.

Recently, a lipid mediator, S1P has been identified as
a key regulator of lymphocyte emigration from the orga-
nized lymphoid structures including the thymus and sec-
ondary lymphoid organs (85). Lymphocytes increase the
S1P receptor, especially type 1 S1P receptor, when they em-
igrate from the secondary lymphoid organs, allowing them
to emigrate from the lymphoid tissues to the blood where
S1P is present in high concentrations (100 nM to 300 nM)
(85). Several studies have now suggested that the S1P-
mediated pathway is involved in the regulation of T cell
emigration from mucosal inductive tissues (e.g., PPs) (85).
In addition to T cells, it was recently found that B cell traf-
ficking, especially IgA+ plasmablasts, is selectively regu-
lated by S1P in the emigration of B cells from the PPs and
their entry into the macosal migration pathway for the fi-
nal destination of LP (85a).

Lymphocyte Homing in the GI Tract

Lymphocytes enter mucosal or systemic lymphoid tissues
from the blood through specialized HEVs, which consist
of cuboidal endothelial cells. In GALT, HEVs are present
in the interfollicular zones rich in T cells (41,42,50). The
endothelial venules in effector sites such as the LP of the
GI tract are less pronounced and tend to occur near villus
crypt regions. Mucosal addressin cell adhesion molecule-1
(MAdCAM-1) is the most important addressin expressed
by HEVs in the PPs and LP (Figure 31.9) (50). Likewise,
peripheral lymph node addressin (PNAd) and vascular cell
adhesion molecule (VCAM)-1 are the principal addressins
expressed by peripheral lymph node (PLN) and skin HEVs,
respectively. The major homing receptors expressed by
lymphocytes are the integrins, a large class of molecules
characterized by a heterodimeric structure of α and β

chains. In general, the type of homing receptor is deter-
mined by the integrin expressed with the α4 chain; the β1

integrin characterizes the homing receptor for the skin and
the β7 integrin that for the GI tract. Thus, the pairing of α4

with β7 represents the major integrin molecule responsible
for lymphocyte binding to MAdCAM-1 expressed on HEVs
in the PPs and LP (Figure 31.9) (49). In addition to α4β7

integrin, the C-type lectin family of selectins that includes
L-, E-, and P-selectins, also serve as homing receptors. L-
selectin has a high affinity for carbohydrate-containing
PNAd, and this lectin addressin is of central importance
in PLN homing of B and T cells (41,42,50). Despite this
homing pair, L-selectin can also bind to carbohydrate-rich
MAdCAM-1 and is an important initial receptor for hom-
ing into GALT HEVs. Interestingly, naı̈ve B and T cells des-
tined for GALT express L-selectin; moderate levels of α4β7

(α4β7
+) and memory lymphocytes destined for LP express

higher levels of α4β7 (α4β
high
7 ) and lack L-selectin (Figure

31.9). Similarly, human tissues revealed naı̈ve T and B cells
in HEVs, which expressed both L-selectin and α4β7 inte-
grin, while memory T and B cells in efferent lymphatics
expressed α4β7 integrin but not L-selectin (86). These data
indicate that naı̈ve and memory lymphocytes utilize a dif-
ferent regulation pathway for their migration into the GI
tract.

In addition to the integrin-mediated regulation,
chemokines have been directly involved in lymphocyte
homing, and different chemokine-receptor pairs control
migration into different lymphoid tissues (Figure 31.9)
(50,85). For example, loss of secondary lymphoid tis-
sue chemokine (SLC/CCL21) results in lack of naı̈ve T
cell or DC migration into PPs or spleen. Further, the
chemokine receptor CCR4, which responds to the thymus
activation-regulated chemokine (TARC/CCL17) and M�-
derived chemokine (MDC/CCL22), mediates arrest of skin-
homing T cells but does not affect α4β

high
7 T cell migration

in the GI tract. However, gut-tropism, especially into the
small intestine, is determined by the CCR9, selectively ex-
pressed on IgA-, but not IgM- or IgG-committed B cells
(Figure 31.9) (50,85). The ligand of CCR9 is CCL25, also
known as thymus-expressed chemokine TECK, which is
produced dominantly by the small intestinal epithelium,
determining the selective homing of sIgA+ B cells into the
small intestinal LP (50,85). Although the detailed mecha-
nism remains to be investigated, it has been reported that
the migration of sIgA+ B cells to the large intestine may be
due to the expression of MEC/CCL28 (50). Similarly, hu-
man memory T cell migration into the LP of the GI tract
is mediated by the TECK/CCL25 expressed on intestinal
epithelium, and gut-homing α4β

high
7 T cells specifically ex-

press CCR9 (50). In addition to the LP T cells, αEβ+
7 and

α4β
high
7 IELs also expressed CCR9 in human and mouse,

suggesting that TECK-CCR9 is also involved in lymphocyte
homing and arrest of IEL in the small intestinal epithelium
(50).

Several lines of evidence have suggested that GALT DCs
play a crucial role in determining the gut tropism of T
and B cells (Figure 31.8) (87). α4β7 integrin and CCR9
were induced on Ag-primed T cells by GALT DCs, but not
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FIGURE 31.9 Mucosal lymphocyte migration-adhesion pathway. Lymphocyte migration is con-
sistent with 1) rolling, 2) activation, 3) adhesion, and 4) transmigration or diapedesis. Effec-
tor/activated lymphocytes migrate to the mucosal effector sites, such as pulmonary tissue via the
pulmonary vasculature (A), nasal passages (C), and intestinal LP (D) via endothelial venules. Naı̈ve
lymphocytes migrate into the PPs with interaction of lymphocytes and HEVs (MadCAM-1/α4β7

integrin) in a chemokine-dependent pathway (e.g., CCL19, 21/CCR7 (T cells), CXCL12/CXCR4,
CXCL13/CXCR5 (B cells) (B).

other DCs, respectively interacting with the MAdCAM-1 ex-
pressed by HEVs in the intestinal LP and the TECK/CCL25
produced by small IECs. Recent work has revealed that
retinoic acid (RA) produced by GALT DCs is involved in
the imprinting of T and B cells for gut homing (88,89). RA
is a metabolite of vitamin A, and GALT DCs express RA-
producing enzymes (alcohol dehydrogenases). Thus, sig-
nificantly decreased numbers of gut T and B cells were
noted in vitamin A–deficient mice (88,89).

Although CD8+ CTLs utilize similar migration path-
ways into mucosal immune compartments, CD8+ CTLs
additionally migrate into the epithelium. This is reason-
able because ECs are the primary cells infected with many
viruses and bacteria and should be recognized by CD8+

CTLs. Although mucosal effector tissues such as the in-

testinal epithelium contain high numbers of γ δ T cells
as key players in innate immunity as mentioned earlier
(25), virus-specific CTLs in IELs greatly contribute to the
acquired phase of immunosurveillance in the epithelium
itself. The homing of IELs into the epithelium is also
determined by the adhesion molecules and chemokines
(25). Like migration of other T cells into the intestinal
compartment, CCR9 play an important role in the deter-
mination of IEL trafficking into the epithelium. In addi-
tion, the various chemokine receptors expressed on IELs,
such as CCR3, CCR4, CCR5, and CXCR3, may play pivotal
roles in the alternative pathway of IEL trafficking (Fig-
ure 31.9) (25). The α4β7 integrin also contributes to the
regulation of IEL trafficking. Thus, β7 integrin-deficient
mice showed critically reduced numbers of IELs in the
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intestine (49). Integrin-mediated interactions between
IECs and IELs play a pivotal role not only in the migration
of the IELs into the intestine, but also in the retention of
IELs at the epithelium. CD103 (αE integrin) is exclusively
expressed on IELs; it interacts with E-cadherin expressed
on ECs (Figure 31.9) (26). It was previously reported that
TGF-β induced down-regulation of α4β7 integrin and si-
multaneously up-regulated CD103. Thus, α4β7 integrin ex-
pression was reduced following IEL entry into the small
intestinal epithelium, a reduction that coincided with an
increase in CD103 expression (87). In addition to the TGF-
β–mediated pathway, a recent study proposed that CCR9-
mediated signaling promoted the induction of CD103, a
retention molecule of IELs in the epithelium (87).

Lymphocyte Homing in NALT and
Lung-associated Tissues

Unlike PP HEVs, which are found in T cell zones, murine
NALT HEVs are found in B cell zones and express PNAd
either alone or associated with MAdCAM-1 (Figure 31.9)
(41,42). Further, anti-L-selectin but not anti-MAdCAM-1
Abs blocked the binding of naı̈ve lymphocytes to NALT
HEVs, suggesting predominant roles for both L-selectin
and PNAd. Consistent with this, the failure of human ton-
sillar cells to demonstrate selective α4β7 expression and the
lack of MAdCAM-1 expression on tonsil or adenoid HEVs
make it likely that gut-homing does not extend to human
NALT and associated LNs. However, nasal immunization
induces up-regulation of α4β1 integrin and CCR10, allow-
ing selective trafficking of B cells to nasal passage epithe-
lium expressing their ligands, VCAM-1 and CCL28, respec-
tively (Figure 31.9) (41,42). It is interesting to note that the
same molecules are involved in the trafficking to the geni-
tourinary tract (41,42), which may explain why high levels
of Ag-specific immune responses are induced in the genital
tract after nasal immunization (Figure 31.9).

Early induction of VCAM-1, E-selectin, and P-selectin
in the pulmonary vasculature was reported during pul-
monary immune responses with an initially increased ex-
pression of P-selectin ligand by peripheral blood CD4+

and CD8+ T cells (50). The number of cells expressing P-
selectin ligand then declined in the blood as they accu-
mulated in the bronchoalveolar lavage fluid. The very late
antigen (VLA-4) could be an important adhesion molecule
involved in the migration of activated T cells into the lung
since migration of VLA-4+ cells into bronchoalveolar fluid
is impaired following treatment with anti-α4 Ab. Other in-
vestigators have shown that Ag-specific L-selectinlow CTL
effectors rapidly accumulate in the lung following adop-
tive transfer to naı̈ve mice with reduced pulmonary viral
titers early during infection.

An interesting approach used to address the homing of
human cells in the NALT was the analysis of tissue-specific
adhesion molecules after systemic, enteric, or nasal immu-

nization (90). This study showed that following systemic
immunization, most effector B cells expressed L-selectin,
with only few cells expressing α4β7, while after enteric
(oral or rectal) immunization the opposite held true. In-
terestingly, effector B cells induced by nasal immuniza-
tion displayed a more promiscuous pattern of adhesion
molecules with a large majority of these cells expressing
both L-selectin and α4β7 integrin.

S-IgA Formation and Transport

Distribution of Ig Isotypes

Measurement of combined synthesis of Ig of all isotypes
indicates that in a 70 kg individual, around 8 g of Ig are
produced every day (Table 31.1) (91). Divided by individ-
ual isotypes, humans produce ∼5 g IgA, ∼2.5 g IgG, ∼0.6
g IgM, and trace amounts of IgD and IgE per day. Approx-
imately one half of IgA is internally catabolized mainly
in the liver, and the remainder is actively and passively
transported into external secretions (91). It is estimated
that ∼ 50 % to 70 % of total IgA is selectively transported
into external secretions; daily, over 3 g of IgA are deposited
on a large surface area of mucosal membranes. Studies
that addressed the tissue origin of S-IgA demonstrated that
∼ 99 % is produced locally in mucosal tissues and glands.
Extensive studies of the distribution of Ig-producing
cells in various mucosal tissues and glands by the im-
munofluorescence technique and ELISPOT convincingly

◗ TABLE 31.1 Levels of Immunoglobulins in Human
External Secretions (μg/ml)a

IgA IgG IgM

Tears 80–400 trace-16 0–18
Nasal fluid 70–846 8–304 0
Parotid salivab 15–319 0.4–5 0.4
Whole saliva 194–206 42 64
Bronchoalveolar fluid 3 13 0.1
Colostrum and milk 470–12,340 40–168 50–610
Hepatic bile 58–77 88–140 6–18
Gallbladder bile 92 12 46
Duodenal fluid 313 104 207
Jejunal fluid 32–276 4–340 2
Colonic fluid 240–827 1 trace-860
Intestinal fluidc 166 4 8
Urine 0.1–1.0 0.06–0.56
Ejaculate 11–23 16–33 0–8
Cervical fluid 3–133 1–285 5–118
Vaginal fluid 35 52

aHigh variability in Ig levels is due to the method of collection, dilution of
specimens by lavage fluids, methods of measurements, including the use
of appropriate standards (S-IgA versus monomeric IgA) flow rates and
stimulation of secretions, hormonal states, and the health status of the
individual.

bUnstimulated or stimulated.
c Whole gut lavage.
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FIGURE 31.10 Comparative distribution of human B cells in systemic and mucosal compart-
ments. A: Quantitative distribution and Ig isotypes. B: Distribution of IgA subclasses. C: Distri-
bution and properties of IgA produced in the systemic and mucosal compartments.

demonstrated a remarkable preponderance of IgA-
producing cells in all such tissues (Figure 31.10A) (46).
The only exception is the uterine cervix, where the num-
bers of IgG-producing cells are equal or slightly exceed
IgA-producing cells (91). However, there are tissue-specific
differences in the proportions of IgA-, IgG-, IgM-, and IgD-
positive PCs. For example, nasal mucosa contains on aver-
age 69% IgA-, 17% IgG-, 6% IgD-, and 6% IgM-positive
cells, while in the large intestine 90% of cells are posi-
tive for IgA, 6% for IgM, and 4% for IgG (46). Moreover,
cells producing IgA1 or IgA2 also display a characteris-
tic tissue distribution (Figure 31.10B) (46,91). Systemic
lymphoid tissues (e.g., spleen, tonsils, LNs, and bone mar-
row), as well as most of the mucosal tissues (nasal, gastric,
and small intestinal mucosa and to a lesser degree glan-
dular tissues) contain more IgA1- than IgA2-producing
cells, while in the large intestine and the female genital
tract tissues, IgA2-producing cells are more frequent than
IgA1 cells (Figure 31.10B). Although direct experimental
evidence is not available, it has been speculated that this
tissue-specific distribution of IgA1- or IgA2-producing cells
is related to the differences in the origin of IgA1 and IgA2
precursors and perhaps their distinct homing patterns. Al-
ternatively, Ag-driven clonal expansion in various mucosal

tissues may also be involved. For example, most of the nat-
urally occurring S-IgA Abs to bacterial endotoxin is asso-
ciated with the IgA2 isotype (91). Thus, it is likely that en-
dotoxin abundantly present in the large intestine induces
clonal expansion of IgA2-producing cells in this locale.

Distribution of Polymeric or Monomeric
IgA-Producing Cells

Analyses of molecular forms of IgA in supernatants of cells
and tissue explants obtained from systemic and mucosal
compartments, tissue perfusates, and immunohistochem-
ical studies of such tissue demonstrated that the separate
populations of pIgA- and monomeric IgA (mIgA)-secreting
cells display a characteristic tissue distribution (46,91).
Typically, almost all IgA-producing cells in the normal bone
marrow produce mIgA (Figure 31.10C). The admixture of
peripheral blood in the bone marrow specimens grossly in-
fluences the results because peripheral blood lymphocytes
secrete, especially after stimulation, predominantly pIgA
and little mIgA (92). Supernatants collected from in vitro
cultured human LNs and spleen contained both forms,
usually with the preponderance of mIgA. In contrast, such
supernatants or perfusates of mucosal tissues, especially
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in the GI tract, contain pIgA as the dominant form (Figure
31.10C).

Structure of Secretory IgA (S-IgA)

When compared to its serum counterpart, IgA in external
secretions (called S-IgA) displays unique structural fea-
tures with respect to its molecular form, chain compo-
sition, and IgA subclass distribution (91). Examinations
of sera and mucosal secretions, culture supernatants, and
cell lysates, and immunohistochemical studies of systemic
and mucosal lymphoid tissues indicated that pIgA contains
joining (J) chain as a typical component and that J chain–
containing pIgA is capable of binding to pIgR and its extra-
cellular region, SC (9). Consequently, the presence of intra-
cellular J chain and the ability to bind SC have been taken
as markers for pIgA- or IgM-producing cells. In humans,
almost all serum IgA is present in a monomeric form (sed-
imentation constant 7S) and contains two heavy (α) and
two light (either κ or λ) chains, and ∼85% belongs to the
IgA1 and ∼15% to the IgA2 subclass. Only a small but vari-
able fraction (1% to 10%) of serum IgA is found in a poly-
meric form and contains an additional polypeptide-joining
(J) chain. In contrast, ∼90% of S-IgA occurs in a polymeric
form (dimers and tetramers with sedimentation constants
11S and 15.5S, respectively) and is associated with J chain
acquired during the transepithelial transport via the pIgR.
The structure of a typical dimeric IgA molecule is shown
in Figure 31.11. Two mIgA molecules are mutually linked
by disulfide bridges through their Fc regions; J chain is
bound to the penultimate Cys residues of α chains. Al-
though SC interacts noncovalently with the Fc regions of
both monomers, it is attached by disulfide bridges to only
one of them, and there are no covalent bonds formed be-
tween J chain and SC.

Mammalian α chains with molecular mass ∼50 kDa
contain one variable and three constant region domains.
There are high numbers of Cys residues involved in the for-
mation of intrachain and interchain disulfide bridges with
another α chain, L and J chains, and SC (91). In addition, α
chains can form complexes with a number of plasma and
secretory proteins including albumin, amylase, lactoferrin,
glycosyltransferases, and proteolytic enzymes. An unusual
hinge region is present in the middle of the α chain of IgA1,
between Cα1 and Cα2 domains (46,91). This 13 amino
acid–long hinge region is reminiscent of mucin (high con-
tent of Pro, Ser, and Thr residues) and carries 3-5 O-linked
oligosaccharide side chains (Figure 31.11). Although IgA is
quite resistant to common proteolytic enzymes, the hinge
region contains peptide bonds susceptible to the cleav-
age by highly substrate-specific IgA1 proteases of bacterial
origin (e.g., Streptococcus pneumoniae, Neisseria meningi-
tidis, N. gonorrhoeae, Haemophilus influenzae, and several
other species of bacteria) (93). Comparative structural and
genetic studies of IgA molecules from many species indi-
cate that molecules of the IgA2 subclass represent phylo-
genetically older forms and that the IgA1 subclass arose in
hominoid primates by insertion of a gene segment encod-
ing the hinge region (91). The Fcα region, particularly its C
terminus, displays a high degree of sequence homology to
the μ chain of IgM, including the characteristic C terminae
“tail” (an ∼18 amino acid extension over the C terminus of
γ , δ, and ε chains of corresponding Ig isotypes) involved in
the polymerization and ability of α and μ chains to bind J
chain. Both IgA1 and IgA2 contain 6% to 8% of glycans as-
sociated in the form of ∼2 to 5 N-linked side chains within
the Fc region; as described earlier, the hinge region of IgA1
also contains O-linked glycans (91).

J chain is a chacteristic polypeptide chain present in
pIgA and IgM (94). It has a molecular mass of 15 kDa

FIGURE 31.11 Molecular di-
mensions, proteolytic fragments,
and domain structure of the hu-
man dimeric S-IgA1 molecule.
Dimeric or polymeric IgA was
formed by joining each IgA by J
chain. The dimeric or polymeric
forms of IgA are associated with
SC, an extracellular domain of
pIgR. Hinge region between Fab
and Fc is a target site of IgA1 pro-
teases.
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FIGURE 31.12 12 Transcellu-
lar transport of pIgA (or dIgA)
by the pIgR-mediated mechanism
and regulation of pIgR expres-
sion. Subepithelial PCs produce J
chain–associated pIgA that inter-
acts with the epithelial pIgR, and
the pIgA-pIgR complex is transcy-
tosed through the epithelial cells
and released, after the proteolytic
clevage of pIgR, as S-IgA.

and a single N-linked glycan chain and displays an Ig do-
main folding pattern. Of eight Cys residues, six are in-
volved in three intrachain disulfide bridges, and two par-
ticipate in linkages to the penultimate Cys residues of α

and μ chains. A very high degree of homology exists in
the primary structures and antigenic cross-reactivities of
mammalian and avian J chains, indicating that the ba-
sic properties have remained conserved throughout evo-
lution (91). PCs in mucosal effector tissues and glands
assemble pIgA intracellularly from mIgA and J chain as
a last step before its externalization (Figure 31.12). Al-
though the incorporation of J chain is not absolutely re-
quired for polymerization, the ability of pIgA and IgM to
interact with pIgR expressed on ECs or SC depends on the
presence of J chain as demonstrated in J chain knockout
mice (95).

The pIgR specific for the J chain-containing pIgA and
IgM is expressed on the basolateral surfaces of EC of the
GI tract and endocervix, acinar, and ductal epithelia of the
small and large secretory glands (e.g., lacrimal, mammary,
and major and minor salivary glands) in humans (Figure
31.12) (9). In some other species (rats, mice, and rabbits,
but not humans), pIgR is also expressed on hepatocytes (9).
Structurally, pIgR comprises an extracellular region com-
posed of five Ig domain-like structures, with ∼560 amino
acids, a 23 amino acid membrane-spanning region, and
a cytoplasmic region with ∼103 amino acids; the molec-
ular mass of pIgR with attached glycans is ∼110 kDa to

120 kDa. The similarity of the general structural features
of pIgR from a number of mammalian species indicates
that this receptor and its ability to interact with pIg are
conserved in phylogeny.

The N-terminal domain of pIgR interacts with Cα do-
mains (9). The pIgA-pIgR complex is internalized, transcy-
tosed, and finally released at the apical end of the ECs with
the entire process taking ∼30 minutes (Figure 31.12). Sig-
nals for basolateral targeting of pIgR, its endocytosis, and
its transcytosis are encoded in the cytoplasmic region of
pIgR as revealed by deletion mutants. In the final steps,
pIgR is proteolytically cleaved, thus releasing the pIgA-
SC complex; the intracellular and transmembrane regions
are endocytosed and degraded or released from the apex.
Unlike several other receptors, pIgR does not recycle; in-
stead, it remains permanently associated with the ligand
as bound SC (9). Therefore, the transport of pIgA and IgM
is directly dependent on the availability of pIgR on EC (or
hepatocyte) membranes. A number of substances of local
and distant origin influence pIgR expression. Cytokines
produced locally in mucosal tissues and glands (e.g.,
IFN-γ , IL-4, TNF-α, and TGF-β) up-regulate in an addi-
tive or synergistic pattern the expression of pIgR on estab-
lished EC lines, usually of intestinal or endometrial ori-
gin (9). Similarly, ECs from the female genital tract and
mammary gland express pIgR as a consequence of stim-
ulation with hormones, particularly with estrogens, pro-
lactin, and androgens.
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Other IgA Receptors

The Fc region of IgA can interact with other receptors ex-
pressed on structurally and functionally diverse cell pop-
ulations including monocytes/M�/mesangial cells, PMNs,
granulocytes, ECs, hepatocytes, B and T cells, and PCs (96).
Some of these receptors have been structurally defined and
specific reagents are now available for their detection.

The best-characterized receptor expressed on mono-
cytes, neutrophils, and eosinophils recognizes Fcα regions
of both IgA1 and IgA2 with a certain degree of prefer-
ence for pIgA, probably due to the presence of multiple
binding sites on pIgA. This Fcα receptor, designated as
FcαRI (CD89) and detectable by monoclonal Abs, occurs in
several isoforms and is heavily glycosylated (96). Another
study indicates that CD89 is present in minute quantities
also in the circulation in complexes with high molecular
mass IgA (96). Additionally, eosinophils, but not PMNs,
express a receptor for SC, suggesting that S-IgA has the
potential to stimulate eosinophils through an interaction
with SC. Detailed analysis of the molecular properties of
such complexes revealed that FcαRI and IgA were cova-
lently linked, but the high molecular mass IgA complexes
lacked J chain; it can be speculated that the soluble FcαRI
is linked to the binding site occupied in pIgA by J chain.

Binding studies indicate that the sites of interactions
include the first extracellular domain of FcαRI and the
boundary between the Cα2 and Cα3 domains of IgA heavy
chains (96). Cross-linking of FcαRI on cell surfaces trig-
gers phagocytosis, superoxide generation, and release of
inflammatory mediators from PMNs, eosinophils, and M�

(Table 31.2). A receptor specific for the Fc regions of IgA
and IgM has been described and designated as Fcα/μR
(97). However, the biological function of the receptor re-
mains to be elucidated.

It has been previously reported that the transferrin re-
ceptor (CD71) is surprisingly effective in binding IgA1
molecules, especially in their monomeric form (98). Be-
cause the binding of IgA1 is inhibitable by transferrin,
it appears that this novel receptor binds two structurally
highly dissimilar ligands—transferrin as well as IgA1. Al-
though the function of this receptor remains to be deter-
mined, its expression on intestinal ECs suggests it may be
involved in the appearance of mIgA in GI tract secretions.

T Cell Help for IgA Production

Earlier studies revealed that addition of culture super-
natants from DC-T cell clusters, T cell clones, or T cell
hybridomas to cultures of PP or splenic B cells resulted
in enhanced secretion of IgA (99). One factor responsible
for this activity was subsequently shown to be IL-5 (Figure
31.8) (66,72). Removal of sIgA+ B cells from PP B cell cul-
tures abrogated IgA synthesis, demonstrating that this cy-
tokine affected postswitched IgA-committed B cells (100).

◗ TABLE 31.2 Functions/Biological Properties of IgA

Protective Functions in External Secretions

Prevention of Ag absorption from mucosal surfaces due to the
formation of Ag-IgA complexes

Mucus trapping (IgA-mucin complexes entrap microorganisms)
Virus neutralization (in some experiments nonneutralizing Abs may

also be protective)
Enzyme and toxin neutralization
Enhancement of antimicrobial activities of innate factors (e.g.,

lysozyme, lactoperoxidase, and lactoferrin)

Biological Activities in Tissues

Inhibition of C activation in some experiments (polymeric IgA or
glycan-altered IgA may activate complement by the alternative or
lectin pathways)

Enhancement (opsonization) or inhibition of phagocytosis
Inhibition of type I and II hypersensitivity reactions (e.g., anaphylaxis

and Arthus reaction)
Degranulation of eosinophils
Intracellular virus neutralization
Elimination of Ag-IgA immune complexes by ECs and hepatocytes

expressing IgA receptors
Ab-dependent cell-mediated cytotoxicity
Inhibition of NK cell activity
Regulation of the release of inflammatory cytokines

If splenic B cells were used, these cells required stimulation
with LPS before increased IgA secretion occurred. Taken
together, these results suggest that IL-5 induces sIgA+ B
cells that are in cell cycle (blasts) to differentiate into IgA-
producing cells. Human IL-5 is thought to act mainly as
an eosinophil differentiation factor and thus may have lit-
tle effect on B cell isotype switching and differentiation.
It has been reported, however, that human B cells, when
stimulated with the bacterium Moraxella (Branhamella)
catarrhalis, could be induced by IL-5 to secrete IgA, and
also to possibly undergo isotype switching to IgA (99). This
effect could not be demonstrated using other more con-
ventional B cell mitogens, a finding that demonstrates the
importance of the primary in vitro activation signal for B
cell switching.

IL-6, when added to PP B cells in the absence of any in
vitro stimulus, causes a marked increase in IgA secretion
with little effect on either IgM or IgG synthesis (46,66).
IL-6–induced two- to three-fold more IgA secretion than
IL-5 (101). The removal of sIgA+ B cells abolished the ef-
fect of IL-6, demonstrating that like IL-5, this cytokine also
acted on postswitched B cells. In IL-6−/− mice, the num-
bers of IgA+ B cells in the LP were markedly reduced, and
Ab responses following mucosal challenge with OVA or
vaccinia virus were greatly diminished (102). It was shown
that human appendix sIgA+ B cells express IL-6 receptors,
while other B cell subsets do not. Further, appendix B cells
were induced by IL-6 to secrete both IgA1 and IgA2 in the
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absence of any in vitro activation (103). This effect was also
shown in IgA-committed B cells, again demonstrating the
importance of IL-6 for inducing the terminal differentia-
tion of sIgA+ B cells into IgA-producing PCs (Figure 31.8).

An additional Th2 cytokine, IL-10, has also been shown
to play an important role in the induction of IgA synthesis
in humans (46,66). Stimulation of human B cells with anti-
CD40 and Staphylococcus aureus Cowan (SAC) resulted in
B cell differentiation for IgM and IgG synthesis in patients
with IgA deficiency. Further, naı̈ve sIgD+ B cells could be
induced to produce IgA after co-culture with IL-10 in the
presence of TGF-β and anti-CD40 (74). Taken together,
these findings demonstrate that Th2 cytokines such as IL-5,
IL-6, and IL-10 all play major roles in the induction of IgA
responses by the generation of IgA-producing cells (Figure
31.8).

Since IL-2 has been shown to enhance IgA synthesis in
LPS-stimulated B cell cultures, it would be too simplistic
to conclude that Th2-type cells and their derived cytokines
are the only elements important in the generation of IgA re-
sponses. IL-2 also synergistically augmented IgA synthesis
in B cell cultures in the presence of LPS and TGF-β (46,66).
Although IFN-γ is not directly involved in the enhance-
ment of IgA B cell responses, this cytokine has been shown
to enhance the expression of pIgR, an essential molecule
for the transport of S-IgA (9). In summary, an optimal re-
lationship between Th1- and Th2-derived cytokines is es-
sential for the induction, regulation and maintenance of
appropriate IgA responses in mucosa-associated tissues.

Further, a helper function of IELs has been proposed
for support of IgA synthesis (104). Thus, IELs may be
actively involved in the induction and regulation of S-
IgA Ab responses at mucosal surfaces. It was shown that
the numbers of IgA-producing cells in mucosa-associated
tissues, such as the intestinal LP of TCRγ δ−/− mice,
was significantly lower than that observed in control
(TCRγ δ+/+) mice of the same genetic background (104).
In contrast, identical numbers of IgM- and IgG-producing
cells were found in systemic compartments of TCRγ δ−/−

and TCRγ δ+/+ mice. Further, when TCRγ δ−/− mice were
orally immunized with tetanus toxoid (TT) plus cholera
toxin (CT) as mucosal adjuvant, significantly lower IgA
anti-TT Ab responses were induced in PPs and LP when
compared with identically treated TCRγ δ+/+ mice. These
findings indicate that γ δ T cells are involved in the induc-
tion and regulation of Ag-specific IgA Ab responses in both
mucosal and systemic compartments.

ALTERNATIVE INDUCTION PATHWAY
FOR MUCOSAL IMMUNITY

Although the MALT (e.g., PP and NALT)-mediated path-
way is a major mechanism for the induction of Ag-specific
mucosal immune responses, an alternative way (or MALT-

independent pathway) exists for the induction of appro-
priate productive immunity at mucosa-associated tissues.
This is supported by the fact that Ag-specific immune re-
sponses have been induced in PP- and/or ILF-null mice
following oral immunization (41,42). Indeed, a number of
those pathways have been identified, especially in the GI
tract at the levels of Ag sampling and S-IgA Ab production.

Other Ag Sampling Systems in the
Intestinal Epithelium

In the MALT-independent acquired immune system, the
epithelium is also likely to play an important role as
alternative Ag-sampling routes. At least three different
scenarios have been offered regarding the alternative
Ag-sampling routes in the epithelium. First, M cells were
identified on the intestinal villous epithelium (villous M
cells), not in proximity to PPs (Figure 31.4) (105). Villous M
cells developed in various PP/ILF-null mice and are capa-
ble of taking up bacteria, such as Salmonella, Yersinia, and
invasin-expressing Escherichia coli (105). A recent study
has suggested that villous M cells locate closer to the upper
half of the villus and are preferentially observed in the ter-
minal ileum when compared with other parts of the small
intestine, suggesting that the microbiota influences villous
M cell development (106). In addition, villous M cells are
present in mice lacking both B and T cells, indicating that
villous M cell differentiation and maintenance does not
require lymphocytes (106).

A second route for Ag uptake is the EC itself. As men-
tioned earlier, ECs are involved in innate immunity by ex-
pressing nonclassical MHC molecules that can be sensed
by γ δ IEL and NK cells (25,27,37). In addition, there is ev-
idence to suggest that ECs could process and then present
Ags to T cells via MHC class I as well as class II molecules
in humans and rodents (37). The presentation by MHC
class II exhibits polarity with uptake of Ag primarily api-
cal and presentation basal under normal noninflammatory
conditions and in inflammatory conditions when MHC
class II expression is enhanced through the action of the
MHC class II transactivator, CIITA (37). Under normal cir-
cumstances, ECs do not express classical costimulatory
molecules such as CD80 and CD86 but may do so, at least
in the case of CD86, in the context of intestinal inflam-
mation (37). However, intestinal ECs express a number of
potential costimulatory molecules, which, in certain cir-
cumstances, are functional. For example, LFA-3 or CD58
is constitutively expressed on ECs in vivo and in vitro, is
upregulated in response to inflammation, and may provide
crucial costimulatory signals to mucosal T cells through its
ligand, CD2, which is constitutively expressed on mucosal
T cells (107).

Recent studies identified various DC populations in
the unorganized intestine (Figure 31.4). Among them are
DCs located between intestinal ECs. These intraepithelial
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DCs are frequent in the terminal ileum and express TJ-
associated proteins (e.g., occuludin, claudin 1, and zona
occuludens 1), and thus are capable of extending their
dendritic arms into the lumen via the TJ between ECs
(108). A previous study had already demonstrated that
CD18-expressing phagocytes were involved in an M cell–
independent pathway for bacterial invasion (109). A recent
study has revealed that these intraepithelial DCs are char-
acterized by the expression of CX3CR1 and that the inter-
action between CX3CR1 and its ligand fractalkine/CX3CL1
is required for extension of transepithelial dendrites into
the epithelium (110). Once intraepithelial DCs take up lu-
minal Ags, it is likely that they leave the epithelium and
migrate into the LP or draining LNs for the presentation
of Ag to T cells.

A recent study has demonstrated that Ag/IgG complexes
from the intestinal lumen can be taken up into the LP
across intestinal ECs through FcRn in vivo (10,37). These
transported Ag/IgG complexes may be captured by LP DCs
because they express FcRn (10). In addition to sampling a
wide variety of foreign Ags, the mucosal immune system
must contend with the high number of apoptotic ECs that
result from the frequency with which the epithelium is re-
placed. Although most of these apoptotic ECs are shed by
the epithelium to the lumen, some of these apoptotic ECs
have been shown to be potentially immunogenic and trans-
portable to T cell areas of MLNs by mucosal DCs (111).

Contribution of B1 Cells for Mucosal
IgA Responses

In addition to conventional B cells (or B2 cells) located in
MALTs (e.g., PPs), peritoneal B1 cells have been considered
to be a precursor of intestinal IgA PCs (112,113). B1 and B2
cells can be distinguished by their cell surface molecules
(e.g., B220, IgM, IgD, CD5, and Mac-1), origins, and growth
properties (112). Further, B1 cells exhibit different VH

repertoires and Ig specificities, and they are thought to be
specialized in responding to T cell–independent Ag con-
served on common pathogens like DNA and phosphatidyl-
choline, while B2 cells recognize most T-dependent pro-
tein Ags (112). Consistent with this notion, IgA production
from B1 cells was noted in MHC class II–deficient mice
as well as TCR β and δ chain–deficient mice (114,115). Of
note, about 65 % of fecal bacteria were reactive with B1
cell–derived IgA, and 30 % of bacteria were bound with
B2 cell-derived IgA, indicating that S-IgA derived from B1
cells recognized a large population of commensal bacteria
as well as pathogenic bacteria (112).

B1 and B2 cell responses have distinct IgA-associated
cytokine requirements. It was shown that IL-5, a well-
known IgA-enhancing cytokine, and IL-15 are also in-
volved in the proliferation and differentiation of B1 but
not of B2 cells into IgA-producing cells (113). Thus, mu-
cosal EC-derived IL-15 promoted the proliferation and dif-

ferentiation of B1 cells into IgA-producing cells. Based
upon these findings, it appears that intestinal B1 cells mi-
grate presumably from the peritoneal cavity into mucosal
effector sites, where they further differentiate into IgA-
producing PCs under the influence of IL-5 and IL-15 for
IgA production against T-independent Ags and commen-
sal microbiota-associated Ags.

Although precisely where CSR might occur for B1 cells
is an unresolved issue, several lines of evidence have
demonstrated B1 cell migration into intestinal LP. Using
aly/aly mice that carried a point mutation in the NIK, there
was a complete absence of B cell populations in the intesti-
nal LP, but elevated B cell levels were seen in the peritoneal
cavity (54). In this context, another report proposed that
the migratory pathway of B1 cells to the peritoneal cavity
depended upon the BCL/CXCL13 produced by peritoneal
M� (85). These results imply that the NFKB-inducing ki-
nase (NIK)-mediated pathway is involved in the B1 cell
mucosal migration, which may be dependent on specific
but not yet identified chemokine receptor(s). Additionally,
a recent study showed that peritoneal B cells express com-
parable levels of the receptor for S1P, a lipid mediator,
and that S1P plays an important role in the regulation of
peritoneal B cell trafficking into the intestine (116). It was
also previously reported that B1 cells existed in nasal pas-
sages (113), but the actual molecular machinery for B1 cell
migration into nasal passages remains an open question.
These findings suggested the presence of a unique migra-
tion mechanism for the continuous supply of B1 cells as a
part of a MALT-independent mucosal immunity.

MICROBIAL MUCOSAL IMMUNE SYSTEM

Protection

Mucosal Igs

Large amounts of Ig are delivered onto mucosal surfaces
as a result of receptor-mediated transepithelial transport
and passive transudation of plasma-derived Igs. Depend-
ing upon the species as well as type of external secretion,
IgA, IgM, and IgG are present in variable proportions (Ta-
ble 31.1). Igs of all of these isotypes provide, by different
mechanisms, protection against pathogenic microorgan-
isms, interact with commensal microbiota, and interfere
with the absorption of undigested food Ags from the large
surface area of the digestive tract.

The dominant presence of S-IgA has several important
functional advantages that render Abs of this isotype and
molecular form particularly suitable for functioning in
the mucosal environment (Table 31.2) (117). Dimeric and
tetrameric S-IgA and pentameric S-IgM display 4 to 10 Ag
binding sites. Although of lower affinity than, for example,
IgG Abs of the same specificity, this multivalency of pIg
enhances their effectiveness over mIg by at least an order
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of magnitude. The presence of such low-affinity IgA Abs
that are also “polyreactive” and thus are capable of bind-
ing to a variety of bacterial Ags, and autoAgs have been
shown in human external secretions. Further, the intrinsic
resistance of pIgA to proteolysis, enhanced by association
with SC, is of functional advantage in secretions, partic-
ularly those of the GI tract rich in proteolytic enzymes.
Finally, due to the inability to activate complement (C)
and thus generate C3 and C5 fragments, IgA displays
strong anti-inflammatory properties (Table 31.2). This
fact is of special importance in the GI tract in which the
external milieu rich in microbial and food Ags, and the
internal milieu are separated by only a single layer of ECs.

As demonstrated in a number of studies, mucosal Ig
inhibits the absorption of soluble and particulate Ags
from mucosal surfaces by forming large immune com-
plexes. Further, endogenous commensal microorganisms
are coated in vivo with corresponding Abs that, in turn,
prevent their adherence to epithelial receptors. In this re-
spect, mucosal Abs and especially IgA may function by two
independent mechanisms. Specific Abs interact with cor-
responding Ags through the Ag binding site. In addition,
glycans that are abundant on the Fc region of IgA can ag-
gregate bacteria based upon the interaction of bacterial
glycan-binding lectins, with glycan side chains present on
IgA molecules (117). Consequently, such IgA-coated bacte-
ria are prevented from adhering to ECs expressing analo-
gous mannose-rich glycans on their luminal surfaces with-
out the need for Ag-specific Abs.

Biologically active Ags such as viruses, enzymes, and
toxins can be effectively neutralized by mucosal Abs (117).
The neutralization activity that is operational in a fluid
phase may also extend to the intracellular compartment. In
addition, it was demonstrated that virus-specific pIgA also
exhibit their neutralization activity intracellularly (117).
Apparently, the transcytosis route of pIgA intercepts the
pathways involved in virus assembly, resulting in intra-
cellular neutralization. Further, elimination of immune
complexes composed of noninfectious Ags, absorbed by
ECs and corresponding internalized pIgA Abs, has been
demonstrated in vitro. Small circulating immune com-
plexes containing soluble Ags and pIgA can be eliminated
from the circulation into the bile by binding to hepatocytes
that in some species (e.g., rats, mice, and rabbits) express
pIgR (117). It appears that this mechanism of disposal of
immune complexes is primarily restricted to species whose
plasma IgA is dominated by pIgA, which in humans repre-
sent normally only a minor component (117). However, it
is possible that immune complexes containing locally pro-
duced pIgA and absorbed Ags that may be formed within
mucosal tissues are eliminated by this mechanism.

The noninflammatory nature of IgA is probably of con-
siderable importance for the maintenance of the structural
and functional integrity of mucosal tissues (117). The con-

cept that IgA Abs are anti-inflammatory is exemplified by
studies in which intact, native, and fully glycosylated hu-
man IgA Abs failed to activate C when complexed with
Ags; actually in competition experiments, IgA effectively
inhibited C activation by IgM and IgG Abs (Table 31.2)
(117). Close examination of the frequently cited ability to
activate C reveals that this may be largely due to artificial
aggregation and conformational alterations caused by pu-
rification procedures and binding to hydrophobic surfaces
in C activation assays and aberrancies in glycosylation fre-
quently seen in IgA proteins. Indeed, specific IgA Abs with
modified glycan moieties have been shown to activate the
alternative and perhaps the lectin pathways of C activation.

Although phagocytic cells including monocytes/M�,
PMNs, and eosinophils express receptors for the Fc re-
gion of IgA (96), the ability of IgA alone to effectively
promote phagocytosis of bacteria remains controversial
and depends upon the experimental system used in such
studies. However, the binding of IgA and IgA-containing
immune complexes to such receptors may provide trans-
ducing signals for cell activation, proliferation, and oxida-
tive metabolism and prompt degranulation of eosinophils
with local inflammatory consequences and extensive tissue
damage (96).

The function of mucosal S-IgA also depends on the
subclass distribution of specific Abs (46,91,117). Naturally
occurring and immunization-induced Abs to protein and
glycoprotein Ags are predominantly present in the IgA1
subclass, while Abs to polysaccharide Ags, LPS, and lipote-
ichoic acid are mainly of the IgA2 subclass. Because of its
unique hinge region, IgA1 is susceptible to the cleavage
by bacterial IgA1 proteases that are considered as one of
the virulence factors produced by S. pneumoniae, H. in-
fluenzae, N. gonorrhoeae, N. meningitidis, and other mi-
croorganisms (93). It was also shown that bacteria coated
with Fabα are refractory to IgM- and IgG-mediated and
C-dependent killing action due to blocking. The antibacte-
rial activity of IgA may be further potentiated by coopera-
tion with innate factors of immunity including the peroxi-
dase system, mucin, lactoferrin, and lysozyme (Table 31.2)
(117).

Although S-IgA is the dominant isotype in most exter-
nal secretions, the protective effects of Abs of IgM and
IgG isotypes are evident from many studies. In external
secretions of some IgA-deficient individuals, S-IgM and
IgG may functionally compensate for the absence of S-IgA
(118). Further, systemic immunization, particularly with
conjugated polysaccharide-protein vaccines induces, vig-
orous and long-lasting IgG immune responses that pro-
tect children from infections with upper respiratory tract
pathogens causing otitis media and meningitis (H. influen-
zae, N. meningitides) (119). In animal species (e.g., horses,
cows, and pigs) in which prenatal transplacental active
transport of IgG is not operational, consumption of milk
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rich in IgG is of life-saving importance. Abs of this iso-
type are absorbed during the first 7 to 14 days of life from
the gut into the circulation presumably by the action of
FcRn (10).

Mucosal CTLs

In the mucosal setting, natural infection of the epithelium
by enteric (rotavirus or reovirus) or by respiratory viral
pathogens (influenza or RSV) leads to endogenous viral
peptide processing that induces pCTLs to become effector
(activated) and memory CTLs. Most virus-specific CTLs
are CD8+ TCRαβ+, and recognition of viral peptides is as-
sociated with MHC class I presentation by infected cells.
In this regard, high numbers of CD8+ T cells reside in the
mucosal epithelium as a subpopulation of IELs (25). These
CD8+ IELs are thought to represent an important cytotoxic
effector population that can eliminate virus-infected ECs.
When freshly isolated IELs were examined using a redi-
rected cytotoxicity assay, these T lymphocytes were found
to constitutively possess lytic activity (28).

Significant progress is being made in areas related to
the roles of APCs for induction of pCTLs and for mech-
anisms of perforin-mediated or Fas-Fas ligand-associated
killing of target cells (28). It should be noted that the same
processes occur during host responses to intracellular bac-
teria, to tumor-associated antigens, and in certain mucosal
parasite infections. Although this focus is on CD8+ CTLs,
cell- and Ab-mediated cytotoxicity and NK cell activity are
major responses associated with IELs (28).

An obvious question is how a CTL immune response is
initiated given that mucosal inductive sites, which harbor
pCTLs, are separate from effector sites, such as infected
ECs where activated CD8+ CTLs function. A partial an-
swer is that the M cell has specific receptors for mucosal
viruses, best exemplified by reovirus. As described earlier,
the sigma protein of the reovirus enters the M cell in both
NALT and GALT (59). It is likely, though less well docu-
mented, that other enteric viruses, such as rotavirus and
respiratory pathogens, such as influenza and RSV, also en-
ter the mucosal inductive pathway via M cells (59). Further,
it now established that administration of virus into the GI
tract results in the induction of increased pCTL frequen-
cies in PPs (28). These findings suggest that, after enteric
infection or immunization, Ag-stimulated CTLs are dis-
seminated from PPs into MLNs via the lymphatic drainage.
Further, virus-specific CTLs were also found among LP
lymphocytes, IELs, and spleen cells of mice mucosally im-
munized with reovirus or rotavirus (28). Although mucosal
effector tissues such as intestinal epithelium contain high
numbers of γ δ T cells in addition to αβ T cells, virus-
specific CTLs in IELs were associated with the latter T
cell subset (25,28). These studies suggest that oral immu-
nization with live virus can induce Ag-specific CTLs in both

mucosal inductive and effector tissues and in systemic lym-
phoid tissues.

Detailed studies of immune responses after nasal in-
fection with influenza virus have also revealed that both
humoral and cellular pathways are involved in virus clear-
ance (120). However, it was shown that using mice lacking
CD8+ T cells (β2-microglobulin knockout mice) or treat-
ing with anti-CD8 mAbs did not alter clearance of influenza
(121). These results support the presence of multiple path-
ways for immunity and suggest that CD4+ Th cell pathways
are important for mucosal Ab responses and CD8+ CTLs
for respiratory tract immunity. Several studies have also
established that effector CTLs protect mice from RSV in-
fection. The murine RSV model was used to determine the
relative importance of CD4+ T cells, including Th1 and Th2
subsets, which resulted in inflammation versus immunity.
These studies clearly suggest that CD4+ IFN-γ -producing
Th1 cells as well as CD8+ T cells are associated with recov-
ery, while CD4+ Th2-type pathways are not (122). Inter-
estingly, priming with inactivated RSV or F glycoprotein
induced CD4+ Th2 cells while live RSV elicited the Th1-
type pathway. When one considers mucosal vaccine devel-
opment for virus infections, these findings suggest that the
outcome of Th1- (including induction of CTLs) and Th2-
type immune responses could be regulated by the nature
and form of viral Ag used for immunization.

CTLs also play an important role in the inhibition of
HIV infection. It was shown that CTLs recognized Ags
derived from gp120, p27, nef, gag, tat, and pol proteins
(123,124). Thus, infection of rhesus macaques with simian
immunodeficient virus (SIV) resulted in the induction of
CTL responses in the vaginal mucosa, which played a cru-
cial role in the control of viral replication in the acute
phase of viral infection. CTLs killed HIV-infected cells in
a granzyme, perforin, or FasL-dependent manner. It is in-
teresting to note that chemokines (e.g., CCL3, 4, and 5,
and CXCL12) were produced by CTLs, which prevented
HIV infection by blocking CCR5 and CXCR4, which are
specific receptors for HIV infection.

Symbiotic Interactions with
the Mucosal Microbiota

Mucosal surfaces of the oral cavity; the GI, genital, and res-
piratory tracts; and conjunctiva are populated by a large
number of bacteria of more than 200 species with a char-
acteristic distribution (Figure 31.13) (125). The mucosal
microbiota comprises some 1014 bacteria present mostly
in the large intestine. Considering the relative numbers
of host’s eukaryotic cells and prokaryotic bacteria, it is
estimated that the mucosal microbiota outnumbers mam-
malian host cells by a factor of at least 10. Mutually
beneficial coexistence of the mucosal microbiota with
the effective mucosal immune system is one of the most
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FIGURE 31.13 Symbiotic interactions between the mucosal immune system and commensal
microbiota. Most microorganisms are present in the lumen and some preferably reside in the
mucous layer. The host mucosal immune system regulates the diversity and quantity of intestinal
microbiota by secreting S-IgA Abs into the lumen. In mice, these Abs have been suggested to
originate from B1 cells. These Abs may limit the adherence of commensal bacteria to ECs for an
appropriate cohabitation environment and thus their ability to continuously produce beneficial
bioactive molecules such as vitamins, fatty acids, carbon, and butyric acid for the host.

interesting problems in mucosal immunology. Although
the innate and specific immune factors present in the mu-
cosal secretions and tissues may limit the adherence of
bacteria to mucosal ECs and prevent penetration of such
bacteria into the mucosal tissues with subsequent systemic
dissemination, the mucosal microbiota continues to sur-
vive with remarkable tenacity in the presence of an im-
mune response manifested by corresponding Abs (47). As a
matter of fact, oral, intestinal, and probably other mucosal
bacteria are coated in vivo with Abs, particularly of the IgA
isotype, that may prevent their adherence to the epithelial
receptors but do not significantly interfere with their elim-
ination and metabolism (112). Therefore, products gener-
ated as a result of fermentation by mucosal bacteria such
as butyric acid, fatty acids and vitamins can be important
sources of energy and carbon for the human host, thus fur-
ther stressing the immunological and physiological inter-
dependence of the host on the mucosal microbiota (Figure
31.13) (125).

Quantitative and Qualitative Aspects of the
Mucosal Microbiota

Quantitative data concerning the distribution of the in-
digenous microbiota on mucosal surfaces of the oral cav-

ity, conjunctiva, and genital, GI, and respiratory tracts in-
dicate that of approximately 1014 of bacteria, 99.9 % are
present in the large intestine (125). In this locale, bacte-
ria are found free in the lumen and in feces, bound to
the desquamated ECs, entrapped in the mucus layer, and
deep in intestinal crypts (Figure 31.13). Despite the inher-
ent difficulties with representative sampling, culture con-
ditions, identification of cultured bacteria, as well as obvi-
ous host variables (e.g., hormonal status, diet, use of an-
tibiotics, etc.), hundreds of species in 40 to 50 bacterial
genera have been identified and described. These studies
revealed that gram-negative and gram-positive, spore- and
non–spore-forming, and aerobic as well as strictly anaer-
obic bacteria are present and are characteristically dis-
tributed in specific mucosal compartments. Although it is
beyond the scope of this chapter to provide detailed infor-
mation concerning the specific species distribution of in-
digenous microbiota in individual mucosal compartments,
a brief summary of the colonic microbiota may illustrate
the most important points. The intestinal microbiota is ac-
quired shortly after birth and its composition is greatly in-
fluenced by the route of delivery (vaginal versus Cesarean
section), the environment, and most profoundly by the diet
(breastfeeding versus bottled formula and addition of solid
food). Colonic microbiota changes from the dominant
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bifidobacteria at the initial stage to other species, partic-
ularly Bacteroides and anaerobic cocci with a significant
presence of coliforms, streptococci and clostridia. Quan-
titative representation of bacteria in feces from adults
indicates the dominance of bacteria of the genera Bac-
teroides, Clostridium, Eubacterium, Lactobacillus, Strepto-
coccus, and Bifidobacterium; E. coli constitutes only a mi-
nor contribution (∼ 1 %) of the colonic microbiota.

Regulation of Mucosal Immune Development
and Immunological Homeostasis by
Commensal Microbiota

The presence of the mucosal microbiota has a profound in-
fluence on the evolution and functionality of the immune
system (47,126,127). As evidenced by a large number of
studies performed on gnotobiotic (germ-free) animals, the
development of both mucosal and systemic lymphoid tis-
sues and the hosts’ ensuing ability to respond to environ-
mental Ags is, to a large extent, dependent on the previous
exposure to a mucosal microbiota. Specifically, when com-
pared to conventionally reared animals, lymphoid tissues
of germ-free animals are hypotrophic, lack well-developed
GCs, display minute numbers of mucosal PCs, and respond
poorly to mitogens and polyclonal stimulants. Upon colo-
nization with even a few representative species of mucosal
microbiota, a prompt development of lymphoid tissues
and restoration of responsiveness to a plethora of Ags and
other stimuli ensues. Importantly, the development and
responsiveness of both humoral and cell-mediated com-
partments of the immune system are profoundly affected
by the mucosal microbiota as documented by the pres-
ence and numbers of B cells and ultimately AFC or PCs
in mucosal and nonmucosal tissues, levels of mucosal and
plasma Abs, and T cells of various phenotypes in the IEL
and LP compartments of mucosal tissues, as well as in the
systemic secondary lymphoid tissues (47,126,127).

The presence of the mucosal microbiota in the intestinal
lumen induces S-IgA Ab synthesis. It was shown that in-
duction of polyreactive S-IgA Ab responses to commensal
bacteria is mainly derived from T cell–independent B1 cells
(112). The T cell–independent IgA Abs originating from B1
cells possessed reactivity to conserved bacterial products
(e.g., phosphorylcholine), which resulted in the nondis-
criminating blockade of commensal bacterial attachment
to mucosal surfaces. In this B1 cell Ab production pathway,
IL-15 may be involved in IgA production facilitated by the
intestinal microbiota, since it was previously reported that
B1 cells proliferated in the LP when reacted with IL-15, an
event induced by TLR-mediated signaling (113).

Another study revealed a unique pathway for specific
Ab production against commensal microbiota in the intes-
tine. It was shown that intestinal M� rapidly kill commen-
sal bacteria, while intestinal DCs retain small numbers of

live commensal bacteria and migrate only into MLNs but
do not penetrate beyond MLNs (128). This function en-
sures a commensal bacteria-specific IgA Ab response that
is specifically produced at the gut mucosa, but not in sys-
temic immune compartments.

Mucosal microbiota-mediated innate immunity (e.g.,
TLR-mediated signaling) also plays an important role in
the maintenance of mucosal homeostasis (47,126,127). For
instance, the TLR-mediated cross-talk between the mu-
cosal microbiota and IECs is biologically significant in
the maintenance of epithelial homeostasis. EC cycles such
as renewal, differentiation, and mitosis are significantly
changed in germ-free or MyD88-deficient mice (22). In this
regard, it was shown that TLR-mediated signals from the
intestinal microbiota regulated the production of tissue
protective factors such as IL-6, KC-1, and heat shock pro-
teins (22). In addition to ECs, it was shown that TLRs were
selectively expressed on CD25+ CD4+ Treg cells, which
have been considered to be involved in the induction of oral
tolerance, as discussed later in this chapter (129). Thus,
bacterial products such as LPS directly enhance their sur-
vival and proliferation. These products and host responses
may explain why C3H/HeJ mice lacking TLR4-mediated
signaling and germ-free mice show less sensitivity to oral
tolerance induction (130).

Additional examples of molecules in the microbiota-
dependent intestinal homeostasis are bacterial DNA. Bac-
terial DNA contains unmethylated CpG motifs within
consensus sequences and is the ligand for TLR9 (11). Sev-
eral lines of evidence have demonstrated that CpG targets
DCs to induce the inhibitory environment (131), and it has
been considered that some types of DCs are involved in
these inhibitory immune responses (51,52); it appears that
the intestinal microbiota stimulates intestinal DCs through
the interactions between CpG and TLR9 for the mainte-
nance of intestinal homeostasis. These inhibitory effects of
bacterial DNA have led to the development of probiotics-
mediated anti-inflammatory therapy, as discussed later in
this chapter (131).

MUCOSAL TOLERANCE

Basic Concepts

In addition to the protective function of Ag-specific S-IgA
and serum IgG Ab responses after mucosal immunization,
the mucosal route of Ag delivery can also induce systemic
unresponsiveness (132). Oral administration of a single
high dose or repeated oral delivery of low doses of proteins
has been shown to induce systemic unresponsiveness. Ad-
ditional studies have shown that the nasal administration
of proteins also induces systemic unresponsiveness and
has led to the more general term mucosal tolerance to
include nasal or oral Ag induction of unresponsiveness
(132). The inhibition of Ag-specific immune responses in
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systemic compartments by mucosal Ag delivery is impor-
tant for the prevention of overstimulation of responses and
frequently encountered and hypersensitivity responses to
food proteins and allergens. Further, this system could po-
tentially be applied to the prevention and possibly treat-
ment of autoimmune diseases by feeding relevant Ags.

Role of PPs in Oral Tolerance

The precise site of Ag uptake in the GI tract during oral
tolerance induction has not been firmly established. One
possible route is that Ags may enter the GALT via M cells
and lead to APC–T cell interactions that down-regulate T
and B cell responses. Some investigators have suggested
that organized lymphoid tissue in the GI tract was not
required for oral tolerance to OVA, since B cell–defective
mice, which contain poorly developed PPs, were fully to-
lerized at the level of T cells (133). The availability of mice
without PPs has allowed reinvestigation of the notion that
GALT may be involved in oral tolerance. In one study, it
was shown that mice that lack GALT but retain MLNs
could be orally tolerized to OVA (134). However, others
found that mice that lack PPs but retain MLNs were re-
sistant to oral tolerance to protein (135); however, these
mice showed normal mucosal S-IgA Ab responses to oral
protein given with CT as adjuvant (41,42). Although one
cannot yet conclude whether GALT is a strict requirement
for oral tolerance to proteins, it is plausible to suggest that
the nature of the Ag itself may influence the site of entry
into the host.

CD4+T Cells in Oral Tolerance

The αβ T cells appear to be the major players in down-
regulation of systemic immune responses to orally admin-
istered Ags. It is generally agreed that the status of oral
tolerance can be explained by: 1) clonal anergy or dele-
tion of T cells, or 2) by active suppression by regulatory-
type T cells through the secretion of inhibitory cytokines
(132). Low doses of oral Ag tend to favor the latter form
of inhibition, while higher doses of feeding induce clonal
anergy of immunocompetent T cells. These two forms of
oral tolerance are not mutually exclusive and may occur
simultaneously following oral administration of Ags.

Anergy is defined as a state of T cell unresponsiveness
characterized by the lack of proliferation and IL-2 synthe-
sis and diminished IL-2R expression, a condition reversed
by pre-culturing T cells with IL-2 (132). It was shown that
Th1-type cells appear to be more sensitive to the induction
of tolerance in vitro than Th2-type cells; in vivo evidence
has demonstrated that Th1 cells are likely to be anergized
in oral tolerance. This may be an oversimplification since
it has been shown that oral tolerance can be induced in
mice defective in Th1 (STAT4−/−) or Th2 (STAT6−/−) cells
(136). Further, to identify which lymphocyte compartment
(e.g., CD4+ versus CD8+ T cells) preferentially mediates

the induction of oral tolerance, cell transfer experiments
were performed using SCID and nu/nu mice, demonstrat-
ing that oral tolerance was induced by anergized CD4+ but
not CD8+ T cells (137).

Clonal deletion has been considered as another pathway
for the induction of oral tolerance. Clonal deletion of Ag-
specific CD4+ T cells was detected after oral feeding of high
doses of Ag (132). Accumulating evidence has revealed that
the clonal deletion induced by feeding high doses of Ag
was due to an increase in the susceptibility of lymphocyte
apoptosis via increased expression of caspase.

Mucosal Regulatory T Cell Networks

Regulatory- and suppressor-type T cells are crucial players
in the induction of peripheral tolerance to self and foreign
Ags. It is now accepted that several populations of T cells
expressing CD4 or CD8 show regulatory or suppressive
functions to other T cell-mediated mucosal immune re-
sponses. They can be classified as: 1) naı̈ve, or those which
have not yet encountered Ag; 2) activated (effector); and
3) memory, where both effector and memory T cells have
engaged in the regulation of immune responses (48,132).
CD4+ T cells including CD4+CD25+Foxp3+ Treg cells, Th3
cells (secreting TGF-β), and Tr1 cells (secreting IL-10) and
CD8+ T cells were shown to be key players for the creation
of a mucosal regulatory T cell network in the establish-
ment of quiescent immunity (or mucosal tolerance) (Fig-
ures 31.7, 31.14).

CD25+ CD4+ Treg Cells

Recent evidence has revealed that naturally arising CD25+

CD4+ Treg cells play a pivotal role in the negative con-
trol of a variety of physiological and pathological immune
responses (138). Naturally arising Treg cells specifically ex-
press a forkhead winged-helix transcription factor family
member (Foxp3) for the process of Treg cell lineage com-
mitment. Thus, Foxp3 deficiency results in early onset,
fatal, systemic autoimmune disease. The Foxp3+ CD25+

CD4+ Treg cells are present in the PPs, suggesting that
Foxp3+ CD25+ CD4+ Treg cells are involved in the main-
tenance of intestinal homeostasis.

In addition to inhibitory cytokines, such as IL-10 and
TGF-β, several inhibitory molecules have been shown to be
expressed on CD25+ CD4+ Treg cells (138). Although naı̈ve
T cells express CTLA-4 (or CD152) after activation, which
competes with the cellular interaction between CD28 on ef-
fector T cells and CD80/CD86 on APCs, CD25+ CD4+ Treg
cells constitutively express CTLA-4 (Figures 31.7, 31.14).
The CTLA-4 on Treg cells plays a pivotal role in the main-
tenance of mucosal homeostasis (139). Thus, anti-CTLA-4
mAb treatment inhibited the regulatory function of CD25+

CD4+ Treg cells and subsequently led to the development
of IBD. Several mechanisms have been proposed for the
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FIGURE 31.14 Cellular and molecular mechanisms for the induction and regulation of mucosal
immunity and tolerance. A unique aspect of the mucosal immune system is the simultaneous
presence of active (e.g., effector T cells and S-IgA Abs) and quiescent (e.g., Treg cells and mucosal
tolerance) immunity. To smoothly operate two opposite types of immunity, ECs, DCs, and T
cells play central roles by providing appropriate inflammatory and anti-inflammatory cytokine
networks together with costimulatory and chemokine molecular families.

inhibitory function of CTLA-4 on Treg cells, including the
enhancement of Treg cell activity through the interaction
with CD80/CD86 on APCs (138). Since ECs also express
CD80 as mentioned earlier (37), it is possible that Treg cells
recognize CD80 on the ECs in order to exhibit their im-
munosuppressive function. Another possible mechanism
is the induction of the inhibitory molecule, IDO (140). As
mentioned earlier, IDO exhibits immunosuppressive ef-
fects by catalyzing the catabolism of tryptophan, an es-
sential amino acid for T cell proliferation (20). In ad-
dition to CTLA-4, Treg cells also express high levels of
glucocorticoid-induced TNF-like receptor (GITR), another
important suppressive function-associated molecule, that
contributes to the maintenance of a quiescent condition in
mucosal immune compartments (138). Thus, transfer of

GITRhigh Treg cell–depleted spleen cells to athymic nude
mice resulted in the development of autoimmune diseases
including gastritis (141). GITR-mediated signaling triggers
Treg cell proliferation, which has been considered to be
one molecular mechanism for GITR-mediated suppressive
function of Treg cells in the presence of IL-2, but detailed
mechanisms remain unclear.

Although naturally arising CD25+ CD4+ Treg cells de-
velop in the thymus and their survival in the periphery
is dependent on IL-2 (138), accumulating evidence has
demonstrated that Foxp3+ Treg cells can be induced from
Foxp3− precursors and, like naturally arising CD25+ CD4+

Treg cells, the induced Treg cells express CD25 and CTLA-4,
and also produce IL-10 and TGF-β (142). It is interesting
to note that cytokines such as TGF-β and IL-10 contribute
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to the differentiation of Treg cells (142). As mentioned ear-
lier, TGF-β and IL-10 are predominantly produced in the
intestinal compartments; thus, the GI tract seems to be an
optimal environment for naturally inducing the differenti-
ation of Treg cells for the creation of immunologic home-
ostasis in the otherwise harsh environment of the gut.

Th3 Cells
Th3 cells were initially discovered as a form of suppres-

sor T cell subset that accounted for oral tolerance (Figures
31.7, 31.14) (48,132). The finding of CD4+ T cell clones
generated after induction of oral tolerance to myelin basic
protein (MBP), led to the description of a new phenotype of
regulatory or suppressor T cell. Clones of CD4+ T cells were
MBP-specific, and of 48 clones assessed, 42 produced the
active form of TGF-β, which is also an essential cytokine to
induce Th3 cells (143). Th3 cells have different cytokine re-
quirements for their growth from CD25+ CD4+ Treg cells.
As mentioned earlier, the survival of CD25+ CD4+ Treg
cells is dependent upon IL-2 (138), while in vitro differen-
tiation of Th3 cells is enhanced by TGF-β, IL-4, and IL-10
(48). These findings suggest that Th3 cells are a different
linage from naturally arising CD25+ CD4+ Treg cells, but
it is still unclear whether Th3 cells are the same as induced
Treg cells because of the lack of a specific marker for Th3
cells. It was previously shown that TGF-β was produced
by intestinal DCs (51,52), which has been considered to
be the source of cytokines for the induction of Th3 cells
in the intestine. Additionally, since TGF-β production was
induced by CTLA-4, which is constitutively expressed on
naturally arising Treg cells (142), it is possible that TGF-β
production from Treg cells through CTLA-4–mediated sig-
naling may stimulate the differentiation of both induced
Treg cells and Th3 cells.

Tr1 Cells
Another regulatory type of T cell is one that secretes

IL-10 and TGF-β and has been termed a Tr1 cell (Figures
31.7, 31.14) (144). Similar to IL-10–secreting induced-type
Treg cells, Tr1 cells are induced by Ag stimulation in the
presence of IL-10, which is abundantly produced by DCs
in GALT and in pulmonary tissues, as mentioned earlier
(51,52). The function of Tr1 cells is to suppress Ag-specific
effector T cell responses in a cytokine-dependent manner.
Ag-specific activation of TCR is required for the Tr1 sup-
pressive function, but Tr1 cells can also mediate bystander
suppressive activity against other Ags once they are ac-
tivated. Although the migratory capacity of Tr1 cells has
not been elucidated yet, it is interesting to note that Tr1
cells in the blood circulation express the GI tract migra-
tion chemokine receptor, CCR9, suggesting that these cells
intrinsically home to the intestine (145). Consistent with
this idea, previous studies reported an important role for
Tr1 cells in IBD and celiac diseases (144,146). Although

Tr1 cells do not express Foxp3 the lack of Tr1 cells resulted
in the development of intestinal inflammation. Hence, Tr1
cells have been considered to be a unique subset of regula-
tory T cells, which is distinct from the CD4+ CD25+ Treg
cell subset, important in the control of undesired hyperim-
mune responses in the intestine.

CD8+ Suppressor T Cells

The first identified population of regulatory T cells thought
to be involved in oral tolerance was a CD8+ suppressor T
cell subset (Figure 31.14) (147). However, their functions
and characteristics have not been clearly defined. It was
reported that CD8+ CD28− suppressor T cells induced the
up-regulation of Ig-like transcript 3 (ILT3) and ILT4 ex-
pressed on human monocytes and DCs, rendering these
APCs tolerogenic by inducing Ag-specific unresponsive-
ness of CD4+ T cells through reduced expression of co-
stimulatory molecules (148). Subsequent study has re-
vealed that ILT3/4 expression in human vascular endothe-
lial cells was up-regulated by IL-10 (149). Since IL-10 is
abundantly produced in the intestinal compartments, it is
plausible that IL-10 produced in the intestinal compart-
ments may regulate ILT3/4-mediated suppressive func-
tion as suppressor T cell–mediated maintenance of intesti-
nal homeostasis. In addition, it was suggested that CD8+

CD122+ (IL-2/IL-15 receptor β chain) T cells behave like
naturally occurring regulatory T cells, where the depletion
of the CD8+ T cells resulted in the high incidence of pul-
monary inflammation (150). Although CD8+ CD122+ T
cells are also involved in the intestinal immune system,
the finding further suggested the existence of multiple lay-
ers of a mucosal regulatory network for the creation and
maintenance of the quiescent status of the immune envi-
ronment in the mucosal compartments of both the GI and
respiratory tracts.

Factors in Determining the Type
of Regulatory T Cells

Recent studies have identified several factors determining
whether T cells differentiate into pathogenic or regulatory
T cells. For instance, as mentioned earlier, TGF-β is known
to be an essential molecule for the induction of Treg cells
and Th17 cells; however, Th17 cells additionally require
IL-6 for their development. Therefore, in the presence of
IL-6 plus TGF-β, only Th17 cells developed (62,63). A re-
cent separate study shows that stimulation with TGF-β
and IL-6 triggers initial lineage commitment of Th17, but
IL-23 is required for the full differentiation of Th17 cells
(151). In contrast to the effects of IL-23 for the full dif-
ferentiation of IL-6– and TGF-β-treated T cells into Th17
cells, IL-27 plus IL-6 and TGF-β–induced T cells produc-
ing IL-10, which resembled Tr1 cells (152,153). Thus, it
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seems that IL-23 and IL-27 both play important roles in
the fate decision of IL-6– and TGF-β–exposed T cells ei-
ther become pathogenic Th17 cells or regulatory Tr1 cells.
Several separate studies have revealed that mucosal DC–
derived retinoic acid, a key molecule for the induction of
gut-homing α4β7 integrin and CCR9, as mentioned ear-
lier (88,89), also enhanced conversion of TGF-β–treated
T cells to Treg cells and simultaneously suppressed the
differentiation to Th17 cells (154–157). These data suggest
the presence of versatile pathways for regulating T cell fate.

Role of IELs in Mucosal Tolerance

Since the intestinal epithelium is directly and continu-
ously exposed to gut environmental Ags, it was logical to
consider that IELs and IECs contribute to the mucosal
regulatory network for the induction of mucosal tolerance
(25,132). Interestingly, it has been shown that depletion of
TCRγ δ cells resulted in the failure to induce the systemic
unresponsiveness after oral administration of Ags (158).
Another study demonstrated that when either TCRδ−/− or
TCRδ+/+ mice were immunized orally with a high dose
of OVA prior to parenteral challenge, systemic IgG and
IgE Ab responses were markedly reduced in both types
of mice (159). Reduced T cell proliferative responses and
delayed-type hypersensitivity were seen in both TCRδ−/−

and TCRδ+/+ mice given high-doses of OVA. In contrast,
while oral tolerance associated with increased levels of IL-
10 synthesis was induced by low-dose OVA in TCRδ+/+

mice, TCRδ−/− mice were not tolerized and failed to pro-
duce IL-10 (159). These findings indicate that γ δ T cells
play an important role in IL-10–mediated, low-dose oral
tolerance induction, but are not essential participants in
the induction of systemic tolerance induced by oral ad-
ministration of large doses of Ag. It has been suggested
that oral tolerance induced by repeated administration of
small doses of Ag is mediated by T cells involved in the
generation of active suppression, while systemic unrespon-
siveness induced by large doses of Ag is caused by clonal
anergy or clonal deletion (132). Thus, it is likely that γ δ T
cells play regulatory roles for the induction of active sup-
pression, although they are not involved in the induction
of clonal anergy or deletion.

DCs and IECs in Oral Tolerance

It has been demonstrated that intestinal DCs contribute to
the induction of tolerance. The initial evidence of DC in-
volvement in the induction of oral tolerance was provided
by the demonstration that Flt3 ligand-mediated expansion
of DCs led to enhanced oral tolerance (160). Among several
kinds of DCs in the intestinal compartments, two subsets of
DCs have gained attention. As mentioned earlier, CD11b+

myeloid DCs in the PPs have the unique feature of produc-

ing predominantly IL-10 in response to CD40 ligation or
receptor activator of NF-κB (RANK)/RANK ligand interac-
tions (51,52). A second DC population involved in the in-
duction of oral tolerance is pDCs. One study described that
CD11clow DCs displayed a plasmacytoid morphology and a
stable immature phenotype and secreted IL-10 for the in-
duction of IL-10–secreting Tr1 cells, and a recent study has
revealed that inducible costimulator ligand (ICOS-L) plays
an important role in pDC-mediated Tr1 induction (161).
High levels of ICOS-L expression on pDCs allow them to
induce the differentiation of naı̈ve CD4 T cells to IL-10
but not the other Th2 cytokines (161). In addition to Tr1
cells, pDCs induced IL-10–producing CD8+ regulatory T
cells (162). Taken together, IL-10 produced by DCs is a key
factor in the differentiation of regulatory-type T cells.

ECs are also thought to contribute to the induction
of oral tolerance by capturing and presenting luminal
Ag by MHC molecules with low expression of costimu-
latory molecules (37). As an additional pathway of IEC-
mediated oral tolerance, it was demonstrated that gp180,
an associated molecule with cold, mediated interaction
between IECs and CD8+ CD28− CD101+ CD103+ cells,
causing the CD8+ CD28− CD101+ CD103+ cells to de-
velop into regulatory cells (37,163). IECs also mediated
suppression of CD4+ T cell activation in a cell contact-
dependent and TGF-β–independent manner (164). A re-
cent study has demonstrated that IEC-primed T cells se-
creted lower amounts of IFN-γ and IL-2 and exhibited
an increased expression of IL-10 and Foxp3, providing di-
rect evidence that IECs induced IL-10–producing Foxp3+

T cells (165). Thus, IECs can be involved in the cre-
ation of a mucosal regulatory network in two phases in-
cluding Ag-presentation and priming of regulatory-type
T cells.

Nasal Tolerance

The initial dogma that mucosal tolerance requires intesti-
nal processing of the Ag was challenged by the observa-
tion that systemic unresponsiveness could be achieved by
administration of the Ag via the nasal or aerosol routes
(132). These routes were found to require lower doses of
Ags than did oral administration, a discrepancy that can
be explained by the dilution effect, as well as the poten-
tial degradation of the Ag in the GI tract. Although the
precise mechanism behind nasally induced tolerance is
not yet known, several studies have demonstrated a simi-
lar pathway for the induction of both nasal tolerance and
oral tolerance. For example, the membrane-bound form
of TGF-β–expressing CD4+ Foxp3+ T cells are involved in
tolerance induction to inhaled Ag (166). It was also shown
that airway pDCs suppressed the generation of effector T
cells primed by myeloid DCs via the induction of IL-10–
producing Treg cells (167).
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Mucosal Tolerance in Humans

Increasing attention is being paid to oral tolerance and the
role it could play in the prevention or treatment of autoim-
mune diseases, including multiple sclerosis, rheumatoid
arthritis, uveitis, as well as type I diabetes and contact hy-
persensitivity (132). Indeed, humans immunized with the
neoantigen keyhole limpet hemocyanin (KLH) either by
the oral or nasal route developed systemic unresponsive-
ness evaluated by delayed type hypersensitivity (DTH) and
T cell proliferative responses. However, B cell responses
were primed in both systemic and mucosal sites. In other
studies, humans naturally ingesting the dietary Ags bovine
gamma globulin, OVA, and soybean protein developed a
T cell tolerance characterized by anergy (132). Antigen-
specific Th3 cells secreting TGF-β have been observed
in the blood of multiple sclerosis patients orally treated
with a bovine myelin preparation, demonstrating that oral
administration of autoantigen can induce antigen-specific
TGF-β–secreting cells in a human autoimmune disease.

Pilot clinical trials of oral tolerance have been con-
ducted in patients with autoimmune diseases, and promis-
ing clinical benefits have been reported (132). Despite
encouraging initial results regarding oral delivery of au-
toantigens for the treatment of human autoimmune dis-
eases, a followup study did not demonstrate statistically
significant beneficial effects. Further, oral feeding of au-
toantigen in mice resulted in the generation of antigen-
specific CD8+ CTL responses that could lead to the ag-
gravation of autoimmune disease (132). Thus, one must
also keep in mind that oral administration of autoantigen
may induce undesirable CD8+ CTLs that may worsen the
disease instead of preventing the development of autoim-
munity.

A description of extensive experiments and clinical
studies based on the exploitation of principles of mucosal
tolerance in the prevention and treatment of T and B cell–
mediated hypersensitivity diseases (e.g., contact dermati-
tis and inhalation allergies), other autoimmune diseases
(e.g., uveoretinitis, glomerulonephritis, and diabetes), and
prolonged survival of allografts are beyond the scope of
this review. However, these efforts have not yet reached
fruition. Thus, the experience of most investigators is that
once antigen-specific systemic immune response has been
induced, it is difficult to achieve a reversal through mu-
cosal tolerance.

MUCOSAL IMMUNE SYSTEM
FOR HOST DEFENSE

Mucosal Vaccines

Mucosal surfaces are also the most frequent portals of en-
try of common viral, bacterial, fungal, and parasitic agents
causing both local and systemic infectious diseases. The

fascinating characteristics of the mucosal immune system
in the prevention of infections by pathogens has led to
much attention for the development of mucosal (e.g., oral
and nasal) vaccines (6). Mucosal vaccines offer numerous
advantages over traditional injection-type parenteral vac-
cines, including needleless and easy administration. Most
important, mucosal vaccines can induce both mucosal and
systemic immune responses, while parenteral immuniza-
tion yields only systemic immune responses. Hence, tradi-
tional parenteral immunization does not induce mucosal
immunity, which would inhibit the initial attachment of
pathogens, while mucosal vaccines can establish a first
line of immunological defense at mucosal sites as well
as provide a systemic immune surveillance to detect and
destroy invading pathogens. Therefore, numerous studies
have been conducted to harness the enormous potential of
the mucosal immune system to induce protective immune
responses at the site of entry of infectious agents.

However, due to the difficulties with dosing of relevant
Ags, their limited absorption, proteolytic degradation, low
pH, and detergent activity by bile salts, unique Ag deliv-
ery systems and mucosal adjuvants have been explored to
avoid such problems (6). At a minimum, these systems
should protect the Ag from physical and biological elimi-
nation. In addition, a major research focus has been aimed
at molecular and cellular elucidation of key immunologi-
cal mechanisms for the simultaneous induction and regu-
lation of active (e.g., S-IgA) and silent (e.g., mucosal toler-
ance) immune responses.

Administration Route of Mucosal Vaccines

Stimulation of local and generalized mucosal immune re-
sponses can be achieved by ingestion of Ags or their intro-
duction by the rectal route. The former route exploits the
inductive potential of lymphoepithelial tissues distributed
in the small intestine, while the latter route primarily
stimulates cells accumulated in structures termed rectal
tonsils (6). Immune responses induced by infections or
immunization through the nasal mucosa and oropharyn-
geal lymphoid tissues (Waldeyers ring or NALT) have been
evaluated with particular emphasis on local respiratory
tract pathogens such as influenza, parainfluenza, and RSV
(120). Individuals naturally infected or locally immunized
with attenuated viruses responded by formation of S-IgA
and IgG Abs in nasal secretions and when examined also
in saliva (120). In general, nasal immunization in contrast
to intestinal administration, induces prominent systemic
immune responses manifested by the presence of AFCs in
peripheral blood with mucosal as well as systemic homing
receptors, and plasma Ab responses. Examination of other
external secretions of nasally immunized humans and an-
imals revealed another significant feature: the female gen-
ital tract secretions contained high levels of antimicrobial
Abs of IgA and IgG isotypes, which, in some experiments,
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were higher than those induced by local, oral, rectal, or
systemic immunizations (168). Thus, it appears that nasal
exposure with Ags is the route of choice for the induction
of female genital tract responses.

The mucosal immune system of the female and male
genital tracts displays several features distinct from other
mucosal sites, such as the absence of lymphoepithelial
structures analogous to intestinal PPs, and a dominance
of IgG-AFCs in tissues and IgG in cervical mucus, vaginal
washes, and serum (168,169). Although repeated adminis-
tration of Ags with adjuvants, or infection with live viruses
generated local immune responses, Abs were absent or
present in low levels in secretions of remote glands, prob-
ably due to the lack of organized inductive sites, equiv-
alent to PPs, in the genital tract. However, systemic im-
munization followed by local mucosal booster or targeted
immunization in the vicinity of local LNs enhanced geni-
tal tract responses (168,169). Further, sequential combina-
tion of several immunization routes (systemic, oral, rectal,
vaginal, tracheal, or nasal) generates better results than re-
peated immunization at a single site.

Enterotoxin-based Mucosal Adjuvants

Two bacterial enterotoxins, CT and the closely related heat
labile toxin (LT), are the most well-studied mucosal ad-
juvants, which are derived from Vibrio cholerae and Es-
cherichia coli, respectively (6,170,171). They are not only
potent immunogens, but also adjuvants that enhance both
mucosal and systemic immune responses against mucos-
ally coadministered Ags. CT and LT are structurally similar
(83 % homology at the amino acid level) hexameric toxins
consisting of two structurally and functionally separate A
(CT-A or LT-A) and B (CT-B5 or LT-B5) subunits (6,170,171).
The A subunit possesses ADP-ribosyltransferase activity,
and the B subunit participates in the binding to host
cells. Different binding activities between CT-B and LT-B
have been reported. The CT-B binds to GM1-ganglioside,
whereas the LT-B binds to GM1-ganglioside as well as
asialo GM1 and GM2. The binding of B subunits to their
receptors on ECs allows the A subunit to reach the cytosol
of target cells, where it binds to nicotinamide adenosyl
diphosphate (NADP) and catalyzes the ADP ribosylation of
Gsα. The latter GTP-binding protein activates adenyl cy-
clase with subsequent elevation of cAMP in ECs, followed
by secretion of water and chloride ions into the intestinal
lumen. Although both CT and LT have strong adjuvant ac-
tivities, the clinical use of CT and LT has been hampered
by the fact that both enterotoxins induce severe diarrhea
after oral administration or from natural infection. Both
enterotoxins also have undesirable side effects involving
their entry into the central nervous system when given by
the nasal route (6,170,171).

To circumvent toxicity linked to these enterotoxins, sev-
eral groups have attempted to generate mutants of CT

(mCT) and LT (mLT) devoid of their toxic activity or re-
placement of the toxic A subunit (6,170,171). The first
approach involves the introduction of single amino acid
substitutions in the active site (i.e., the site responsible
for the ADP-ribosylation activity) of the A subunit of CT
or LT or in the protease sensitive loop of LT. mCTs con-
structed by substitution of serine by phenylalanine at po-
sition 61 (CT-S61F) and glutamate by lysine at position
112 (CT-E112K) in the ADP-ribosyltransferase activity cen-
ter of the CT gene from V. cholerae 01 strain GP14 dis-
play no ADP-ribosyltransferase activity or enterotoxicity
(6,170,171). The levels of Ag-specific serum IgG and S-
IgA Abs induced by the mutants are comparable to those
induced by wild-type CT. Further, the mutant CT-E112K,
like native CT, induces Th2-type responses through a pref-
erential inhibition of Th1-type CD4+ T cells. Subsequent
studies demonstrated that the mutant forms of CT were
effective for the induction of immune responses against
tetanus toxin, S. pneumoniae, influenza virus, diphtheria
toxin, HIV, and botulinum neurotoxin (6,170,171). Muta-
tions in other sites of the CT molecule were reported to
induce nontoxic derivatives, but the adjuvant activity was
also affected. Similarly, mLTs have also been successfully
developed as safe mucosal adjuvants and used with vac-
cines against measles virus, tetanus toxin, Helicobacter py-
lori, and influenza among many others, and some of them
have been examined clinically (6,170,171).

Another strategy that exploits the binding potential of
CT and CT-B to gangliosides on mucosal cells involves the
genetic construction of recombinant chimeric proteins.
The toxic subunit A of CT consists of two segments, A1
(carrier of toxicity) and A2, that interact with the B sub-
unit. Genetic replacement of the A1 segment with DNA
encoding a desired Ag (e.g., Ag I/II of Streptococcus mu-
tans) results in the assembly of a molecule composed of
CT-B/A2-Ag (6,170,171). When given intragastrically and
especially nasally, potent Ag-specific humoral immune re-
sponses were generated in mice.

In addition to CT and LT, several toxins have been shown
to exhibit mucosal adjuvant activity. For instance, Shiga
toxin 1 (STX1) and the mutant form of STX1 have been
shown to exhibit mucosal adjuvanticity. A genetically en-
gineered pertussis toxin (PTX) developed by removal of
its ADP-ribosylating activity was an effective adjuvant for
enhancing mucosal immune responses (6). The PTX rec-
ognizes glycoprotein with a branched mannose core and
an N-acetyl glucosamine expressed on various types of
mammalian cells. Nasal immunization with tetanus tox-
oid and PTX augmented parenteral and mucosal Ab re-
sponses. Zonula occludens toxin (Zot) is a single polypep-
tide encoded by the filamentous bacteriophage infecting
toxigenic strain of V. cholerae. Nasal or rectal immuniza-
tion with Zot resulted in the induction of plasma IgG and
mucosal S-IgA Ab responses against coadministered Ag
mediated by both Th1- and Th2-type cells (6). CTA1-DD
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is composed of an enzymatically active CT-A and a dimer
of an Ig-binding element of S. aureus protein A. Thus, it tar-
gets to B cells (172). When CTA1-DD was applied nasally, it
enhanced Ag-specific immune responses in both mucosal
and systemic sites without causing inflammation. A sub-
sequent study indicated that the adjuvanticity of CTA1-DD
was at least mediated by promoting GC formation (172).
Surprisingly, CTA1-DD is nontoxic although it contains the
intact form of holotoxin.

It should be noted that, except for a few results, almost
all mutant forms of adjuvants derived from the bacterial
toxin retained full adjuvant activity at least after nasal and
parenteral immunization, but possess less adjuvant activ-
ity when they were given orally. The reasons for different
adjuvant activities after nasal versus oral delivery remains
an open question, and further experiments are necessary
for effective oral delivery use of toxin-based mutant adju-
vants.

Mucosal Cytokines, Chemokines, and Innate
Factors as Adjuvants

Mucosal delivery of cytokines allowed the use of these
molecules that primarily interact with their correspond-
ing receptors without the important adverse effects that
are often associated with the large and repeated parenteral
cytokine doses generally required for the effective target-
ing of tissues/organs. Considerable numbers of cytokines
such as type I IFNs, IL-1, IL-2, IL-12, IL-15, and IL-18
have been shown to have mucosal adjuvant activity (6).
Although these cytokines showed adjuvant activities after
a single use, previous reports have provided evidence for
synergistic effects of cytokines. For instance, the adjuvant
activity for induction of mucosal S-IgA and systemic IgG
Abs after simultaneous administration of IL-1, IL-12, and
IL-18 was much stronger than those induced by the treat-
ment with each cytokine alone or a combination of IL-12
plus IL-18. In contrast to the synergistic effects of IL-1,
IL-12, and IL-18, coexpression of IL-15 with IL-12 did not
enhance adjuvanticity. These findings suggest that the ad-
juvant mechanism mediated by cytokines is complex and
should be carefully examined for the suitability of a partic-
ular cytokine for use in the development of effective mu-
cosal vaccines.

In addition to cytokines, chemokines have been shown
to act as innate-type mucosal adjuvants (6). For instance,
nasal administration of XCL1/lymphotactin with Ag re-
sulted in the marked enhancement of Ag-specific S-IgA Abs
in various mucosal secretions (e.g., feces, saliva, vaginal,
and nasal washes) and plasma IgG Ab responses. Simi-
larly, nasal coadministration of RANTES with Ag induced
high levels of S-IgA, plasma IgG, and preferential Th1-type
responses. MIP-1 is another CC chemokine that was ana-
lyzed for its ability to act as a mucosal adjuvant. MIP-1
contains two homologous subtypes, MIP-1α and MIP-1β.

It was demonstrated that nasal administration of MIP-1α

enhanced Ag-specific Ab responses to coadministered Ag
in systemic but not in mucosal sites. In contrast, MIP-1β

promoted mucosal S-IgA Ab responses with less efficient
induction of systemic immune responses, although they
both share the same ligand (CCR5).

Defensins belong to a family of antimicrobial peptides
produced by Paneth cells, as mentioned earlier (4,5). De-
fensins also possess chemotactic activity against T cells
and exert adjuvant activity (6). It is interesting to note that
no mucosal S-IgA Ab responses were induced after nasal
immunization with defensins, although they promoted
systemic IgG Ab responses associated with IFN-γ , IL-5,
IL-6, and IL-10 production. Thus, defensins are unique ad-
juvants that enhance systemic immune responses without
induction of mucosal S-IgA Ab production.

PRR-Targeted Mucosal Adjuvants

Innate immunity plays a pivotal role in host defense
against invading microbial pathogens at early stages of
infection through recognition by PRRs (11). The PRR-
mediated signals induce cytokine production like type I
IFN, IL-1 and IL-12, as well as antimicrobial peptides like
defensins that are all known to have adjuvant activity, as
discussed earlier. As one may expect from the fact that cy-
tokines that function as mucosal adjuvants, PAMPs, also
act as mucosal adjuvants. For example, monophosphoryl
lipid A (MLA) that has already been shown to be a systemic
adjuvant pre-clinically and clinically effectively works as a
mucosal adjuvant (6). Until now, the target cells of TLR ag-
onists remained obscure but were presumably DCs, since
TLR4 expression is very low or absent on ECs, as men-
tioned earlier. TLR2 is also a target of a specific mucosal
adjuvant. Muramyl dipeptide (MDP) is derived from the
cell wall of mycobacteria and has been shown to be one of
the ligands for TLR2. Before identification of TLR2, MDP
was shown to stimulate PP cells for the enhancement of
IgA Ab responses (6). Recent studies have demonstrated
that mycoplasma-derived M�-activating 2 kDa lipopep-
tide (MALP-2) promoted Th2-type responses, plasma IgG,
and mucosal S-IgA Ab responses against coadministered
Ags such as β-galactosidase and HIV-1 Tat protein through
TLR2 (173).

The discovery that gene-associated molecules (e.g.,
DNA and RNA) had immune-stimulating activities allowed
us to extend this system for development of mucosal ad-
juvants. Bacterial, but not eukaryotic, DNA generally con-
tains nonmethylated “CpG motifs” and acts as a ligand for
TLR9, thus, initiating innate and adaptive immunity (11).
Thus, plasmid DNA for gene vaccination can be function-
ally divided into two distinct units: a transcription unit
and an adjuvant/mitogen unit (131). The latter unit con-
tains immunostimulatory sequences consisting of short
palindromic nucleotides centered on a CpG dinucleotide
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core. It is now clear that CpG motifs can induce B cell
proliferation and Ig synthesis as well as cytokine secre-
tion (i.e., IL-6, IFN-α, IFN-β, IFN-γ , IL-12, and IL-18) by
a variety of immune cells (131). Numerous studies have
shown that mucosal administration of Ag with CpG pro-
moted mucosal S-IgA, plasma IgG, and T cell responses,
including CD8+ CTLs and CD4+ Th1 cells accompanied
with type I IFN production by DCs, which induced protec-
tive immunity against various types of infections, such as
S. pneumoniae, HIV, HSV-2, and Helicobacter pylori (131).

Mucosal Ag Delivery Systems

The mucosal delivery of Ag is another important subject
in the area of mucosal vaccine development. Various ap-
proaches toward the development of an ideal mucosal Ag
delivery system have been developed using inert particles,
including biodegradable polymer-based particles (micro-
spheres and nanospheres) as well as lipid-based parti-
cles such as liposomes and ISCOMs (6,174). Incorpora-
tion of Ags into these particles usually protects them from
proteolytic degradation by mucosal enzymes and acids;
however particles by themselves are nonimmunogenic.
Further, variation in microsphere chemical composition
allows generation of particles with fast or slow degradation
to stimulate long-lasting responses. Several different Ags
can be incorporated into a single preparation, and other
substances such as cytokines can be co-incorporated with
Ags to show ensuing immune responses (6). These obvious
attractive features are, however, counterbalanced by se-
rious disadvantages. Specifically, the disappointingly low
uptake from mucosal surfaces (<1%), low rate of incorpo-
ration, and the use of organic solvents that may denature
Ags are negative features.

To overcome this limitation, several modifications have
been attempted to deliver the Ag selectively to M cells, the
major targets for delivery of encapsulated Ag. Lectins have
been widely exploited to gain or to enhance access to M
cells. It has been considered that Ulex europaeus agglutinin
1 (UEA-1), a lectin specific for α-L-fucose residues, binds
almost exclusively to the apical surface of M cells of murine
PPs and NALT (44). The unique reactivity of UEA-1 to M
cells allowed the selective and effective delivery of micro-
spheres or liposomes to M cells after oral administration,
which led to the significant enhancement of Ag-specific
Ab responses (175). Recent advances in biomedical tech-
nology have been utilized to identify organic molecules or
peptides that mimic the functional activity of UEA-1 using
mixture-based positional scanning of synthetic combina-
torial libraries or of phage peptide libraries. The former
study revealed that a digalloyl D-Lysine amide construct
and a tetragalloyl D-Lysine amide construct bound effec-
tively to M cells, and the coating of particles with these
compounds resulted in the selective delivery of the par-
ticles to M cells with high efficacy (176). The latter study

demonstrated that specific peptide (YQCSYTMPHPPV) se-
lectively bound to the M cell–rich subepithelial dome re-
gion of the PPs and enhanced the delivery of microspheres
to M cells (177). In addition to these molecules, an M cell–
specific monoclonal antibody (mAb) (NKM16-2-4) was re-
cently developed, which can be used for the M cell–targeted
delivery of vaccine antigen (178). This mAb recognized
carbohydrate-modified molecules selectively expressed on
M cells and thus, effectively delivered the conjugated vac-
cine Ag to M cells for the induction of mucosal and sys-
temic Ag-specific immune responses (178).

Microbial adhesins have been applied to the targeted
delivery of synthetic particles to M cells. As expected given
the selectivity of ligands, enhanced Ag uptake was achieved
by coating polystyrene nanospheres with Yersinia-derived
invasin, a ligand for β1 integrins on the apical side of
M cells (44,59). Similarly, reoviruses are known to in-
vade through M cells using a 45-kDa viral haemagglutinin
σ1 protein (44,59). Subsequent studies demonstrated that
mucosal immune responses were significantly increased
by mucosal immunization by coupling a reovirus-derived
σ1 protein (179). As another approach, hybrid Ag delivery
vehicles have been developed (180). These vehicles are
composed of a synthetic liposome and virus, such as in-
fluenza and Sendai viruses (6). Using fusion activity that
originates from the virus, the virus-mimicked liposomes
could effectively deliver the encapsulated Ag to MALTs and
induce high levels of Ag-specific immune responses.

Attenuated live microorganisms have been developed
as vaccines, and some of them have already been used as
mucosal vaccines (e.g., poliovirus, S. typhi Ty21a, and V.
cholerae) (6,181,182) since the attenuation may not affect
the natural abilities of bacteria to survive in the hostile
environment of the intestinal and respiratory tracts and
to bind to M cells to promote vaccine uptake for the effec-
tive induction of mucosal and systemic immune responses.
Recent progress in genetic technology has allowed the cre-
ation of a new application of attenuated vaccines for Ag
delivery, namely recombinant attenuated vaccines carry-
ing DNA encoding heterologous Ag (6,181,182). In the at-
tenuated recombinant vaccines, several genes determining
pathogenicity have been mutated or disrupted, and a gene
encoding a heterologous Ag has been inserted, which en-
sures both safety and effectiveness. Vectors that have been
tested include various species of attenuated bacteria such
as S. typhi, Shigella flexneri, and Listeria monocytogenes,
V. cholerae, Lactobacillus, and Y. enterocolitica (181). Sim-
ilarly, recombinant viruses have been established as ve-
hicles for mucosal vaccine delivery (182). Since CTL re-
sponses appear to be pivotal in chronic viral infections,
these efforts have been aimed at developing mucosal vac-
cines that induce both mucosal S-IgA and CTL responses
to prevent initial contact of pathogens with host cells in
mucosal sites and for surveillance of virus-infected cells,
respectively. Several types of viruses have the advantage
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of their natural transmission via mucosal sites. These in-
clude poxvirus, adenovirus, HSV, adeno-associated virus,
alphavirus (e.g., Semliki Forest virus and Sindbis virus),
vesicular stomatitis virus, and poliovirus (182).

Novel molecular methods have allowed the produc-
tion of subunit vaccines in transgenic plants (183). Plant-
based vaccines offer some advantages over other systems,
including: 1) the ability to carry out posttranslational mod-
ifications similar to eukaryotes; 2) ease of production of
large quantities at reduced costs; 3) no requirement to use
a human pathogen. Assemblies of one or more Ags that
retain both T and B cell epitopes have been expressed in
genetically modified plants (GM plants) and are now being
tested for their potential use as human or animal vaccines.
To date, many plant species have been employed for vac-
cine usage. Early studies used tobacco and potato plants,
but now tomato, banana, corn, lupine, lettuce, wheat, rice,
and other plants are being used for this purpose (183). To
circumvent potential denaturation of Ag during cooking,
recombinant plants such as tomatoes, lettuce, and bananas
have been developed. To overcome the “cold chain” prob-
lem, grain (e.g., corn, wheat, and rice) are suitable because
they can be stored at ambient temperature for a long time.
Along these lines, a rice-based vaccine technology was in-
troduced. In mice orally immunized with rice expressing
CT-B kept over 18 monthes under normal temperature con-
dition (or without any refergiration), CT-B–specific intesti-
nal S-IgA Ab responses were elicited, which enabled them
to protect against CT-induced diarrhea (183a). Like this
one example, considerable progress has been achieved to
show that protective immune responses are induced in an-
imal model studies and, more recently, in completing ap-
plication trials for target animals for veterinary vaccines
(183). Thus, although many problems need to be overcome
for use of this technology clinically, including low yields
and inconsistent product quality for GM plant standards,
there is no doubt that plant-based vaccines are still con-
sidered to be a most promising mucosal vaccine system.

MUCOSAL DISEASES AND
IMMUNOTHERAPY

IgA Deficiency

Deficiency of IgA is the most common primary immun-
odeficiency disease in humans (184). Serological data in-
dicate that in Western Europe and the United States, one
out of 400 to 700 individuals are affected; in Japan, the
disease is less frequent (∼1:18,000). Deficiency of IgA fre-
quently escapes detection, because a large percentage of
afflicted individuals have no clinical symptoms. In an ab-
solute majority of cases, both serum IgA1 and IgA2 are
either deficient or are present in low levels (<50 mg/100

ml). Although rare, selective deficiencies of IgA1 or IgA2
subclasses, due to the deletion of Cα1 or Cα2 genes, have
been described (184). It is well recognized that the major-
ity of IgA-deficient individuals are asymptomatic presum-
ably due to alternative compensatory presence of S-IgM
in external secretions that functionally substitutes for the
deficient S-IgA. However, it appears that in comparison
to normal individuals, patients with IgA deficiency have a
higher incidence of recurrent infections, especially in the
upper respiratory tract, allergic diseases, autoimmune dis-
orders, and malignancies, particularly intestinal adenocar-
cinomas (184). Absence or low levels of S-IgA Abs to micro-
bial and food Ags may result in higher rates of absorption
of such Ags from mucosal surfaces, induction of higher lev-
els of corresponding Abs in plasma, and formation of cir-
culating immune complexes. Although S-IgM may replace
S-IgA in deficient patients, it appears that S-IgM does not
fully substitute for the IgA-associated functions. This may
be partly ascribed to the anti-inflammatory nature of IgA
manifested by its inability to activate C with potential in-
flammatory consequences. In contrast, both IgM and IgG
are potent C activators, and it has been demonstrated that
the formation of immune complexes composed of protein
Ags and IgM or IgG within mucosal tissues leads to lo-
cal damage and increased absorption of bystander Ags.
Diminished functional substitution of S-IgA with S-IgM is
also apparent in frequency of viral and bacterial infections,
and responses to vaccines (184).

HIV-1 Infection and the Mucosal Immune System

Mucosal tissues of the genital and intestinal tracts are the
most important portals of entry of HIV (124). Epidemi-
ological studies indicate that worldwide ∼ 80 %–90 % of
HIV infections are acquired by mucosal routes through
heterosexual and homosexual intercourse and the vertical
transmission route in utero, during delivery or by breast
feeding (124). Further, application of SIV on the surfaces
of vagina, penile urethra, or nasopharyngeal lymphoid tis-
sues was sufficient to infect rhesus monkeys (123).

Several mucosal cell types may be involved in the ini-
tial uptake of HIV and SIV (123,124). In animal models,
specialized M cells found in the intestinal PPs, in analo-
gous lymphoepithelial structures of the rectum, and also
in tonsils are capable of internalization of HIV/SIV and
presumably passing the virus to adjacent infectable cells
including T cells, M� and DCs (123,124). Human intesti-
nal and oral EC lines and primary IECs internalize HIV
and are infectable in vitro due to the expression of HIV
receptors/coreceptors (CD4, galactosyl-ceramide, and CC-
chemokine receptors, mainly CCR5 and to a lesser extent
CXCR4) on their surfaces (185). However, direct in vivo ev-
idence for the presence of HIV in enterocytes is not avail-
able. In rhesus macaques vaginally exposed to cell-free
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SIV, Langerhans cells dispersed in the stratified squamous
vaginal epithelium were the first cells that were infected
(185). Previous studies indicate that SIV and HIV pri-
marily targets and destroys mucosal CD4+ cells perhaps
due to the selective expression of chemokine receptors
(123,124). Isolated mucosal M� are less permissive for
HIV infection than phenotypically distinct blood mono-
cytes probably due to the reduced expression of HIV core-
ceptors (123,124). In addition to the initial HIV infection
sites, mucosal tissues, especially gastrointestinal sites, are
involved in the chronic activation of the systemic immune
system, a hallmark of progressive HIV infection. A recent
study demonstrated that chronically HIV-infected individ-
uals and rhesus macaques infected with SIV showed in-
creased amounts of LPS in the blood, which was presum-
ably derived from commensal microbiota in the GI tracts
(186). It was also shown that the microbial translocation
from gastrointestinal mucosa to systemic compartments
correlated with chronic activation through both innate and
acquired immune systems, providing evidence for chronic
systemic immune activation in HIV infection mediated by
the GI mucosa.

HIV-1–specific Abs become detectable in sera shortly
after infection. In all seropositive individuals, these Abs
are of the IgG isotype; IgA Abs are present less frequently
and occur at much lower levels. Extensive studies of ex-
ternal secretions, including tears, saliva, nasal, intestinal,
and vaginal washes; semen; cervical mucus; milk; fecal ex-
tracts; and urine yielded often controversial results with
respect to the presence and isotypes of HIV-1–specific
Abs (123,124). Differences in the collection procedures,
processing of samples, dilutions of some secretions by
washing fluids, and methodologies used for Ab detection
may account for some of these discrepancies. Surprisingly,
HIV-1–specific Abs of the IgG isotype are dominant in all
secretions despite the overwhelming levels of total IgA
and route of infection (systemic or mucosal) (123,124).
For example, in human milk, intestinal fluid, and saliva,
in which IgA represents ∼ 98 % to 99 % and IgG only
∼ 1 % of total Igs, HIV-1–specific Abs are present mainly in
the IgG isotype. In external secretions of individuals with
HIV-1–specific IgA Abs, there is a pronounced restriction
to the IgA1 subclass (187). Absence or presence of levels of
HIV-1–specific IgA Abs in external secretions is not due to
a defect in the production of total IgA or unresponsive-
ness to viral Ags: IgA Abs to, for example, influenza virus
are readily detectable in secretions of HIV-1–infected in-
dividuals (188). The mechanisms involved in this dimin-
ished responsiveness to HIV-1 but not the influenza virus
in the S-IgA isotype have not been clarified. The site of
original infection and the presence of effective mucosal
inductive sites in the upper respiratory tract but not in the
genital tract may play a role. Initial reports (188) of the
selective occurrence of HIV-1–specific Abs in secretions of

HIV-1–exposed but seronegative individuals have not been
confirmed in other studies. Studies concerning the pres-
ence of CTLs in mucosal tissues of HIV-infected individ-
uals are rather limited mainly due to the unavailability
of tissues to perform extensive analyses. The progressive
decline of immune functions in long-term HIV-1–infected
and untreated individuals also compromise the mucosal
immune system. An increased incidence of infections with
mucosal opportunistic pathogens, including viruses, bac-
teria, fungi and protozoa, and of mucosal neoplasms has
been observed.

IBD

IBD represents a chronic, relapsing, and remitting inflam-
matory condition of the GI tract that is manifest as one
of the two, usually distinct but significantly overlapping,
clinical entities, ulcerative colitis (UC) and Crohn’s dis-
ease (CD). Increasing evidence suggests that IBD is a dys-
regulated mucosal immune response to components of
the normal commensal luminal microbiota in a geneti-
cally susceptible host that is further modified by a variety
of environmental factors. The majority of these insights
have come through a variety of animal models of IBD, in-
cluding those that occur spontaneously and those that are
induced by administration of exogenous agents, gene tar-
geting through knockout or transgenic approaches, or
transfer of cells into immunodeficient animals (189,190).

The incidence of IBD is reduced when bacterial col-
onization is eliminated through germ-free conditions or
reduced such as through antibiotic administration, sug-
gesting that the intestinal microflora is involved in the de-
velopment of IBD (189,190). However, not all bacteria are
equal in this regard. For example, some groups of organ-
isms are known to trigger colitis in genetically susceptible
animal strains, such as the ability of Bacteroides vulgatus to
stimulate colitis in HLA-B27 transgenic rats (191). How-
ever, some groups of organisms are able to prevent coli-
tis such as Lactobacillus sp., which are considered to be
probiotics and are known to prevent colitis in genetically
susceptible hosts such as IL-10 knockout mice (192). Con-
sistent with the protective role of MyD88 signaling in the
intestine as mentioned earlier (22), it is now clear that pro-
biotics mediate their anti-inflammatory effects at least par-
tially through TLR9-mediated CpG signaling (131). Thus,
TLR9−/− mice showed impaired inhibitory function of
probiotics or CpG against experimental colitis. Further,
methylated probiotic DNA, calf thymus DNA, and DNase-
treated probiotics had no effect on the inhibition of colitis
(131).

In addition, colitis in mouse models appears to be trig-
gered by a subset of protein Ags that largely activate effec-
tor T cells as manifested by the evidence of private and,
to a lesser extent, public TCR motifs in bacterially driven
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disease models such as the CD45RBhigh transfer model
in scid/scid mice consistent with observations in humans
(189,190). Interestingly, the response in the involved IBD
intestine is associated with T cell activation and produc-
tion of Th1 (IFN-γ ), Th2 (IL-4), Th17 (ZL-17) and regula-
tory cytokines (IL-10 and TGF-β). This is consistent with
the concept that the final common pathway of excessive
Th1, Th2 or Th17 cytokine production that underlies the
pathogenesis of these IBDs is achieved by either excessive
Th1 or Th2 effector T cells or ineffective counterbalance
of effector T cells by regulatory subsets of cells that se-
crete anti-inflammatory cytokines such as IL-10 and TGF-
β. This has placed significant emphasis on defining the reg-
ulatory subsets of cells involved in blocking disease patho-
genesis and has allowed for drawing significant similar-
ities between and insights from mechanisms previously
related to the study of oral tolerance. Indeed, oral toler-
ance has been shown to be effective in the prevention of
IBD through production of these regulatory cytokines in
animal models (132). Additionally, a recent study reveals
evidence of a genetic defect in oral tolerance in IBD pa-
tients (193). As such, the role of Treg cells in intestinal
homeostasis has been gained from studies using the T
cell transfer colitis model. In this model, cotransfer of
CD4+ CD45RBlow T cells together with CD4+ CD45RBhigh

T cells prevents the pathology due to the IL-10– and TGF-
β–dependent activity of Treg cells (139). In addition to Treg
cells, the iNKT cell type has also been shown to inhibit IBD
(194). Thus, an amelioration of IBD symptoms was noted
in mice treated with αGalCer, but not αManCer, via the
IL-10 production by iNKT cells.

Mucosal Allergies

The majority of allergic immunologic diseases are of mu-
cosal origin, and their clinical manifestations are locally
expressed. The diseases tend to mainly affect the upper
respiratory and GI tracts. Numerous anti-allergic drugs
have been developed, but these drugs do not achieve a per-
manent cure for the allergic diseases. There is a general
belief that this increase is due to “cleanliness” in our en-
vironment so that exposure to allergens can more often
result in hypersensitivity and not classical immunity to in-
fections like tuberculosis, measles, or hepatitis A (195).
Asthma is the most common of the severe atopic diseases,
which also include allergic rhinitis. The three hallmarks of
asthma include: 1) variable airflow obstruction, 2) airway
hyperresponsiveness (AHR), and 3) airway inflammation
(196). However, hypersensitivity in the GI tract emanates
from ingestion of large amounts of food Ags, including
cow’s milk proteins, eggs, and peanuts (197). It is gener-
ally agreed that Th2-type responses, characterized by the
enhanced production of IL-4, IL-5, IL-9, and IL-13, and
IgE-mediated Ab responses to common inhaled and fed

allergens are major factors in the development of both
asthma and food allergy (196,197). Therefore, inhibition
of allergen-specific Th2 cells and blocking Th2 differenti-
ation among new responses are reasonable goals for dis-
ease manipulation. The former is achieved, for example,
by treatment with anti-IL-4 or IL-13 mAbs or soluble cy-
tokine receptors, and the latter was mediated by blocking
the interaction between CD28 and CD80/CD86, inhibiting
ICOS function, or IL-12 expression (197). In addition, new
drugs targeting Th2 effector molecules include PPAR ag-
onists (e.g., cyclopentenone, prostaglandins, and thiazo-
lidinediones) (198). The treatment with PPAR agonists
inhibited GATA-3, a Th2-specific transcription factor,
and decreased Th2-driven IgE production and inhibited
asthma. Further, a Th1-dominant environment is also
achieved by TLR-mediated stimulation because these trig-
gers tend to induce Th1 responses as mentioned above.
Thus, some TLR ligands (e.g., CpG oligodeoxynucleotides)
have been established as agents effective against mucosal
allergy in animal models, and clinical trials have been ini-
tiated (131). Similarly, blocking IgE activity resulted in the
inhibition of allergic responses by suppression of inflam-
matory cell (e.g., mast cells and basophils) migration and
degranulation (199).

Induction of tolerance is another strategy against mu-
cosal allergy (132). Induction of tolerance by repeated sub-
cutaneous injection of allergen has been used in clinical
practice for nearly 100 years and is successful in selected
allergic patients sensitive to a limited number of allergens.
In addition to subcutaneous injection, oral or nasal ad-
ministration has been employed to induce tolerance in an-
imal models and clinical trials against various allergens
such as pollen and house dust (132). In this context, a rice-
based vaccine system expressing multiple T cell epitopes
has been developed to induce oral tolerance and inhibit
allergy (200). In addition to allergy, mucosal tolerance has
been applied to other diseases, including EAE, arthritis,
diabetes, myasthenia gravis, transplantation, and others
(132).

As mentioned earlier, Treg cells play an important role
in the induction of mucosal tolerance (132,139). The re-
lationship between Treg cells and mucosal allergy was
implicated by reports that the ratio of allergen-specific
effector Th2 cells and Treg cells may be linked to the
pathogenesis of food allergy (201). Among several types of
Treg cells (e.g., naturally arising Treg cells, Tr1, and Th3),
allergen-specific IL-10–producing Treg cells display strong
immunosuppressive potential (201). Consistent with this,
several studies suggested that IL-10 levels were inversely
correlated with the severity of human allergic disease
(201). However, recent studies revealed a novel pathway
mediated by naturally arising Treg cells to inhibit asthma
via an IL-10–independent pathway (202), suggesting that
mucosal allergies can be treated by the versatile Treg cell
system.
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The recruitment of effector cells at the sites of aller-
gen exposure is a target for treating mucosal allergy (197).
This could be achieved by interfering selectively with the
system of adhesion molecules regulating the trafficking
of Th2 cells and inflammatory cells (e.g., eosinophils, ba-
sophils, and mast cells). For example, blocking the ad-
hesion molecule LFA-1 has been shown to be effective
in the inhibition of airway inflammation in animals and
in allergic patients (197). Chemokines are other target
molecules in preventing allergic inflammation (197). A
recent study demonstrated that Th17 cells reduced AHR
by down-regulation of CCL11/eotaxin and CCL17/TARC
production in the lungs (203). In addition, several other
chemokines (e.g., CCL17, CCL1, and CXCL12) have been
considered to facilitate preferentially the development of
Th2 inflammation (204). Using a food allergy model, it was
recently reported that S1P, a lipid mediator, contributes
to the regulation of migration of pathogenic CD4 T and
mast cells from the systemic immune compartment into
the large intestine and inhibition of S1P-mediated path-
way results in the inhibition of development of allergic
diarrhea (205).

Celiac Disease

Celiac disease is another related disorder of mucosal im-
munity, which is characterized by small-intestinal mu-
cosal injury in response to the dietary ingestion of gluten
(29). Gluten is a proline- and glutamine-rich protein that
is found in wheat, rye, and barley. Pathologic features
of celiac disease include increased numbers of IELs and
less extensive villous atrophy and crypt hypertrophy (29).
IELs from patients with celiac disease preferentially in-
clude NK-like cells, which recognize stress-induced MICA
molecules expressed on IECs (29). This process has been
considered to be mediated by IL-15. IL-15 induces in-
creased expression of MICA and subsequent interaction
between MICA and its receptor, NKG2D, and up-regulates
gluten-specific CTL activity in the small intestine (206).
Gluten-free diet currently is the only accepted therapy
for celiac disease, and various immunological approaches
such as blocking IL-15 and treatment with IL-10 have been
examined (29). However, in terms of quality of life, it is
doubtful that this treatment will be effective with so many
potential side effects. Thus, it is essential to identify the
gluten-specific pathogenic immunocompetent cell popula-
tion for the development of novel strategies to selectively
delete the specific pathogenic populations.
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INTRODUCTION

A bidirectional communication exists between the central
nervous system (CNS) and the immune system whereby
neurotransmitters and neurohormones regulate immunity
and, in turn, immune molecules signal the central nervous
system to activate these extra–immune system regulatory
pathways in a negative feedback loop that maintains home-
ostasis. Perturbation of this balance in either direction
results in disease. Overregulation of the immune system
results in an ineffective immune response and increased
susceptibility to infections, whereas underregulation re-
sults in an unchecked immune response and the develop-
ment of autoimmune/inflammatory disease. This chapter
focuses on these routes of communication, with particu-
lar emphasis on the hypothalamic-pituitary-adrenal (HPA)
axis and resultant glucocorticoid release. Dysregulation of
the HPA axis and glucocorticoid signaling is discussed.

EFFECTS OF IMMUNE FACTORS
ON THE CNS

Immune factors, including immune cells and cytokines, af-
fect the CNS at molecular, cellular, and whole-organ levels.

These factors have different effects on the CNS depending
on whether they are expressed within the CNS or produced
at peripheral sites.

Effects of Immune Factors Within the CNS

Cells of the brain, such as glia, neurons, and macrophages,
are able to produce cytokines locally, which have been
shown to be involved in neuronal cell death (1,2,3,4) and
survival (5,6). Cytokine-mediated neuronal cell death is be-
lieved to play an important role in several neurodegen-
erative diseases, such as neuroAIDS, Alzheimer’s disease,
multiple sclerosis, stroke, and nerve trauma (7,8–10).

Effects of Peripheral Immune Factors
on the CNS

Cytokines produced at peripheral sites during inflamma-
tion are able to signal the brain and change brain function
and in this sense act like hormones. In addition to inducing
fever, cytokines induce a set of symptoms called “sickness
behavior.” The symptoms include decreased locomotion,
depressed cognition, memory, and mood, decreased ap-
petite, and decreased interest in social interactions and
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sexual behavior (11,12,13). Peripherally produced cy-
tokines can access and stimulate the CNS by several routes.
They can cross the blood–brain barrier (BBB) at “leaky
points” such as at the organum vasculosum lamina ter-
minalis (OVLT) or median eminence, and they can also
be actively transported in small amounts across the BBB
(14). In addition, they can activate the vagus nerve to sig-
nal the CNS rapidly by binding to receptors on paragan-
glia cells adjacent to vagal ganglia (15,16,17). Finally, they
can activate second messengers, such as nitric oxide and
prostaglandins, by binding to receptors on brain endothe-
lial cells (15,18–20). For further reading the reviews by
Masek et al. (21) and Sternberg (22) are recommended.

CNS REGULATION OF THE
IMMUNE SYSTEM

The CNS is able to communicate with the immune system
through both neural pathways and hormonal pathways. In
general, neural routes innervate immune organs and reg-
ulate immunity at regional and local levels, and hormonal
routes regulate immunity systemically.

Neural Pathways That Regulate
Immune Function

Neural pathways that participate in CNS regulation of the
immune system include the sympathetic nervous system
(SNS), the parasympathetic nervous system, and the pe-
ripheral nervous system (PNS).

Sympathetic Nervous System

The SNS regulates the immune system at a regional level,
through innervation of immune organs. Norepinephrine
and neuropeptide Y, synthesized and secreted together
from nerve endings (23), regulate the immune system re-
gionally. In contrast, when these neuropeptides are re-
leased into the bloodstream from the adrenal medulla they
regulate the immune system at a systemic level. Extensive
studies indicate that norepinephrine affects adaptive im-
munity and antibody production (24). The effects on innate
immunity have not been as well studied and are reviewed
by Sternberg (22) and Maestroni (25). Norepinephrine and
neuropeptide Y together inhibit interleukin-6 (IL-6) secre-
tion from macrophages (26,27). Recent comprehensive re-
views are available of the regulation of the immune system
by the sympathetic nervous system (25,28).

Parasympathetic Nervous System

The parasympathetic nervous system regulates immune
responses regionally through the vagus nerve. The primary
parasympathetic neurotransmitter is acetylcholine, which
binds to nicotinic and muscarinic cholinergic receptors

(22). During inflammation, IL-1 is released by activated
immune cells; this then activates the afferent fibers of the
vagus nerve, which rapidly activate the parasympathetic
brainstem regions through IL-1 receptors on the parasym-
pathetic ganglia (29). This is the first step in the “inflam-
matory reflex” that leads to acetylcholine release from ef-
ferent vagus nerve fibers as a negative feedback control of
inflammation (30). Cutting the vagus nerve prevents im-
mune signaling to brain and activation of parasympathetic
brainstem regions and, in turn, prevents vagal control of
inflammation and toxic shock (29,30,31).

Peripheral Nervous System

At sites of inflammation, the PNS releases neurotrans-
mitters from sensory peripheral nerves that are gener-
ally proinflammatory and increase local inflammatory
responses. These neuropeptides include corticotrophin-
releasing hormone (CRH), substance P, and calcitonin
gene–regulated peptide (CGRP) (32,33,34). Vasoactive in-
testinal peptide (VIP) is released by peripheral nerves
and microglia (35) and inhibits inflammation through G
protein–coupled receptors VPAC1 and VPAC2 (36).

Neuropeptides released centrally from the CNS or pitu-
itary gland have different effects and tend to be antiinflam-
matory. For example α-melanocyte-stimulating hormone
(α-MSH), a 13–amino acid peptide, has antiinflammatory
actions (37,38). It is released from the pituitary, the neu-
rons of the arcuate nucleus and paraventricular nucleus of
the hypothalamus, and the peripheral nerves (39,40). Opi-
oids, synthetic (morphine) and endogenous (endorphins
and enkephalins), are also antiinflammatory molecules re-
leased by pituitary (41). These can also stimulate HPA axis
and glucocorticoid release (42).

Hormonal Pathways That Regulate
Immune Function

In addition to neural control of inflammation, hormones
are also released in response to stimuli of brain regions
that control the immune system. Prolactin secreted by the
pituitary gland binds to the prolactin receptor on immune
cells and enhances immune function. Hyperprolactinemia
has been described in some autoimmune diseases (43,44).
Growth hormone, another pituitary hormone also pro-
duced by lymphoid organs such as the thymus, spleen,
and peripheral blood, also plays a role in enhancing im-
mune function, stimulating T and B cell proliferation and
antibody production (45). Ghrelin is predominantly pro-
duced in the stomach after stimulation through the gut–
brain axis and has been shown to have antiinflammatory
actions (46,47). Leptin, also part of the gut–brain axis, has
been shown to act as a proinflammatory hormone (48,49)
and signals the hypothalamus from adipose tissue, form-
ing a negative feedback loop (47).
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FIGURE 32.1 Two-way commu-
nication between the immune and
nervous systems. The immune
system and the central nervous
system (CNS) communicate with
and regulate each other. Cytokines
made in the periphery signal the
CNS by several routes, including
passage across the blood–brain
barrier and via the vagus nerve.
Peripheral cytokines affect many
aspects of CNS function, including
activation of the neuroendocrine
stress response, or hypothalamic-
pituitary-adrenal (HPA) axis.
When activated, the hypothalamus
releases corticotrophin-releasing
hormone (CRH) and arginine
vasopressin (AVP), which together
stimulate the pituitary grand
to release adrenocorticotrophin
(ACTH). This in turn stimulates the
adrenal cortex to release glucocor-
ticoids. These hormones suppress
immunity at a molecular, cellular,
and organ level. Other routes by
which the CNS regulates immunity
are through the sympathetic ner-
vous system (SNS) and peripheral
nervous system (PNS). Stress
both activates the HPA axis to
release these immunosuppressive
hormones and activates the SNS.
The HPA axis and SNS commu-
nicate through brainstem routes
that involve noradrenergic nuclei,
including the locus ceruleus, C1,
C2, A1, and A2. Cytokines are also
expressed within the CNS, and in
this compartment they play a role
in neuronal cell death and survival.

The Hypothalamic-Pituitary-Gonadal Axis

The hypothalamic-pituitary-gonadal (HPG) axis is also
involved in regulation of immune responses (50,51). Es-
trogen is generally immunoenhancing at lower concen-
trations (52–54,55,56), whereas testosterone and pro-
gesterone are generally immunosuppressive (55,56).
Increases in estrogens relative to androgens have been
shown in rheumatoid arthritis and lupus (57). The differ-
ences in immune regulation by the sex hormones may, at
least in part, explain the well-recognized phenomenon that
females of all species are more susceptible to autoimmune
and inflammatory diseases than males, expressing a 2-

10-fold higher incidence or severity of autoimmune dis-
eases compared to males (52,55).

The Hypothalamic-Pituitary-Adrenal Axis

The HPA axis is a major regulator of the immune system
via the production of adrenal glucocorticoids (Figure 32.1).
The HPA axis consists of the paraventricular nucleus (PVN)
of the hypothalamus, the anterior pituitary gland located
at the base of the brain, and the adrenal glands. CRH is
secreted on stimulation from the PVN into the hypophy-
seal portal blood supply. This subsequently stimulates the
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anterior pituitary gland to secrete adrenocorticotropic hor-
mone (ACTH) into the systemic circulation. In turn, this
induces the adrenal glands to synthesize and release glu-
cocorticoids.

The HPA axis is regulated by both factors within the
central nervous system and from the periphery. Glucocor-
ticoids, the end product of the HPA axis, negatively reg-
ulate the axis at the level of the hypothalamic and pi-
tuitary. The HPA axis is also regulated by other factors,
such as neurotransmitters and neuropeptides of the sym-
pathetic nervous system, other neuropeptides (e.g. argi-
nine vasopressin [AVP]), and cytokines (58–60,61). CRH
is positively regulated by the serotonergic, cholinergic,
and histaminergic systems but is negatively regulated by
itself and by ACTH, as well as by other neuropeptides
and neurotransmitters in the brain (e.g., γ -aminobutyric
acid–benzodiazepines and opioid peptide systems) (62–
64,65,66,67).

GLUCOCORTICOID RESPONSES

Glucocorticoids have been known for many years to influ-
ence the immune system and because of this have been
used in the treatment of inflammatory diseases since the
1940s. The Nobel prize was awarded to Kendall, Reich-
stein, and Hench for the discovery of this effect in 1950
(68). Since then, extensive research has investigated the
pharmacologic effects of glucocorticoids on many aspects
of immune cell function (69–70,71). However, only rela-
tively recently has the essential physiologic role of gluco-
corticoids in the regulation of the immune system in health
and disease been fully appreciated. To understand the
pathogenesis of inflammatory/autoimmune disease and ul-
timately to develop effective therapies for such diseases,
one needs a better understanding of the mechanisms in-
volved in glucocorticoid secretion/production and regula-
tion of the immune system both under normal and disease
conditions.

The Glucocorticoid Receptor

Glucocorticoids function through a cellular receptor to
modulate gene transcription. Two receptors are activated
by glucocorticoids: the higher-affinity type I receptor, the
mineralocorticoid receptor (MR); and the lower-affinity
type II receptor, the glucocorticoid receptor (GR). Gluco-
corticoids bind preferentially to MR at low concentrations,
and only at high stress levels do they bind to GR (72). It has
been suggested that MR functions in a proactive capacity
in the maintenance of homeostasis in the brain, whereas
GR functions in a reactive role in the recovery from dis-
turbance (73). However, GR is the primary receptor for
glucocorticoids in immune cells. Other factors can regu-
late the availability of glucocorticoids, such as the expres-

FIGURE 32.2 Molecular structure of the glucocorticoid recep-
tor. The areas associated with the functions of transactivation,
DNA binding, ligand binding, nuclear localization, dimerization,
and Hsp90 binding are shown.

sion of 11β-hydroxysteroid dehydrogenase (11β-HSD), an
enzyme that converts the active form of steroids, for exam-
ple, cortisol and corticosterone, into the inactive form, for
example, cortisone and 11-dehydrocortisone (74,75,76).

The glucocorticoid receptor (NR3C1) is a member of the
steroid and thyroid hormone receptor superfamily, which
also includes the receptors for progesterone, estrogen,
mineralocorticoid, and thyroid hormones. These receptors
can essentially be thought of as ligand-dependent tran-
scription factors that mediate the endpoint tissue effects
of such hormones (77). The nuclear hormone receptors
all share a common three-domain structure (Figure 32.2)
consisting of an N-terminal transactivation domain, a cen-
tral DNA-binding domain (DBD), and a C-terminal ligand-
binding domain (LDB) (78,79).

Circulating glucocorticoids are bound to cortisol-
binding globulin (CBG) or albumin in the peripheral blood
stream. Glucocorticoids are small hydrophobic molecules
that can enter the cell mainly by passive diffusion, although
evidence exists for some active transport processes (80).
GR is located in the cytoplasm and held in a conformation
accessible to the ligand by a multiprotein complex con-
taining Hsp90 and immunophilins. On activation by ligand
binding, GR dissociates from the Hsp complex, dimerizes,
and translocates to the nucleus, where it binds as a homo-
dimer to a specific DNA sequence—hormone response el-
ement (HRE) or glucocorticoid response element (GRE).
GR can modulate gene expression, either upregulating or
downregulating target genes, by interacting with many
coactivators or corepressors (Figure 32.3) (78,81,82). Re-
pression of target genes by GR can occur via a negative
glucocorticoid response element (nGRE), for example, the
bovine prolactin gene and the POMC gene (83,84,85), but
primarily occurs by interaction with other transcription
factors, such as activator protein-1 (AP-1) and nuclear
factor-kappa B (NF-κB) (82,86,87,88,89). Similarly GR ac-
tivity can be repressed by AP-1 and NF-κB (90,91).

The presence of other receptors that also bind glucocor-
ticoids would affect glucocorticoid responses. Such recep-
tors include the mineralocorticoid receptor and an inactive
splice variant of the glucocorticoid receptor, GRβ, which
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FIGURE 32.3 Molecular mecha-
nisms of glucocorticoid effects on
immune cell function. Schematic
diagram of the mechanism of ac-
tion of the glucocorticoid recep-
tor, including interactions with
the NF-κB and AP-1 pathways.
Dotted lines represent repressive
pathways.

differs in the C-terminal LBD (92). Like GR, GRβ is also
found in the cytoplasm complexed to hsp90, but, in addi-
tion, it is also located in the nucleus regardless of ligand
status. Due to a unique 15–amino acid C-terminus, GRβ

is unable to bind ligand or activate gene transcription. It
has been suggested that GRβ forms transcriptionally in-
active heterodimers with GRα, thereby acting as a dom-
inant negative receptor or, effectively, as a GR antagonist
in vitro (93–98,99). However, this mechanism is still un-
der dispute because other studies have shown no effect of
GRβ on GRα-mediated transactivation or transrepression
(100,101,102,103). Monocytes and T cells exhibit differen-
tial GR sensitivity, and this has been suggested to be due
to the differential expression of GRβ (104). GRβ has also
been shown to repress MR (105).

Effects of Glucocorticoids on
Immune Responses

Pharmacologic and physiologic doses or forms of glucocor-
ticoids exhibit very different responses. Physiologic doses
of glucocorticoids modulate transcription of inflamma-
tory genes, whereas pharmacologic doses totally suppress
the inflammatory response (106). In addition, different
immune responses are elicited by synthetic glucocorti-

coids, such as dexamethasone, compared to natural glu-
cocorticoids, such as hydrocortisone. For example, dexa-
methasone exerts a greater suppression on IL-12 than does
hydrocortisone, consistent with the greater affinity of dex-
amethasone than hydrocortisone for GR (107). Physio-
logic doses of the natural glucocorticoid corticosterone
have been shown to have immunoenhancing effects in
skin delayed-type hypersensitivity (DTH) in rats. How-
ever, if the dose of corticosterone is increased to phar-
macologic concentrations or the pharmacologic gluco-
corticoid dexamethasone is used, immunosuppressive
effects are observed (108). This suggests that acute admin-
istration of a natural glucocorticoid is immunoenhancing,
whereas chronic administration of a natural glucocorti-
coid or administration of a pharmacologic glucocorticoid
is immunosuppressive. This is in agreement with the ob-
servation that acute stress can be beneficial, for exam-
ple, in enhancement of immune function, whereas chronic
stress is detrimental to health, for example, in enhancing
susceptibility to infections and impaired wound healing
(109,110–114,115,116–118).

A wide variety of immune genes and immune cell func-
tions are regulated by glucocorticoids through GR and
the molecular mechanisms described earlier. For example,
glucocorticoids modulate gene expression of cytokines,
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◗ TABLE 32.1 Summary of Immune-Related Genes
Regulated by Glucocorticoids

Increase Decrease

Cytokines Cytokines

IL-4, IL-10, IL-RI, IL-1 receptor
antagonist

IL-1, IL-2, IL-3, IL-4, IL-5, IL-6,
IL-8, IL-11, IL-12, IL-13, TNFα,
GM-CSF, IFNγ

Chemokines

RANTES, eotaxin, MIPα,
MCP-1, MCP-2, MCP-3,
CINC/gro

Inflammatory mediators Inflammatory mediators

Lipocortin-1 (annexin-1), SLPI,
MKP-1

Prostaglandins, NO, NOS II,
iNOS, COX-2, cPLA2

Adhesion molecules

ICAM-1, ELAM-1, VCAM-1,
E-selectin, L-selectin

Receptors Receptors

β2-Adrenoceptor IL-2R, NK1R, NK2R, IL-4Rα

IκBα

CINC, cytokine-induced neutrophil chemoattractant; COX-2,
cyclooxygenase type 2; cPLA2, cytosolic phospholipase A2; ELAM-1,
endothelial-leukocyte adhesion molecule-1; GM-CSF,
granulocyte-macrophage colony-stimulating factor; ICAM-1, intracellular
adhesion molecule-1; INFγ , interferon-γ ; iNOS, inducible nitric oxide
synthase; IL, interleukin; NO, nitric oxide; NOS II, nitric oxide synthase II;
MCP, monocyte chemoattractant protein; MKP-1, mitogen-activated
protein kinase phosphatase-1; SLPI, secretory leukocyte protease
inhibitor; TNFα, tissue necrosis factor-α; VCAM-1; vascular adhesion
molecule-1.

adhesion molecules, chemoattractants, inflammatory me-
diators, and other inflammatory molecules (Table 32.1);
for a comprehensive review see Webster et al. (119).

Cytokines

In general, proinflammatory cytokine gene expression is
repressed by glucocorticoids, for example, IL-1 (120,121,
122), IL-2 (123), IL-5 (124,125,126,127), IL-6 (128,129,130,
131), IL-8 (131,132,133,134), IL-11 (135), IL-12 (136,137,
138,139), tumor necrosis factor-α (TNFα) (140,141,142),
interferon-γ (IFNγ ) (123,143) and granulocyte-macro-
phage colony-stimulating factor (GM-CSF) (131,144,145),
whereas antiinflammatory cytokine expression is upregu-
lated, for example, IL-4 (125,146,147) and IL-10 (143,148).

Regulation of cytokine expression by glucocorticoids
can also be achieved by modulation of mRNA stabilization,
for example, IL-1β (120,121,122), IL-5 (124), IL-8 (132),
and IL-11 (135); modulation of receptors and decoy recep-
tor expression, for example, IL-1R II (149,150,151,152),
IL-1 receptor antagonist (153),and IL-12R (136,137,138);
regulation of translation, for example, TNFα (140,142); or
modulation of cytokine signaling pathways, for example,
dexamethasone inhibition of IL-2 signaling via the Janus

kinase (Jak)–signal transducers and activators of tran-
scription (STAT) cascade (154). As mentioned, glucocor-
ticoids are generally thought to upregulate antiinflamma-
tory cytokines; however, there are some specific cell- and
dose-dependent effects. For example, IL-10 is upregulated
by pharmacologic doses of glucocorticoids, whereas phys-
iologic doses suppress IL-10 (143,148). IL-4 is induced by
physiologic concentrations of glucocorticoids in the lymph
nodes and spleen of mice (155,156) but is downregulated
in T cells by high stress levels of dexamethasone (123).

Modulation of cytokine expression by glucocorticoids
causes a shift from a T helper (Th) 1 (cellular immunity)
to a Th2 (humoral immunity) pattern of immunity. This is
evident in some autoimmune diseases, such as rheumatoid
arthritis, multiple sclerosis (MS), and type 1 diabetes melli-
tus, where a shift toward Th1 immunity has been observed,
however, in systemic lupus erythematosus (SLE) there is a
shift toward Th2 immunity (136,157,158). In cases of ex-
cessive glucocorticoid production, for example, in animal
models with a hyperactive HPA axis (F344/N rats) or in
women in the third trimester of pregnancy, a relative re-
sistance to Th1-associated autoimmune diseases has been
described (158). However, in cases of low glucocorticoid
production, for example, animals lacking glucocorticoids
or exhibiting a hypoactive HPA axis (LEW/N rats), suscep-
tibility to Th1-associated autoimmune diseases has been
described (159,160).

Cell Adhesion Molecules and Chemoattractants

The proteins involved in the attraction and adhesion
of leukocytes to areas of inflammation are also down-
regulated by glucocorticoids. These include intracellular
adhesion molecule-1 (ICAM-1) (91,161,162,163,164,165),
endothelial-leukocyte adhesion molecule-1 (ELAM-1)
(164), vascular adhesion molecule-1 (VCAM-1) (165,166,
167), E-selectin (168,169), L-selectin (170,171), cytokine-
induced neutrophil chemoattractant (CINC)/gro (172), eo-
taxin (173,174), RANTES (regulated on activation nor-
mal T cell expressed and secreted) (175), and monocyte
chemoattractant protein-1 (MCP-1), MCP-2, and MCP-3
(176,177–179).

Inflammatory Mediators

Glucocorticoids also suppress the production of inflam-
matory mediators, such as prostaglandins and nitric ox-
ide (NO). Glucocorticoids inhibit prostaglandin synthesis
at multiple stages; they repress expression of the key en-
zymes cytosolic phospholipase A2 (PLA2) and cyclooxyge-
nase type 2 (COX-2) (180,181,182) and induce lipocortin-1
(or annexin-1), an inhibitor of arachadonic acid release
(183,184,185). NO is suppressed by glucocorticoids by
repression of cytokine induction of nitric oxide synthase
II (NOS II) (186) and inhibition of inducible nitric oxide
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FIGURE 32.4 Blunted hypothalamic-pitui-
tary-adrenal (HPA) axis associated with au-
toimmune/inflammatory disease. The diagram
shows animal models and human studies in
which a blunted HPA axis has been found to
be associated with autoimmune/inflammatory
disease.

synthase (iNOS) gene transcription (187,188,189). In ad-
dition, secretory leukocyte protease inhibitor (SLPI), an
inflammatory gene, is enhanced by GR (82,190), and
mitogen-activated protein kinase (MAPK) phosphatase-1
(MKP-1), an inhibitor of the MAPK pathways that induce
inflammatory genes, is induced by GR (191,192,193–196).

Other Inflammatory Response Factors

Glucocorticoids also regulate several receptors involved in
the regulation of the immune system. For example, gluco-
corticoids upregulate the β2-adrenergic receptor, which is
involved in the adrenergic control of the immune system
(197,198,199), and downregulate the NK1 receptor, the re-
ceptor for substance P (200), and the NK2 receptor (201).

DYSREGULATION OF HPA AXIS IN THE
PATHOGENESIS OF IMMUNE-RELATED
DISEASES

Fluctuations in glucocorticoid levels, such as during exer-
cise and with circadian rhythm, have been shown to be as-
sociated with changes in cytokine levels and production by
leukocytes (202,203–205), suggesting a role of physiologic
glucocorticoids in the regulation of the immune system.
However, animal models have provided the strongest evi-
dence that endogenous glucocorticoids are essential phys-
iologic regulators of the immune response and that dis-
ruption of this regulation plays a role in inflammatory/
autoimmune disease.

Blunted HPA Axis Associated with Immune
Disease: Animal Models

Blunted HPA axis responses have been shown in a num-
ber of animal models that are predisposed to autoimmune
disease, such as the obese strain (OS) chicken (a model for
autoimmune thyroiditis) (206); certain mouse SLE mod-
els (MRL strain but not NZB/NZW) (207,208); and the in-

bred Lewis rat strain (LEW/N) (160) (Figure 32.4). For
a review of animal models of inflammatory diseases see
Jafarian-Tehrani and Sternberg (209) and Tonelli et al.
(160).

Two histocompatible inbred rat strains—LEW/N and
Fischer (F344/N) rats—that exhibit differential HPA axis
responsiveness and differential susceptibility and resis-
tance to autoimmune/inflammatory disease have been ex-
tensively used to examine this relationship between HPA
axis responses and autoimmune/inflammatory disease.
LEW/N rats exhibit a blunted HPA response on stimu-
lation and are highly susceptible to development of a
wide range of autoimmune/inflammatory diseases in re-
sponse to a variety of antigenic or proinflammatory stim-
uli, whereas F344/N rats have a hyperactive HPA axis and
are relatively resistant to such disease on exposure to the
same stimuli (210–213,214). For example, LEW/N rats,
but not F344/N rats, develop experimental allergic en-
cephalomyelitis (EAE) on immunization with myelin basic
protein (215) and develop arthritis in response to heat-
killed Mycobacterium tuberculosis in adjuvant or strep-
tococcal cell walls and inflammation in response to car-
rageenan (212,213,216,217). The molecules involved in
the HPA axis regulation and glucocorticoid action have
been shown to be different in these two rat strains, for
example, hypothalamic CRH (213), pro-opiomelanocortin
(POMC) (211), CBG (210), and GR expression and activa-
tion (210,218,219).

In a model for Hashimoto’s thyroiditis, OS chickens,
which have a blunted HPA axis, spontaneous develop thy-
roiditis (206). These chickens also have increased CBG,
which results in decreased free corticosterone levels (220).
In a model for human scleroderma, UCD-200 chickens
exhibit an ACTH-hyporesponsive adrenal gland (221).
Blunted HPA axis responses have also been shown in MRP
lupus-prone mice (207,208) but not other strains, such as
NZB. These associations between a blunted HPA axis and
susceptibility to inflammatory/autoimmune disease do not
prove cause and effect. Intervention studies, such as those
described later, must be performed to do this.
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◗ TABLE 32.2 Increased Mortality Rates After Intervention of
Hypothalamic-Pituitary-Adrenal (HPA) Axis and Subsequent
Survival After Glucocorticoid Replacement

Mortality Rate After
Mortality Corticosterone

Infection/Disease HPA Axis Intervention Rate (%) Replacement (%) Reference

Streptococcal cell wall–induced
arthritis

Glucocorticoid receptor
antagonist RU486

100 13 212

Myelin basic protein–induced EAE Adrenalectomy 80 22 229
Salmonella Hypophysectomy 100 5 227
MCMV Adrenalectomy 100 20 228
Shiga toxin 2 Adrenalectomy 100 N/A 230
Anthrax LeTx Adrenalectomy 90 N/A 231

EAE, experimental allergic encephalomyelitis; LeTx, lethal toxin; MCMV, murine cytomegalovirus; N/A, not available.

It must be emphasized that HPA axis responsiveness is
just one variable among many factors that contribute to
overall susceptibility and resistance to such complex au-
toimmune diseases. Genetic linkage studies in rat mod-
els have identified genes in more than 20 regions on 15
chromosomes involved in susceptibility and resistance to
inflammatory arthritis (222,223,224,225). These include
many genes that are related to immunity and some neu-
roendocrine genes but also many that are unknown.
Similarly, in humans there are likely to be many fac-
tors that contribute to susceptibility/resistance to autoim-
mune/inflammatory disease.

Interruption of the HPA axis, either surgically or phar-
macologically, can alter the course and enhance the sever-
ity of inducible autoimmune/inflammatory disease in ro-
dents. This link between the requirement of an intact HPA
axis for survival from exposure to proinflammatory stim-
uli is further enforced by the demonstration that the in-
flammatory disease is attenuated and mortality rates de-
ceased in these animal models by reconstitution of the HPA
axis, pharmacologically with glucocorticoids, or surgically
by intracerebral fetal hypothalamic tissue transplantation.
Administration of the glucocorticoid receptor antagonist
RU486 together streptococcal cell walls in otherwise in-
flammatory resistant F344/N rats results in severe arthritis
and high mortality rates that can be reversed by low-dose
dexamethasone treatment (212) or prevented by intracere-
broventricular transplantation of F344/N hypothalamic
tissue (226). Increased mortality rates after Salmonella ty-
phimurium infection were also observed in hypophysec-
tomized rats compared to nonhypophysectomized animals
(227). Similarly, adrenalectomy resulted in increased mor-
tality following murine cytomegalovirus (MCMV) virus in-
fection, which could be reversed by glucocorticoid treat-
ment (228), and in myelin basic protein (MBP)–induced
experimental allergic EAE in LEW/N rats (229). Increased
mortality rates in response to Shiga toxin (230) and Bacil-
lus anthracis lethal toxin (231) have also been observed
in adrenalectomized animals (Table 32.2). These animal

models provide evidence for the critical importance of an
intact HPA axis and glucocorticoids in protection against
septic shock after exposure to a wide range of antigenic,
proinflammatory or infectious stimuli.

Blunted HPA Axis Associated with Immune
Disease: Human Disease

A blunted HPA axis with resultant low glucocorticoid
levels or low glucocorticoid responses has been associ-
ated with a number of inflammatory diseases in humans.
For example, dysregulation of HPA axis and glucocorti-
coid responses have been shown in rheumatoid arthri-
tis (232,233,234,235–237,238), SLE (234,239), Sjogren’s
syndrome (234,240,241), allergic asthma and atopic skin
disease (242,243,244), chronic fatigue syndrome (CFS)
(245,246,247,248,249), fibromyalgia (234,246,250), multi-
ple sclerosis (251,252,253,254), and inflammatory and ir-
ritable bowel syndrome (255,256) (Table 32.3).

Conversely, excessive stimulation of the HPA axis and
chronically elevated glucocorticoid levels that result from
chronic stress situations, such as those experienced by
caregivers of Alzheimer’s patients, students taking exams,

◗ TABLE 32.3 Human Diseases That Exhibit a
Blunted Hypothalamic-Pituitary-
Adrenal Axis

Human Disease Reference

Rheumatoid arthritis 232,233,234,235–
237,238

Systemic lupus erythematosus 234,239
Sjogren’s syndrome 234,240,241
Allergic asthma 242,243,244
Atopic skin disease 242,243,244
Chronic fatigue syndrome 245,246,247,248,249
Fibromyalgia 234,246,250
Multiple sclerosis 251,252,253,254
Inflammatory and irritable bowel syndrome 255,256
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couples during marital conflict, and Army Rangers un-
dergoing extreme exercise, have been associated with en-
hanced susceptibility to viral infection, prolonged wound
healing, or decreased antibody production after vaccina-
tion (114,115,116,257,258,259,260).

HPA axis responses can be measured in patients by stim-
ulation of the HPA axis using, for example, exogenous hor-
mones (ovine CRH, AVP, ACTH) (247,253), physical stress
(exercise) (203,248), psychosocial stress (the Trier Social
Stress Test [TSST], which involves public speaking and
mental arithmetic) (242,244,248), or insulin hypoglycemia
(239,248).

Glucocorticoid Resistance in
Immune Disease

Glucocorticoid resistance is a phenomenon exhibited in
many autoimmune/inflammatory diseases. This resistance
can be hereditary or acquired. The molecular mechanisms
by which glucocorticoid resistance can occur are described
in the following.

Glucocorticoid Receptor

Several mutations and polymorphisms have been found
in the glucocorticoid receptor associated with defective
glucocorticoid signaling and glucocorticoid resistance. Fa-
milial glucocorticoid resistance, a hereditary disease, re-
sults from mutations of GR that may result in decreased
number, stability, nuclear translocation, or ligand bind-
ing of GR. Three different point mutations in the LBD of
GR—one in the hinge region—and a deletion in the LBD
have been identified in families with familial glucocorti-
coid resistance [for a review see Charmandari et al. (261)].
Some GR mutations and polymorphisms have been found
in other diseases and glucocorticoid resistance states. For
example, a phase shift mutation in GR has been described
in patients with lupus nephritis (262), and a mutation in
the LBD has been found in patients with lupus (263). A
mutant GR (amino acid 559 Ile-Asn) that cannot translo-
cate to the nucleus and therefore prevents translocation
of wild-type GR was found in a heterozygotic patient with
severe glucocorticoid resistance (264). The majority of GR
mutations found in glucocorticoid resistance patients af-
fect ligand binding; however, other mutations in GR could
affect GR function. A mutation in the DBD of GR has
been described in a patient with primary cortisol resistance
(265,266). Recently, a novel C-terminal mutation that in-
terferes with GR–p160 coactivator interactions was found
in a French family with familial glucocorticoid resistance
(267). Another mutant has been described that prevented
GR–glucocorticoid receptor interacting protein-1 (GRIP1)
binding (268). However, not all GR polymorphisms result
in glucocorticoid resistance. For example, a polymorphism
in GR (codon 363) has been associated with increased sen-

sitivity to glucocorticoids (269), but five polymorphisms in
GR (including the one at codon 363) have been described
in a normal population (270).

In some patients with glucocorticoid resistance no mu-
tation in GR has been detected, and it is plausible that
in these patients there is a defect in another aspect of
GR function (271). Defects in other aspects of GR signal-
ing may also result in glucocorticoid resistance without a
mutation in the receptor. Decreased glucocorticoid recep-
tor numbers may play a role in glucocorticoid resistance,
as is seen in pulmonary fibrosis (272). Decreased ligand
affinity has been described in Cushing’s syndrome (273).
Defective GR transactivation and reduced stability of the
receptor can be the result of a mutation in the phosphory-
lation sites on GR (274). Although no such mutation has
yet been identified, phosphorylation of GR has been im-
plicated in a group of steroid-resistant asthma patients. In
this case, IL-2 and IL-4 have been suggested to activate
p38 MAPK phosphorylation of GR, resulting in reduced
nuclear GR activity and glucocorticoid resistance in these
patients (275). A defect in GR nuclear translocation has
been described in a group of glucocorticoid resistance pa-
tients (276). In another group, nuclear translocation was
normal but there was a defect in histone acetylation (276).

Glucocorticoid resistance can occur without a muta-
tion in wild-type GR by differences in the expression of
the splice variant and proposed dominant repressor GRβ.
This could potentially contribute to enhanced inflamma-
tory susceptibility in these subjects through relative an-
tagonism of the GR and resultant relative glucocorticoid
resistance. However, the physiologic significance of GRβ

as an endogenous GR antagonist is not clear; in vivo GRβ

exists in a very low ratio compared to the fully active
GRα (277). Nonetheless, supporting the physiologic rel-
evance of GRβ abnormalities in disease is the finding
of increased expression of GRβ relative to GRα, which
has been described in other diseases, including rheuma-
toid arthritis (278,279,280), asthma (281,282,283,284–
288,289), Cushing’s syndrome (290), Crohn’s disease (291),
ulcerative colitis (292,293), inflammatory bowel disease
(294), chronic lymphocytic leukemia (295), septic shock
(280), ankylosing spondylitis (296), and nasal polyposis
disease (297,298). Another splice variant, GRγ , has an in-
sertion of three bases in the DBD of GR. This insertion
decreases the transactivation activity of GR (299). How-
ever, it has been suggested that it does not play a role in
glucocorticoid sensitivity (300).

Cortisol-binding Globulin

CBG limits the amount of free cortisol available in the
blood. Therefore, theoretically, changes in the expression
of this protein or in its binding capacity can also affect
the availability of cortisol and glucocorticoid responses.
Changes in CBG have not been overly implicated in
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patients with glucocorticoid resistance. However, in-
creased expression of CBG has been suggested to be re-
sponsible for the partial or complete resistance to steroids
described in some patients with long-standing Crohn’s dis-
ease (301). In chronic fatigue syndrome patients, a similar
increase in CBG levels has also been described (250).

11β-Hydroxysteroid Dehydrogenase

Glucocorticoid availability can also be regulated by other
factors, such as the expression of 11β-HSD, an enzyme
that converts the active form of steroids, for example, cor-
tisol and corticosterone, into the inactive form, for exam-
ple, cortisone and 11-dehydrocortisone (74,75). Changes
in the levels of this enzyme could, therefore, cause dif-
ferences in circulating or tissue glucocorticoid concentra-
tions and glucocorticoid resistance (302). For example, de-
creased plasma cortisol levels were noted in obese men as a
result of type I 11β-HSB impairment (303), and decreased
11β-HSD mRNA was shown in ulcerative colitis (304).

Cofactors

GR is able to influence gene transcription by interact-
ing with the basal transcription machinery through many
cofactors, coactivators, or corepressors. Thus, defects in
these cofactors could also affect GR function. However,
no mutations in cofactors have been found associated
with glucocorticoid resistance. However, one interesting
recent study showed that a viral protein acting as a co-
factor can alter GR responses. The human immunodefi-
ciency virus (HIV-1) accessory protein virion-associated
protein (Vpr) binds directly to GR and p300/cAMP-
response element binding protein (CREB)–binding pro-
tein (CBP) cofactors, thereby functioning as an adapter
protein between these components and enhancing GR-
mediated gene transaction. This explains the observed
glucocorticoid-hypersensitive state associated with HIV-1
infection (305,306). Vpr has been shown to enhance the
endogenous glucocorticoid suppression of IL-12 but not
IL-10 in human peripheral blood monocytes (307). There
is one example in which a cofactor defect is thought to be
involved in glucocorticoid resistance in two sisters with re-
sistance to multiple steroids (308,309). Smoking has been
shown to cause oxidative stress, and this can reduce the
expression of histone deacetylases (HDACs). There is a de-
crease in HDAC2 in chronic obstructive pulmonary dis-
ease, a glucocorticoid-resistant disease (310,311).

Transport Proteins

Intracellular ligand concentration is yet another factor
that if altered could affect GR function. Although glu-
cocorticoids are believed passively to diffuse into cells,
evidence for an active transport process out of cells ex-

ists. Multidrug resistance (MDR) proteins, members of
the ATP binding cassette (ABC) family of transporters
(312), have been shown to transport glucocorticoids out
of cells (313,314,315,316,317), and their involvement in
glucocorticoid-unresponsive disease states has begun to
be investigated. Increased expression of the human MDR1
(ABCB1) has been shown in patients with inflamma-
tory bowel disease who have failed medical therapy
(318,319,320,321,322) and also in patients with rheuma-
toid arthritis (323), Crohn’s disease (320), and SLE (324).
The novel orphan receptor pregnane X receptor (PXR)
(also known as steroid and xenobiotic receptor [SXR]) or
PXR ligands have been shown to be regulated by these
transporter proteins (325–328). This receptor is activated
by many ligands, including glucocorticoids (329), suggest-
ing a possible mechanism by which acquired glucocorti-
coid resistance during long-term therapy might develop.

EFFECTS OF INFECTION ON HPA AXIS AND
GR FUNCTION

Another possible mechanism by which glucocorticoid re-
sistance may occur is through bacterial or viral infections.
As one might expect, such infections activate the HPA axis,
but, as will be discussed, some bacterial and viral proteins
are known directly to interfere with GR signaling. We have
recently shown that the anthrax lethal toxin is also able to
repress GR signaling, as will be described.

Effect of Infection as a Stimulus to the
HPA Axis

Many bacterial and viral infections result in an activa-
tion of the HPA axis and increased glucocorticoid release.
These include endotoxins, such as lipopolysaccharides,
Mycoplasma fermentans, Clostridium difficile toxin A, Shiga
toxin 2, tetanus toxoid, bacterial superantigens, MCMV,
lymphocytic choriomeningitis virus (LCMV), herpes sim-
plex virus type 1 (HSV-1), the Sindbis virus, Newcastle dis-
ease virus (NDV), influenza virus, and HIV. This activation
of the HPA axis is probably the result of the action of in-
flammatory mediators such as cytokines. In some cases
the inflammatory mediators have been identified. Activa-
tion of the HPA axis will not be further discussed here; we
recently reviewed it elsewhere (330) (Table 32.4).

Direct Effects of Infection on GR Signaling

Several bacterial infections/proteins have been shown to
influence GR signaling. These include endotoxin (331,332–
336), Chlamydia pneumoniae (337), bacterial superanti-
gens (338), Shiga toxin 2 (230), and the anthrax lethal toxin
(231,339,240,341) (Table 32.5). In addition, some viral pro-
teins also interfere with GR signaling. The best studied is
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◗ TABLE 32.4 Bacterial and Viral Infections That
Activate the Hypothalamic-Pituitary-
Adrenal Axis

Bacterial Viral

Lipopolysaccharide Murine cytomegalovirus
Endotoxin Lymphocytic choriomeningitis virus
Mycoplasma fermentans Poly(I:C)
Clostridium difficile toxin A HIV
Shiga toxin 2 Herpes simplex virus type 1
Tetanus toxoid Sindbis virus
Staphylococcal enterotoxin A Newcastle disease virus
Staphylococcal enterotoxin B Influenza virus

the HIV protein Vpr, which we have previously described.
Others include the poxvirus MC protein MC013L (342), in-
fluenza virus (343), HSV-1 (344), Epstein-Barr virus (EBV)
(345,346), and MCMV (347) (Table 32.6). For a compre-
hensive review of these interactions see our recent review
article (330).

Effect of Anthrax Lethal Toxin on GR

We recently showed that a bacterial toxin—the anthrax
lethal toxin (LeTx)—represses the glucocorticoid receptor
and other members of the nuclear hormone receptor su-
perfamily, such as the progesterone receptor. LeTx is a non-
competitive inhibitor that does not affect GR numbers or
interfere with ligand binding or nuclear translocation. It
does prevent GR binding to DNA in the context of a na-

◗ TABLE 32.5 Bacteria That Interact with the
Glucocorticoid Receptor (GR)

Bacteria/Bacterial
Product Effect Ref.

Endotoxin GR downregulation 331,332
Downregulation of leukocyte

GR number
333

Inhibition of dexamethasone
binding (rat liver nuclei)

334

Inhibition of dexamethasone
binding (peritoneal
macrophages)

335

Increased GR number,
reduced affinity (bronchial
epithelial cells)

336

Chlamydia pneumoniae Activation of GR 337
Superantigen SEB Induction of GRβ 338
Shiga toxin 2 Increased GR expression 230
Anthrax lethal toxin Repression of GR activity 231,339,

340,341

◗ TABLE 32.6 Viruses That Interact with the
Glucocorticoid Receptor (GR)

Virus/Viral Product Effect Ref.

HIV (Vpr) Enhances GR activity
(acts as cofactor)

305,306,307

Poxvirus MC protein MC013L Inhibits GR activity 342
Influenza virus Increases GR activity 343
HSV-1 Increases GR number

and activity
344

Epstein-Barr virus Increases GR number 345,346
Murine cytomegalovirus Decreases GR binding

in spleen
347

tive gene. We have suggested that LeTx interferes with one
of the many cofactors involved in GR signaling (340,341).
Adrenalectomy has been shown to convert a LeTx-resistant
animal into one that is susceptible to lethality from LeTx,
suggesting the importance of an intact HPA axis response
and glucocorticoids in protection from the lethal effects of
LeTx (231). Further studies are underway further to under-
stand these effects and to determine the generalizability of
this phenomenon to other bacterial toxins and its role in
contributing to shock.

CONCLUSION

A bidirectional regulation occurs between the CNS and im-
mune system. Perturbations of this balance result in dis-
ease. An intact HPA axis and glucocorticoid signaling are
essential for survival from a number of proinflammatory
insults. Dysregulation of this HPA axis has been shown in
many autoimmune/inflammatory diseases, and defects in
all aspects of GR signaling can result in glucocorticoid re-
sistance. In addition, bacterial or viral infections can also
affect GR signaling. Thus, all aspects of this bidirectional
communication should be considered when assessing risk
factors for immune-mediated diseases.
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OVERVIEW

Complement as a Functional System

Complement, with its more than 35 plasma or membrane
proteins (Table 33.1), serves as an auxiliary system in im-
munity and antimicrobial defense. Its activation is due pre-
dominantly to a cascade of proteolytic steps, performed by
serine protease domains in some of the components. Three
different pathways of activation are distinguished (Fig-
ure 33.1), triggered by either target-bound antibody (the
classical pathway), by microbial repetitive polysaccharide
structures (the lectin pathway), or by recognition of other
“foreign” surface structures (the alternative pathway). The
alternative pathway also amplifies C3 activation triggered
by the other pathways. All three merge in the pivotal acti-
vation of C3 and, subsequently, of C5 by highly specific en-
zymatic complexes, so-called convertases. In the common
terminal pathway, downstream of C5 further complement
components are activated in a nonproteolytic manner and
assembled into the membrane attack complex (MAC). The
entire powerful activation machinery is controlled redun-
dantly by >10 negative regulators.

Complement can be activated by a variety of stim-
uli, such as immune complexes, appearance of apoptotic
cells, presence of non–self-tissue (e.g., after transplanta-
tion) and microbial surface patterns directly (Figure 33.2).
The broad spectrum of effector functions includes clear-
ance of immune complexes or apoptotic cells, enhance-
ment of inflammation (e.g., by the anaphylatoxins C3a
and C5a), and cooperation with other host defense mech-
anisms as well as direct antimicrobial attack with subse-
quent opsonization and/or lysis.

Historical Roots

In the second half of the nineteenth century a first concept
of complement emerged with the distinction of “alexin,”
a heat-labile fraction in normal serum that, in addition
to antibody, is necessary for killing of bacteria. The term
complement was introduced by Paul Ehrlich in 1899. In
the 1950s, Louis Pillemer advanced the concept of comple-
ment, which at that time comprised primarily the classical
pathway, by postulating an antibody-independent mecha-
nism of activation (1) that is now referred to as the alterna-
tive pathway. As in archeological excavations, however, the
oldest layer is often discovered last: The third and phylo-
genetically old lectin pathway was discovered a little more
than 10 years ago and, despite recent cloning of several
new components, remains incompletely understood.

Phylogenetic Aspects

It is difficult to define exactly when the complement sys-
tem emerged in evolution, because the precise consensus
definition of early precursor molecules may be ambigu-

ous. At the preceding stage of complement evolution, be-
tween emergence of metazoa and emergence of deutero-
stomes, the individual domains used by mammalian com-
plement components were created. Being absent from
plants or yeast, primitive protostomes such as Limulus or
the dipterans Drosophila and Anopheles possess proteins of
the C3/α2-macroglobulin superfamily of thioester proteins
that are either homologues of α2-macroglobulin (and thus
unspecific protease inhibitors) or opsonins (and, as such,
upregulated during infectious challenges). Between the
emergence of deuterostomes and the emergence of jawed
vertebrates, the unique combination of complex domain
structure and proteolytic cleavage/activation sites in com-
plement factors C3, C4, and C5 evolved, suggesting that
basic functions of these complement components were es-
tablished at this stage. The lectin and alternative pathways
can be seen as descendants of a primordial surveillance
system for microbes. At the modern stage, after emergence
of jawed vertebrates and evolution of the adaptive immu-
nity, the classical pathway was “added” and developed into
a major effector mechanism for the powerful humoral im-
mune system. This immunologic extension with the clas-
sical pathway involved gene duplication events with sub-
sequent modification and functional divergence leading to
pairs of related genes in the old (lectin or alternative) and
new (classical) pathways, e.g., factor B and C2 (2).

Nomenclature

Classical and terminal pathway components were early
designated C1 through C9. Notably, the (later-determined)
activation sequence of the cascade is C1–C4–C2–C3–C5–
C6–C7–C8–C9. Alternative pathway components are called
factors and are distinguished by letters (factors B, D, H,
I, P). Proteolytic activation of C2 through C5 produces
smaller fragments and larger ones remaining in a complex
required for the next activation step. The small, liberated
fragments are denoted by the letter a (e.g., for C4, C4a),
the larger ones by b (e.g., C4b), the notable exception being
C2 (i.e., C2a is the large active fragment). Inactivation of
C3b or C4b yields even smaller fragments (C4c, C4d, etc.).
These must not be confused with the chains of C3 and C4
(e.g., C4α, C4β, C4γ ) or isotypic proteins (e.g., C4A and
C4B derived from two genetic C4 loci).

BIOSYNTHESIS OF COMPLEMENT:
LOCATION AND REGULATION

The majority of plasma complement components are syn-
thesized in the liver (3), which therefore represents the
major site of complement protein synthesis. Exceptions
are C1 (produced in the intestinal epithelium) and factor
D (produced in adipose tissue). C7, of hepatic origin, was
found to contribute less than 60% to plasma C7, with bone
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◗ TABLE 33.1 Complement Components

Molecular Weight (in kDa) of Plasma Concentration Chromosomal
Component Intact Protein (Subunits) (μg/mL) Assignment

Classical pathway
C1q 460 (6 subunits each of 3 chains:

A, 26; B, 26; C, 24)
150 1p34-1p36: 3 genes for A, B, C

C1r 85 50 12p13
C1s 85 50 12p13
C4 205 (α, 97; β , 75; γ , 33) 300–600 6p21: 2 loci (C4A, C4B), MHC-III region
C2 102 20 6p21: MHC-III region
C3 185 (α, 110; β , 75) 1,200–1,300 19p13

Alternative pathway:
Factor B 93 200 6p21: MHC-III region
Factor D 24 2 19
Properdin Oligomers of 110, 165, 200

(monomer: 55)
25 Xp11

Lectin pathway
MBL 200–600, i.e., 2–6 subunits

(1 subunit = 3 chains, each 32)
0.05–5 10q22

M-ficolin (ficolin-1) Oligomer (monomer: 35) n.d. 9q34: tail to tail with L-ficolin
L-ficolin (ficolin-2, ficolin/p35) Oligomer: up to 320 (monomer: 35) 3 9q34: tail to tail with M-ficolin
H-ficolin (ficolin-3, Hakata antigen) Oligomer: up to 650 (monomer: 34) 18 1p35.3
MASP-1 90 2–12 3q27-3q28: splice variant of MASP-1/3

gene
MASP-2 74 0.4 1p36: splice variant of MASP-2/sMAP

gene
MASP-3 94 3 3q27-3q28: splice variant of MASP-1/3

gene
sMAP/MAp19 19 n.d. 1p36: splice variant of MASP-2/sMAP

gene

Terminal pathway
C5 190 (α,115; β , 75) 80 9q33
C6 110 45 5p14-5p12: MAC gene cluster
C7 100 90 5p14-5p12: MAC gene cluster
C8 150 (α, 64; β , 64; γ , 22) 55 1p22: genes for α, β

9q22-9q32: gene for γ

C9 70 60 5p14-5p12: MAC gene cluster

Control proteins (in plasma)
Factor I 88 35 4q25
C1-INH 105 240 11q12-11q13
Factor H 150 300–450 1q32
FHL-1 42 5–20 1q32: splice variant of Factor H/ FHL-1

gene, RCA gene cluster
C4bp 550 (7 α chains each 70,

1 β-chain, 45)
250 1q32: RCA gene cluster

S protein (vitronectin) 84 500 17q11
Clusterin (SP-40,40) 70 (2 × 35) 50 8p21-8p12
Carboxypeptidase N 280 (2 × 83 and 2 × 50) 35 8p23-8p22: 83-kDa subunit

10: 50-kDa subunit

Membrane-bound complement control proteins
CR1 (CD35) 190–280 (due to isoforms) — 1q32: RCA gene cluster
DAF (CD55) 70 — 1q32: RCA gene cluster
MCP (CD46) 45–70 (due to glycosylation) — 1q32: RCA gene cluster
CD59 18–20 — 11p13

(continued )
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◗ TABLE 33.1 Complement Components (Continued)

Molecular Weight (in kDa) of Plasma Concentration Chromosomal
Component Intact Protein (Subunits) (μg/mL) Assignment

Complement proteins with unclear function
FHR-1 39 and 42 (due to glycosylation) 60 1q32: RCA gene cluster
FHR-2 24 and 29 (due to glycosylation) 40 1q32: RCA gene cluster
FHR-3 55 n.d. 1q32: RCA gene cluster
FHR-4A 86 n.d. 1q32: splice variant of FHR4 gene,

RCA gene cluster
FHR4B 42 n.d. 1q32: splice variant of FHR4 gene,

RCA gene cluster
FHR-5 80 5 1q22-1q23

MBL, mannan-binding lectin; MHC, major histocompatibility complex; MASP, MBL-associated serine protease;
sMAP/MAp19, small MBL-associated protein or MBL-associated protein of 19 kDa; MAC, membrane attack complex;
n.d., not determined; C1-INH, C1 inhibitor; RCA, regulator of complement activation; FHL, factor H–like protein; C4bp,
C4-binding protein; CR, complement receptor; DAF, decay-accelerating factor; MCP, membrane cofactor protein; FHR,
factor H–related protein.

marrow–derived cells, in particular granulocytes, repre-
senting a major alternative source (4). The local contri-
bution of C7 may exert an even stronger modulating effect
than the concentration of complement inhibitors (5).

In addition to the liver, complement components are
synthesized in many cell types, such as epithelial and en-
dothelial cells, lymphocytes, and in reproductive organs.
Recently, synthesis of complement components has been
demonstrated in the retina (6). Notably, production of vir-
tually all components has been observed not only in mono-
cytes/macrophages, but also in dendritic cells (7) and as-
trocytes (8). Extrahepatic complement production appears
to be important: Like astrocytes or other glial cells, it is the
only source for complement behind an intact blood–brain
barrier. At sites of infection, effective upregulation of lo-
cal complement synthesis may contribute to host defense
(9). Local complement production also plays a somewhat
neglected role in transplantation, promoting allograft re-
jection (10).

The production of plasma complement components
is augmented in the acute-phase response. The main
common transcriptional inducer of complement genes is
IFN-γ , others being IL-1- and IL-6–type cytokines (i.e.,
IL-1α, IL-1β, IL-6, IL-11, and others) (11). Cell surface–
bound complement regulators are expressed on a variety
of tissues (3).

COMPLEMENT COMPONENTS: A
NETWORK OF PROTEIN FAMILIES

Complement C3/α2-Macroglobulin
Superfamily

C3, C4, and C5 (Figures 33.1, 33.3) are derived from one
ancestral protein that supposedly has served as a multispe-
cific protease inhibitor. Detailed structural insights of C3

have been provided recently (12). A pivotal feature is an in-
ternal thioester formed during biosynthesis in C3, C4, and
α2-macroglobulin, which allows the activation-dependent
formation of covalent bonds. This thioester is formed be-
tween a cysteine and a glutamine residue three positions
apart (Figure 33.3) (13). In C5, no thioester is formed. C3,
C4, and C5 are activated by proteolytic cleavage at a con-
served peptide bond that induces a gross conformational
change and new epitopes being exposed, e.g., the then-
protected thioester in C3 or C4. This leads to the forma-
tion of a reactive intermediate that enables the glutamyl
residue to form a covalent ester or amide bond with water
or with NH2 or OH residues of surrounding molecules. C3
and the C4B isotype of C4 possess a histidine positioned
in close proximity to the thioester, which acts as the cata-
lyst for the formation of ester bonds. In contrast, the C4A
isotype lacks this histidine and preferentially forms amide
bonds (14).

Proteins with Short Consensus
Repeat Units

Short consensus repeats (SCRs) or, synonymously, com-
plement control proteins (CCP) modules, are individually
folding domains of about 60 amino acids displaying a
β-barrel structure (15) and distinct conserved residues,
e.g., tryptophane, prolines and—most important—four
cysteines, which form two disulfide bonds (Cys1 to Cys3

and Cys2 to Cys4) (16). Although SCRs can be found in var-
ious noncomplement proteins (e.g., in the selectins), pro-
teins that consist predominantly of SCRs are encoded by
genes in the Regulator of C omplement Activation (RCA)
gene cluster. The RCA comprises the genes for factor H
and the factor H-family proteins, for C4bp, DAF, CR2,
CR1, and MCP (17). The number of SCRs in these pro-
teins ranges from 4 to 34, and some proteins possess
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FIGURE 33.1 Overview of com-
plement activation pathways (de-
tailed explanation in the text). The
C3 and C5 convertases of the path-
ways are boxed. The alternative-
pathway amplification loop of C3b
generation is indicated by bold
line arrows. Note the systemic ac-
tion of the anaphylatoxins in con-
trast to the effect of opsonization
or lysis via membrane-attack com-
plex, which occur on the target
surface.

transmembrane and short intracytoplasmic parts (CR1,
CR2, MCP) or glycosylphosphatidylinositol (GPI) anchors
(DAF, CD59). RCA proteins are elongated in shape: e.g.,
CR1 extends 90 nm from the cell membrane.

The RCA is thought to have evolved from one ancestral
prototypic SCR by duplication and gene conversion events
as a family of genes for proteins controlling C3 and C4 ac-
tivation. Nevertheless, the binding of activated C3 or C4
can be attributed to distinct, often adjacent, SCRs in each
member. Few SCRs are present in mosaic proteins like fac-
tor B, C2, the members of the MASP-like family (C1r, C1s,

MASP-1, MASP-2, MASP-3), C6, and C7, all of which in-
teract with thioester proteins.

Proteins with a Serine Protease Module

Proteins with serine protease activity are crucially involved
in the early, amplifying steps of complement activation.
Serine protease domains are present in the two homolo-
gous proteins C2 and factor B, and, furthermore, in factor
I, factor D, and in the members of the MASP-like fam-
ily. The latter proteins contain a serine protease domain
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together with two CUB domains,1 an epidermal growth
factor–like (EGF-like) domain, and two SCRs.

Protein Motifs Found in Terminal
Pathway Components

C6 through C9 have an amphiphilic character that allows
them to act in plasma and on lipid membranes, an impor-
tant feature for MAC formation. As true mosaic proteins,
they assemble a variety of modules in a characteristic se-
quence: thrombospondin type 1 repeats (TSRs), also found
in the extracellular matrix protein thrombospondin and
in properdin; a low-density lipoprotein receptor (LDLR)
domain; a conserved cysteine-poor region (18) also found
in perforin; an EGF module; SCRs; and factor I modules
(FIMs). Functional activity is preserved even in the absence
of the latter, at least for C6 (19).

ACTIVATION OF C3: THE CRUCIAL STEP

The three aforementioned pathways lead to activation of
C3 (Figure 33.1). The physiologically relevant activators of
C3 are the C3 convertases, although proteases such as plas-
min can activate C3 in vitro. Four distinct protein entities
act on C3 or C3b:

1 CUB domains are widespread protein modules and are found
(among others) in complement C1r/C1s, sea urchin EGF (Uegf ),
and bone morphogenetic protein-1.

1. The C3- convertases. C3b,Bb and C4b,2a consist of pro-
teins with an activated serine protease domain in com-
plex with C3b and C4b, respectively; each cleaves C3
into C3a and C3b.

2. Factor I. A plasma serine protease specific only for C3b
and C4b, factor I inactivates C3b and C4b by cleaving
them into iC3b and iC4b, respectively. Factor I requires
a cofactor.

3. RCA family proteins composed of SCRs. These negatively
regulate C3 and C4 activation by disintegrating the C3
convertases and serving as cofactors for factor I.

4. The receptors for fragments of C3. this heterogeneous
group comprises integrins, seven-transmembrane re-
ceptors, and RCA-family members: They use C3-
activation products to mediate induction of phagocy-
tosis or chemotaxis.

The native C3 molecule becomes cleaved at a conserved
arginine residue in the α chain into C3a and C3b. The pep-
tide C3a (77 amino acids) is a potent anaphylatoxin. The
large “nascent” C3b has a half-life of 60 microseconds, dur-
ing which it changes its conformation, exposes the internal
thioester bond, and binds through the now highly reactive
thioester to nearby nucleophils, e.g., OH groups of any sur-
rounding molecule, including H2O.

ACTIVATION VIA THE CLASSICAL PATHWAY

C1, C4, C2, and C3 (in this order) represent the activa-
tion cascade of the classical pathway. C1-INH, C4bp, CR1,
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FIGURE 33.3 Activation and in-
activation of C3. The thioester bond
(bold line) formed between Cys and
Glu is shown for native C3 (amino
acids of the thioester region are in
circles). (1) Activation of native C3
by C3-convertases yields C3a and
C3b bound to an acceptor R (here
via ester linkage). (2) C3b inacti-
vation by factor I and a cofactor.
(3) iC3b is further degraded by
factor I and CR1. (4) Acceptor-
bound C3dg is trimmed by unspe-
cific plasma proteases to C3d.

factor I, DAF, and MCP function as control proteins. C1
consists of one C1q molecule bound noncovalently to two
C1r and two C1s molecules (Figure 33.4). Calcium ions are
required for formation of the stable C1 complex. About
70% of the C1 components in plasma are present in C1
complexes at a given time. One C1q protein is assembled
from six identical subunits. In turn, each subunit consists
of three homologous chains (A, B, and C) that form a globu-
lar domain at the C terminus, followed by the “neck” and a
coiled coil in the “stalk.” The six subunits are held together
by the collagenous stalk parts (a “bunch of six tulips” ap-
pearance under the electron microscope). The stalks also
interact with the C1r2C1s2 tetramer assembled in a lin-
ear chain (20). Each C1s and C1r possesses a serine pro-
tease domain (catalytic domain) and a contact domain.
Before activation, all four catalytic domains remain inside
the cone-shaped stalk of C1q (21) (Figure 33.4).

C1q

+ Ca2+

C1s C1r C1r C1s

C1 complex

FIGURE 33.4 Assembly of the C1 complex. The model for the
C1 complex proposes that the folding of the rodlike C1r2-C1s2

tetramer around the arms of C1q causes the catalytic domains
of C1s to contact the catalytic domains of C1r. Inactivation of C1
occurs by covalent binding of C1r and C1s to C1 inhibitor.
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Initiation of the Classical Pathway

The physiologically most important activation of C1 is
initiated by binding of the globular domains of C1q to
antigen-bound IgG or IgM. C1q must bind to at least two
of the conformationally altered Fc portions, implying that
one single IgM, but at least two IgG molecules in sufficient
proximity (i.e., <40 nm apart) are required. This restricts
C1 activation by IgG to substrates with a critical density of
bound antibody. The C1q-binding potential of human IgG
subclasses is highest with IgG3 (followed by IgG1, IgG2,
and IgG4), which is important with regard to the human-
ization of murine monoclonal antibodies.2

Other triggers of C1 activation include bacterial
lipopolysaccharide, polyanionic compounds, myelin, C-
reactive protein (CRP), and viral envelopes (e.g., of HIV-1).
C1q binding followed by classical pathway activation also
plays a role in the clearance of apoptotic cells through
phagocytosis by macrophages (22). This mechanism may
explain the strong association of systemic lupus erythe-
matosus with complete deficiencies of classical pathway
components, especially C1q (23).

The binding of C1q to its substrate induces a confor-
mational change in C1q and subsequently a change in po-
sition of the two C1r serine esterase domains relative to
each other. This allows for reciprocal cleavage of the C1r
molecules. Such activated C1r in turn cleaves and activates
C1s, which is the enzyme to activate C4 and C2. Cleavage
of C1r and C1s does not liberate proteolytic fragments.
Altogether, one active C1 molecule can produce about 35
C4b molecules, as a result of its low Km value and the high
plasma concentration of C4 (24).

C4 is cleaved into the small C4a and the large C4b frag-
ment (termed nascent C4b), which undergoes a gross con-
formational change. The internal thioester in C4b becomes
exposed and able to form covalent bonds with surrounding
molecules. These reactions take place within microseconds
(13), and most nascent C4b are “lost” by reacting with wa-
ter. About 5% of the C4b become covalently attached to the
surface, clustered around the activating Ig–C1 complex.

C2 activation proceeds more slowly than C4 activation,
because of the lower plasma concentration of C2 (25). C2
forms a complex with C4b in a Mg2+-dependent manner
and within this complex becomes accessible for cleavage
by C1s into C2a (larger fragment) and C2b (released smaller
fragment). C2b exhibits kinin activity and is held to be re-
sponsible for the generation of the pathogenic peptide in
hereditary angioedema (see “Complement Deficiencies”).
C2a is the enzymatically active fragment in the C4b,2a pro-
tein complex, termed the classical pathway C3-convertase.
C2a is active only as long as it is associated with C4b and,

2 Some mouse IgG subclasses (e.g., IgG2a, but not IgG1) can also
activate human complement that is exploited for selective in vitro
killing of human cells by monoclonal antibodies.

once it is dissociated, cannot bind to C4b again. With the
C3-convertase formation, the classical pathway leads into
the common step of C3 activation (see below). Recently, a
C1r-like protease (C1r-LP) has been identified that repre-
sents a different way to generate a classical-pathway C3-
and C5-convertase (26).

Regulation of the Classical Pathway

C1s and C1r are tightly controlled by C1-INH, a member of
the serpin family (serine protease inhibitors) and inactivate
serine proteases by a suicide substrate mechanism, i.e.,
forming a covalent bond with the active serine of the sub-
strate protease domain. C1-INH is already associated with
native C1, which tends toward autoactivation. Activated
C1r and C1s are rapidly bound by C1-INH in a stoichiomet-
ric relation, yielding two C1rC1s(C1-INH)2 molecules per
C1. Notably, C1-INH, unlike other complement inhibitors,
is not abundant in plasma. It may become a limiting fac-
tor, e.g., in septic shock, where extensive complement ac-
tivation control is required. Inhibitors downstream of C1
are C4bp, DAF, and CR1 (Table 33.2). C4b,2a disassembles
spontaneously, but its decay is accelerated by CR1 or DAF,
and C4b is inactivated through factor I (Table 33.2).

ACTIVATION VIA THE LECTIN PATHWAY

The concept of the lectin pathway of complement acti-
vation has emerged relatively recently and therefore not
all details are yet fully understood. Its main constituent
is the plasma protein mannan-binding lectin or mannose-
binding lectin, MBL (27). MBL is a member of the col-
lectins, proteins with collagenlike stalk parts and lectin do-
mains (28). It is made up of subunits that consist of three
polypeptide chains, each with an N-terminal cross-linking
region followed by a collagenlike region, a neck par,t and
a globular carbohydrate recognition domain (CRD). The
three collagenous parts form a coiled-coil structure, and
this subunit structure is stabilized by interchain disulfide
bonds and hydrophobic interactions. Two to six subunits
(i.e., 6 to 18 CRDs), held together by disulfide bonds in
the crosslinking region, form an MBL oligomer with a
multipronged appearance. Plasma MBL is a mixture of
these oligomers, but the complement-activating potential
is associated only with the higher oligomeric forms in
which multiple CRDs facilitate multivalent ligand bind-
ing. The two major MBL forms present in human serum
are MBL-I and MBL-II, which contain 9 and 12 disulfide-
linked chains, respectively, and therefore are trimers and
tetramers of the structural unit (27).

The broad variation of MBL plasma levels among pre-
sumably normal individuals (up to 1,000-fold) is largely
influenced by the alleles of the MBL gene. Different point
mutations in exon 1 result in altered collagenous domains
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◗ TABLE 33.2 Mode of Action of Complement Control Proteins

Regulator Site of Action Mode of Action

Early activation steps, anaphylatoxins

C1-INH Plasma Covalent binding to active C1s, C1r, MASPs
Carboxypeptidase N Plasma Cleavage of carboxy-terminal arginine from C3a, C5a

Convertases

Decay Cofactor

Acceleration of for Cleavage of

C3b,Bb C4b,2a C3b C4b

Factor H Plasma, nonactivator surface + −/+a + −
C4bp Plasma − + − +
CR1 (CD35) (Homologous) cell membraneb + + + +
MCP (CD46) (Homologous) cell membraneb − − + +
DAF (CD55) (Homologous) cell membraneb + + − −
Terminal pathway

S protein; clusterin Plasma Binding to soluble C5b-7, blocking of integration into membranes
CD59 (Homologous) cell membraneb Inhibition of binding and polymerization of C9

aDecays acceleration of classical pathway C5 convertase, but not of classical pathway C3 convertase.
bCR1 has a narrow tissue distribution, in contrast to DAF, MCP, and CD59.

and, as a consequence, interfere with the formation of
high-order oligomers. This impairment of polymerization
for the three variant MBL alleles (B, C, D variants) is associ-
ated with low MBL plasma levels compared to the wild type
MBL allele (termed A variant) (28). Additionally, promoter
polymorphisms influence MBL plasma levels. Neverthe-
less, there is still considerable variation in MBL plasma
levels even among individuals with the same genotype.

Many studies underline that MBL plasma levels and
allotypes influence the predisposition to infections (29).
MBL-deficiency is not considered a major risk factor,
but may coexist with other common deficiencies in the
immune system. A population-based prospective study
showed twice as many acute respiratory infections in in-
fants with MBL deficiency, although that risk is largely con-
fined to a “window of vulnerability” at the age of 6 to 18
months, when maternal antibodies disappear (30). On the
other hand, a positive correlation between the presence of
low-producer MBL alleles and a low incidence of both HIV
infection and active tuberculosis has been discussed (31).

MBL in plasma is found in complexes with the
proenzymes MBL-associated serine proteases, MASP-1,
MASP-2, and MASP-3 (Table 33.1). A large proportion of
the MASPs in circulation, however, are not complexed with
MBL. MBL can also form complexes with MAp19 or sMAP
(small MBL-associated protein), a truncated version of
MASP-2 without serine protease domain that is generated
by alternative splicing. The role of the nonenzymatic sMAP
is not clear.

In addition to MBL, the ficolins also form aggregates
with MASPs. Ficolins are lectins with a fibrinogenlike and
a collagenlike domain. Three types of ficolins have been
identified in humans, L-ficolin, H-ficolin, and M-ficolin.

The two serum lectins L-ficolin and H-ficolin associate
with MASPs, and both activate the lectin pathway (32). Re-
cent reports describe similar results for M-ficolin, which is
detected on the surface of monocytes, but also in secre-
tory granules of neutrophils, monocytes, and lung epithe-
lial cells. Forming complexes with MASP-1 and MASP-2, it
functions as a pattern-recognition molecule and activates
complement (33).

Initiation of the Lectin Pathway

The CRDs of MBL function as C-type lectins, as they rec-
ognize a range of carbohydrates such as D-mannose, N-
acetyl-glucosamine, N-acetyl-mannosamine, glucose, and
L-fucose. The affinity of a single CRD to these ligands is
low (Kd = 10−3M), so multiple CRDs have to interact for
avid binding, which is best achieved with repetitive carbo-
hydrate structures found as common constituents of bac-
terial, viral, fungal, and parasitic surfaces. MBL is also
involved in the recognition of self-targets, such as apop-
totic and necrotic cells, thus being a prototypic pattern-
recognition molecule of the innate immune system (34).

Carbohydrate binding is also performed by ficolins via
their fibrinogenlike domains. The sugar specificity is still
unclear but might include N-acetyl-glucosamine for L-
ficolin and N-acetyl-glucosamine, N-acetyl-galactosamine
and fucose for H-ficolin (35), and acetyl groups for M-
ficolin (36). Similar to MBL, H-ficolin and L-ficolin also
recognize apoptotic cells and subsequently activate com-
plement.

Upon ligand binding by CRD (MBL) or fibrinogen-
like domains (ficolins), MASPs are auto-activated from a
single-chain zymogen precursor by proteolytic cleavage
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(37). Activated MASP-2 seems to be the main mediator of
complement activation because it cleaves and activates the
complement proteins C2 and C4, thereby generating the
C3 convertase C4b,2a in a C1-independent manner (38).
MASP-1 cleaves C2 almost as efficiently as MASP-2 does,
but it does not cleave C4 (39). In addition, MASP-1 cleaves
C3, although much less efficiently than the convertases,
and this mechanism has been hypothesized to provide an
initial source for amplification of surface-deposited C3b by
alternative pathway activation (27). Compared to MASP-1
and MASP-2, MASP-3 has distinct substrate specificity and
inhibitor profile, and its role in complement activation is
unclear (40).

Regulation of the Lectin Pathway

Control of the lectin pathway seems to be exerted mainly
through covalent binding of C1-INH to active MASPs and
to be very similar to control of the classical pathway in gen-
eral, although the different effects of synthetic inhibitors
suggest that differences do exist (41). Furthermore, altered
mammalian cell membranes can trigger lectin pathway ac-
tivation via MBL in situations such as ischemia followed
by reoxygenation (42). Complement activation does not ap-
pear to be the only contribution of MBL to host defense.

An MBL receptor or collectin receptor has long been pos-
tulated, but not identified unequivocally. An MBL receptor
is thought to mediate a C3b-independent opsonic effect
on phagocytes that may also attribute a new role to the
noncomplement-activating forms of MBL.

ACTIVATION VIA THE ALTERNATIVE
PATHWAY

Alternative pathway activation requires C3 and C3b, fac-
tors B, D, and properdin. Alternative pathway activation
is a positive feedback mechanism to augment C3b gener-
ation (C3b-amplification loop). The starting C3b is gener-
ated through either of the other two pathways. The alter-
native pathway may also be triggered directly via iC3.

The C3b-Amplification Loop

Whether a given structure (e.g., a cell membrane, viral en-
velope, bacterial polymer) will allow alternative pathway
activation depends on the affinity of factor H for C3b de-
posited on that structure and on the presence of other
regulators (Figures 33.5, 33.6). Surface structures that
allow alternative pathway activation are called activator

Native C3
(hidden thioester)

Nascent C3b
(exposed thioester)

C3a

C3b

fa
ct

or B

Mg2+ factor 
D

fB

C3b

fB

C3b

Ba

Bb

FIGURE 33.5 Generation of the alternative-pathway C3 convertase. Upon cleavage of C3 to C3b,
the reactive thioester (full black circle) is exposed and forms covalent bonds to activator surface
molecules. C3b associates with factor B in the presence of Mg2+, which is then cleaved by factor D.
Bb bound to C3b is the proteolytically active part of the convertase C3b,Bb. Dashed-lined arrows
represent enzymatic action, dotted lines within molecules indicate cleavage sites for enzymes.
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Bb
factor I
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C3b

Bb

H2O

C3b

H2O

iC3b

H2O

(B) ACTIVATOR SURFACE (C) NONACTIVATOR SURFACE

C3b

Bb

factor H

C3b

fH

iC3b

Bb

C3b

Bb

factor H

= sialic acid residues on host glycoproteins

factor I

FIGURE 33.6 Control of C3b am-
plification by factor H depends on
its binding affinity to the respective
C3b target. Upper part: In the fluid
phase, C3b,Bb is rapidly disassem-
bled through factor H binding. C3b
cleavage through factor I generates
iC3b, which has no complement-
activating potential. Lower part:
Factor H binding to C3b is low on
activator surfaces such as microbial
cell walls, and C3b,Bb remains ac-
tive. On nonactivator surfaces, e.g.,
host cells with sialic acid residues,
factor H has a higher affinity to C3b,
and binding is followed by conver-
tase dissociation and C3b inactiva-
tion.

surfaces, whereas those that effectively limit activation are
termed nonactivators. When a first C3b molecule becomes
covalently attached to an activator surface, factor B subse-
quently associates with this C3b in the presence of Mg2+. In
this complex, the zymogen factor B is accessible to cleav-
age by factor D, a serine protease present in plasma in
minute amounts. Factor D is brought into its active con-
formation through recognition of its substrates, C3b,B or
iC3,B, and returns to its “inactive” state after the cleaved Ba
fragment is released from B (43). The enzymatically active
Bb fragment remains attached to C3b, forming the C3 con-
vertase of the alternative pathway, C3b,Bb (Figure 33.5).
Surface-attached C3b,Bb activates further C3 molecules,
and more nascent C3b will attach to the same surface.
C3b,Bb remains active as long as Bb remains bound to C3b
(half-life 90 seconds). Properdin stabilizes the convertase
against decay. A microbe may thus rapidly become covered
with C3b, which is slowly (i.e., relatively inefficiently com-
pared to C3b on nonactivators) turned into iC3b. Recently,
it has been postulated that rapid alternative pathway acti-
vation is facilitated by binding properdin first, followed by
C3b attachment (44).

Initiation of the Alternative Pathway via iC3

A long-standing conceptual problem was to explain the
generation of the initial C3b and thus whether the alter-
native pathway can be triggered on its own. The concept
of “C3 tickover” provided such an explanation (25). Plasma
C3 is constantly transformed at a low rate into inactive C3
(iC3 or “C3b-like” C3) through spontaneous reaction of the
C3 internal thioester bond with H2O. iC3 can be described
as uncleaved C3 in a C3b-like conformation and accounts
for 0.5% of total plasma C3. Like C3b, iC3 can associate

with factor B in a Mg2+-dependent reaction, thus form-
ing iC3,Bb. It is thought that this initial C3 convertase of
the alternative pathway is formed constantly but is rapidly
inactivated in plasma. Nevertheless, by this mechanism
nascent C3b molecules randomly attach onto nearby mi-
crobes and trigger the amplification loop.

The concept of C3 tickover preceded the discovery of
the MBL pathway. The targeted generation of C3b via
MBL/MASP-1 provides an alternative explanation of initial
C3b generation. Even to date, the relative contributions of
both mechanisms are not fully understood.

Inactivation and Degradation of C3b and
Regulation of the Alternative Pathway

Because of its self-amplifying capacity, C3b circulating in
plasma is subject to tight control (Table 33.2). The spon-
taneous decay of C3-convertases (approximate half-life, 2
minutes) is accelerated by CR1, factor H, or DAF, an activ-
ity termed decay acceleration. Considerable redundancy in
control proteins exists for these steps, although CR1 can
actually substitute for all other regulatory RCA proteins in
this respect. Cleavage of C3b and thus its inactivation re-
lies on factor I and its cofactors. Becaue of the high plasma
concentration of factor H, virtually all C3b or iC3 present
in plasma will quickly bind to H. The low Km of factor I for
C3b,H permits efficient cleavage of C3b into iC3b, which
is then split into the biologically inert C3c and the smaller
C3dg fragment that remains bound to the target (see Figure
33.3). Thus, C3b degradation eliminates the complement-
activating C3b, but produces fragments with other bio-
logic functions. Notably, control proteins of other species
normally have no effect on human complement compo-
nents.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-33 Paul-3627G GRBT293-Paul-v1.cls April 8, 2008 0:7

1058 Chapter 33

In this respect, the physiologic role of the increasing
family of factor H-like or factor H–related proteins (FHR;
see Table 33.1) is incompletely understood (45). FHL-1 (re-
conectin) represents the N-terminal seven SCRs of factor H
plus four unique amino acids and has cofactor and decay-
accelerating activity. It may play a role in cell–extracellular
matrix interaction. All FHRs share homology with the
factor-H C terminus that binds C3b. FHR-1, FHR-2, and
FHR-4 are constituents of lipoproteins, and FHR-3 binds
to heparin. For FHR-3 and FHR-4, interaction with C3b
and thus a potential role in C3b regulation has been pro-
posed (45).

ACTIVATION OF THE TERMINAL PATHWAY

Activation of the terminal pathway is initiated by cleavage
of C5. The C5 convertases, responsible for this cleavage,
are composed of a C3 convertase with an additional C3b
molecule deposited covalently in the immediate vicinity:
C3b,Bb,C3b or C4b,2a,3b. The (second) C3b acts like an
anvil for C5: It interacts with C5 and presents C5 in the cor-
rect conformation for cleavage by the C2a or Bb enzyme.
Cleavage of C5 in the α chain generates the 11-kDs C5a
peptide, whereas C5b starts the membrane-attack-complex
formation. It should be noted that the classical C3 conver-
tase together with another C4b was shown to cleave C5
directly to some extent (46). However, C5 may be activated
directly by different enzymes (47), in particular thrombin
(48).

After cleavage of C5, the terminal complement com-
ponents C6, C7, C8, and C9 are sequentially, but nonen-
zymatically, activated, resulting in the formation of the
terminal complement complex, TCC (49). On a cellular tar-
get membrane, TCC can be generated as the potentially
membranolytic membrane attack complex (MAC), or in
extracellular fluids as nonlytic SC5b-9 in the presence of
S protein (vitronectin). Both forms consist of C5b and the
complement proteins C6, C7, C8, and C9. After cleavage of
C5, C5b undergoes conformational changes and exposes a
binding site for C6. The ability of C5b, staying near the
C5 convertase on the target surface, to bind C6 decays
rapidly, but once it is bound, C5b6 forms a stable bimolec-
ular complex. C5b6 binds C7, resulting in the exposure
of membrane-binding sites and incorporation into target
membranes. If C7 concentrations near the site of comple-
ment activation are limiting, the stable bimolecular C5b6
complex dissociates from the C5-activating complex and
accumulates in solution. In the presence of C7 fluid phase
C5b-7 is formed that will not necessarily stay soluble, as
it has a transient ability to attach to membranes, bind C8
and C9, and initiate lysis, a process called reactive lysis
(50). Both the membrane-bound C5b-7 complex as well as
the fluid-phase C5b-7 complex can bind C8. C8 consists of
three nonidentical polypeptide chains: the α and γ chains

are covalently linked by a disulfide bond, and the β chain
is attached by noncovalent forces. Nascent C5b-7 binds to
C8β via C5b. The C8 γ chain has no apparent function in
complement lysis, probably because it does not lie adja-
cent to the membrane but faces the extracellular plasma
(Figure 33.7).

Efficient lysis is dependent on an interaction of the C8
α-moiety with C9, although some lytic activity is expressed
already by the C5b-8 complex alone. C5b-8 acts as a poly-
merizing agent for C9. The first C9 bound to C5b-8 un-
dergoes major structural changes enabling formation of
an elongated molecule and allows binding of further C9
molecules and insertion of C9 cylinders into the target
membrane (Figure 33.7). Whereas only one molecule of
each C5b, C6, C7, and C8 is involved in TCC formation,
the number of C9 molecules varies from one to three in
the fluid phase and from one to 12 in the membrane-bound
form, although polymers containing up to 15 C9 molecules
are also possible.

Two mutually nonexclusive hypotheses have been pro-
posed to explain the precise mechanism of terminal
complement-mediated cytotoxicity after insertion of C9.
According to one model, the polar domains of inserted
complement proteins, particularly C9, cause local dis-
tortion of the phospholipid bilayer, resulting in “leaky
patches” (51). The other theory postulates that the terminal
complement proteins form a hydrophilic channel (“pore”)
through the membrane, with consequent disruption of the
cell (52).

Regulation of the Terminal Pathway

Control is executed before the integration of the assem-
bling MAC into the membrane and at the stage of pore for-
mation, i.e., association of C8 and polymerization of C9
(Table 33.2) A number of different membrane and plasma
molecules are involved in modulating TCC assembly, of
which C8 is probably the most important. It represents
not only an essential component of the lytic complex but,
paradoxically, also prevents membrane damage by binding
to the nascent C5b-7 complex in the fluid phase, thereby
precluding its firm insertion into the membrane (53).

Not only C8 but also the abundant S protein, clusterin,
lipoproteins, antithrombin III, proteoglycans such as hep-
arin, and protamine are able to bind to nascent C5b-7
and to prevent its membrane insertion. The final step
of MAC assembly, subsequent to C5b-7 insertion, when
the MAC becomes more firmly inserted into the lipid bi-
layer, is safeguarded by a well-characterized 18- to 20-kDa
glycolipid-anchored membrane molecule (CD59), which
protects against complement-mediated lysis by interfering
with polymerization of C9.

Membrane perforation by complement is not a unique
feature. Damage to mammalian cells by proteins that de-
stroy target membranes can be also caused by perforin,
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FIGURE 33.7 Activation of C5
and terminal complement path-
way. C5 is activated by C5 conver-
tases of the classical (CP) or alter-
native (AP) pathway. Nascent C5b
interacts sequentially with C6,
C7, and C8, and attaches to lipid
membranes. C9 polymerization
on C5b-8 completes the mem-
brane attack complex (MAC).

which is contained in the cytoplasmic granules of cyto-
toxic T lymphocytes and natural killer cells (see Chapters
16 and 34) and actually shows a strong homology with C9
(54).

Biologic Properties of the Terminal
Complement Complex

The MAC deposited on cells may either exert lytic proper-
ties that are important in host defense (see “Complement
Defense against Infection”) or may induce so-called sub-
lytic effects on nucleated cells that are not unequivocally
identified as “non-self” (55). The term sublytic refers to
the fact that nucleated cells can withstand single (and er-
roneous) attacks, unlike erythrocytes. Furthermore, pre-
vious sublytic effects may even protect these cells from

further, otherwise lytic effects, favoring the host cells that
are constantly in contact with complement (56). Sublytic
attack also stimulates protein synthesis and arachidonic
acid metabolism and activates attacked polymorphonu-
clear leukocytes. In particular, sublytic TCC on nucleated
cells transiently increases intracellular Ca2+, activates pro-
tein kinase C and G proteins, induces procoagulant and
proinflammatory activities, and activates cell-cycle activa-
tion and transcription (57). Therefore, the presence of TCC
on the surface of viable immune cells suggests a modulat-
ing role in the physiology of cells to which it attaches (58).
In autoimmune demyelination and multiple sclerosis, ter-
minal complement activation exerts a dual role: C5b-9 not
only promotes demyelination of oligodendrocytes, it also,
in sublytic concentrations, protects them from apoptosis
(59). Whether SC5b-9 represents simply the inactivated
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form of the TCC or whether it plays a role in immune de-
fence remains controversial.

COMPLEMENT RECEPTORS

The consequences of complement activation encompass
changes in cellular functions. Central activated comple-
ment proteins or their fragments are recognized by spe-
cific receptors found on a variety of different cell types
(Table 33.3). Primary consequences of this ligand–
receptor interaction are the enhancement of innate im-
mune responses to increase removal of foreign material

(pathogens, apoptotic cells, immune complexes) or modu-
lation of cellular responses. The best-studied complement
receptors (CR) so far are CR1 to CR4. A common feature of
these C3 receptors is the recognition of the C3 fragments
covalently bound to surfaces upon complement activation.
CRIg represents a further receptor for C3 fragments (60).
The anaphylatoxin receptors C3aR, C5aR, and C5L2 bind
as ligands the anaphylatoxins C3a and C5a as well as their
derivatives C3adesArg and C5adesArg. A growing number of
intracellular and cellular surface receptors for C1q have
been identified, which are discussed as modulators of cell
responses after ligand binding (Table 33.3). This group of
receptors includes cloned proteins such as C1qRp, gC1qbp,

◗ TABLE 33.3 Complement Receptors

Type Ligand Structure, MW Distribution Function

CR1 (CD35) C3b > C4b > iC3b Single-chain glycoprotein,
160–250 kDa; allotypes A
through D with 30, 37, 23, or
44 SCRs

Monocytes, macrophages,
neutrophils, eosinophils,
erythrocytes, B and T cells,
FDC, mesangium cells in
glomeruli

Immune complex clearance,
immune complex localization
to germinal centers, regulator
of C3 and C5 activation

CR2 (CD21) C3dg/C3d, iC3b, EBV,
CD23, IFN-α

Single-chain glycoprotein,
140–145 kDa; two isoforms:
CD21S or CD21L (15 or 16
SCRs)

B cells, activated T cells,
epithelial cells, FDC (CD21L)

B cell activation, immune
complex localization to
germinal centers, rescue of
germinal center cells from
apoptosis

CR3 (CD11b/CD18) iC3b, ICAM-1, LPS,
fibrinogen, clotting
factor X,
carbohydrates

Heterodimeric glycoprotein,
α + β chain: 165 + 95 kDa

Monocytes, macrophages,
neutrophils, NK cells, FDC, T
cells, mast cells

Phagocytosis, cell adhesion,
signal transduction, oxidative
burst

CR4 (CD11c/CD18) iC3b, fibrinogen Heterodimeric glycoprotein,
α + β chain: 165 + 95 kDa

Monocytes, macrophages,
neutrophils, NK cells, T cells,
mast cells

Phagocytosis, cell adhesion

CRIg C3b, iC3b IgG superfamily Tissue-resident and sinusoid
macrophage

Phagocytosis of circulating
pathogens

C3aR C3a Single chain of 48 kDa,
G-protein–linked receptor

Mast cells, basophils, smooth
muscle cells, lymphocytes

Increases vascular
permeability, triggers serosal
type mast cells

C5aR (CD88) C5a, C5adesArg Single chain of 43 kDa,
G-protein–linked receptor

Mast cells, basophils,
neutrophils, monocytes,
macrophages, endothelial
cells, smooth muscle cells,
lymphocytes

Increases vascular
permeability, triggers serosal
type mast cells, promotes
chemotaxis

C5L2 C5a, C5adesArg

C3a, C3adesArg

Single chain of 37 kDa,
G-protein–linked receptor

Neutrophils, immature DCs,
preadipocytes, adipocytes

Stimulates triglyceride
synthesis

Limits pro-inflammatory
response

C1qRp C1q (collagenous
part), MBL, SP-A

Single chain of 126 kDa,
highly glycosylated

Monocytes, macrophages,
neutrophils, endothelial
cells, microglia

Phagocytosis

cC1qR “collectin-
receptor”

C1q (collagenous
part), MBL, SP-A,
CL-43

Single chain of 60 kDa, acidic
glycoprotein

B cells, monocytes,
macrophages, platelets,
endothelial cells, fibroblasts

Phagocytosis, localization of
immune complexes; enhances
ADCC, oxidative metabolism

gC1qR C1q (globular heads) Tetramer of 33-kDa subunits,
acidic protein

B cells, monocytes,
macrophages, platelets,
endothelial cells, neutrophils

Inhibits complement activation,
phagocytosis
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cC1qR (also termed calreticulin or collectin receptor), and
a putative C1qR−

O2 (61).

C3 Receptors

Antigen–antibody complexes or pathogens with C3 frag-
ments linked covalently to their surface are immunologic
tags for phagocytes and other immunocompetent cells. Up-
take of such opsonized particles and subsequent activation
of intracellular pathways are the main functions of C3 re-
ceptors (i.e., CR1 through CR4 and CRIg).

Complement Receptor Type 1 (CR1, C3b/C4b
Receptor, CD35)

Human CR1 is a multifunctional glycoprotein that belongs
to the family of complement regulator proteins (62). A
common feature of these proteins is repeats of tandemly
arranged modules of about 60 amino acids, referred to as
short consensus repeats (SCRs). Within the CR1, larger
structural elements are formed, called long homologous
repeats (LHRs), each consisting of seven SCRs. The four
known polymorphic forms of human CR1 differ in the
number of SCRs (up to 34) or LHRs. The ligand-binding
sites for C3b and C4b are localized in LHR B (SCR 8–10)
and LHR C (SCR 15–17). LHR A harbors an additional C4b-
binding region and decay-accelerating activity for both C3
convertases (62). This modular arrangement provides the
basis for multivalent CR1–C3b/C4b interactions. In addi-
tion to C3b and C4b, CR1 also binds iC3b, although with
low affinity. The tissue distribution of CR1 covers a broad
spectrum of peripheral blood cells, and it is also found on
follicular dendritic cells (FDCs). Because of the numerical
predominance of erythrocytes, about 90% of CR1 is found
on this cell type.

A main function of CR1 on erythrocytes is a result of its
ability to serve as an immune adherence receptor for trans-
port of C3b/C4b opsonized immune complexes (IC), which,
after binding, are transported to the liver and spleen. In
these organs, IC are transferred to phagocytic cells for re-
moval. On activated phagocytes such as neutrophils or
macrophages, CR1 mediates phagocytosis of opsonized
pathogens, whereas on nonactivated cells, CR1 cooperates
with FcR or CR3 to bind and ingest foreign material. The
possible C1q-mediated binding of IC to CR1 for clearing of
IC seems to be of minor physiologic importance, because
patients who lack complement components downstream
of C1q are unable to clear IC via CR1-C1q interactions (63).
On B cells, CR1 is suggested to participate in B-cell pro-
liferation and differentiation. In germinal centers of the
lymphoid follicles, CR1 expressed on FDC may be of im-
portance in the induction of immunologic memory. CR1
has decay-accelerating activity for the C3 and C5 conver-
tases and cofactor activity for factor I—mediated cleavage
of C3b and iC3b. This broad regulatory activity is the ba-

sis for the anticomplement therapeutic strategies that use
recombinant CR1 (see “Complement in Therapy”).

Complement Receptor Type 2
(CR2, C3d Receptor, CD21)

CR2 consists of 15 or 16 SCRs, termed CD21S and CD21L,
respectively. CD21L contains an additional exon, which
codes for the additional SCR 10a (64). CD21L seems to
be selectively expressed on FDC, while CD21S is found
mainly on B cells but is also expressed to a small extent
on activated T cells and epithelial cells. CR2 interacts with
C3d, C3dg, and iC3b, and is the receptor for the Epstein–
Barr virus (EBV), facilitating viral entry into B cells and
epithelial cells. The binding site for EBV envelope protein
gp350/220 within the first two SCRs overlaps with, but is
not identical to, the C3d site that has been assigned to SCR
2 (65). CR2 has been reported to interact with CD23, the
low-affinity receptor for IgE, which is thought to be in-
volved in regulation of IgE production (66).

The most important role of CR2 is bridging parts of in-
nate and adaptive immunity (67), because it is involved
in antibody maturation and induction of B-cell memory.
On the surface of human B cells, CD21 is associated
with CD19 and CD81, forming a trimolecular corecep-
tor complex (68). Through C3d-opsonized antigens, the
CR2/CD19/CD81 complex is cross-linked with the B-cell–
receptor complex (BCR), a process that is stabilized in lipid
rafts. As shown in detail in Chapter 8, BCR-associated ki-
nases can phosphorylate cytoplasmic tyrosines of CD19,
thus allowing activation of downstream kinases (69). Alto-
gether, cross-linking of the CD19/CR2/CD81 and the BCR
complexes lowers the threshold for B-cell activation by the
specific antigen by two orders of magnitude compared to
antigen alone (68).

Complement Receptor Type 3 (CR3, Mac-1, Mo-1,
αMβ2, CD11b/CD18)

Together with LFA-1 (CD11a/CD18) and CR 4 (CD11c/
CD18), CR3 belongs to the family of β2 integrins (70). The
heterodimeric CR3 consists of a 165-kDa αchain (CD11b)
and a 95-kDa βchain (CD18). A remarkable feature of CR3
is its promiscuous interaction with numerous ligands, in-
cluding the C3 fragment iC3b, ICAM-1 and -2, proteins of
the clotting system, or molecules of microbial origin, e.g.,
from Leishmania, Klebsiella pneumoniae, Mycobacterium
tuberculosis, Candida albicans (70), and probably HIV (71).

Most ligands investigated so far bind to a specialized
region in the α chain, referred to as the I (for “inserted”)
domain, in a Ca2+-dependent manner (72). In addition, a
C-terminal extracellular domain of CD11b has been identi-
fied as a high-affinity interaction site for β-glucans, which
may interact with carbohydrate structures of different
pathogens (73). CR3 is found on mononuclear phagocytes,
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neutrophils, mast and NK cells, FDC, and T-cell subsets
and contributes considerably to leukocyte adherence and
migration. The crucial role of CD11b/CD18 as complement
receptor in phagocytosis has been recognized in patients
with reduced or absent expression of β2 integrins, known
as leukocyte adhesion deficiency (74). Evidence is provided
that interaction of CR3 with iC3b is not sufficient to induce
phagocytosis and requires additional coligation of the CR3
lectin site with microbial surface polysaccharides (73); al-
ternatively, CR3 can cooperate with other phagocytic re-
ceptors such as Fcγ RIII, FcαRI, or CD14. CR3 is associ-
ated on the cell surface with these GPI-anchored surface
proteins and may be used as adaptor for their intracellular
signalling (75).

Complement Receptor Type 4 (CR4, p150/95,
αXβ2,CD11c/CD18)

CR4 belongs to the same β2-integrin subfamily as CR3 (Ta-
ble 33.3). Ligand specificities of CR4 tested so far seem to
be similar to CR3. Also, the tissue distribution of CD11c
is comparable to that of CR3, although CR4 seems to be
more prominent on distinct dendritic cell subsets (76).

Complement Receptor CRIg

CRIg, a very recently characterized member of the IgG su-
perfamily, is recognized by C3b and iC3b (60). Expression
on Kupffer cells is required for the interaction and inter-
nalization of C3-opsonized particles even in the presence
of CR3. The absence of CRIg, at least in the mouse, signif-
icantly increases the infection and mortality rates of the
host for bacterial pathogens. Thus, CRIg seem to play a
pivotal role in the clearance of opsonized pathogens (60).
In addition, evidence is provided that CRIg acts as an in-
hibitor of the alternative pathway of complement (77).

Anaphylatoxin Receptors C3aR, C5aR
(CD88), and C5L2

As discussed previously, cleavage of C3, C4, and C5 re-
sults in generation of the small fragments C3a, C4a, and
C5a, with a C-terminal arginine residue, which are termed
anaphylatoxins (AT). Although C4a is thought to be in-
active, C3a and C5a exert various effects when they are
bound to their specific receptors C3aR, C5aR (CD88), and
C5L2, respectively (78). C3aR, C5aR, and C5L2 are seven-
transmembrane receptors of the rhodopsin superfamily.
Expression of C3Ra and C5aR was thought to be restricted
to cells of myeloid origin, until recent studies demon-
strated the presence of C5aR on epithelial, endothelial,
and parenchymal cells as well as on B and T lymphocytes.
C5L2 is localized on immature dendritic cells (DCs), neu-
trophils, and in adipocytes and preadipocytes in human
subcutaneous and omental adipose tissue (78).

C5a is the best-characterized AT. It is a potent proin-
flammatory mediator that, via binding to C5aR, induces
chemotactic migration and the release of various inflam-
matory mediators such as histamine or cytokines, en-
hances cell adhesion, and stimulates the oxidative burst
(77). Although the C5a concentration in the blood is 10-fold
lower than that of C3a, C3a is believed to be less potent.
By binding to C3aR C3a is spasmogenic, stimulates the re-
lease of PEG2 from macrophages, induces degranulation
and chemotaxis of eosinophils, attracts mast cells, and ex-
hibits proinflammatory characteristics that overlap with
C5a-induced responses (79). Phosphorylation of AT recep-
tors is a key event that regulates their biologic function.
Because excessive inflammation may result in tissue dam-
age, the biologic activities of C3a and C5a are tightly con-
trolled. Carboxypeptidase N, a plasma enzyme, rapidly re-
moves the C-terminal arginine residue from C3a and C5a,
thereby converting the AT into the desArg form. In con-
trast to C5aR, the third AT receptor, C5L2, binds both C5a
and C5adesArg with high affinity. Becaue C5L2 couples only
weakly to signaling G proteins, because of the lack of the
exact interaction motifs, it seems likely that C5L2 serves as
a nonsignaling decoy receptor and thus limits proinflam-
matory effects of the anaphylatoxin (80). The binding of
C3a and C3adesArg to C5L2 is still controversial (81).

C1q Receptors

Several reports indicate that C1q binds to a variety of dif-
ferent cell types, presumably via distinct receptors, and
mediates, e.g., enhanced phagocytosis or oxidative-burst
metabolism (82). The best-characterized C1q receptor is
C1qRp. Monoclonal antibodies against C1qRp block C1q-
mediated enhancement of phagocytosis in human mono-
cytes and macrophages. The receptor has also been local-
ized on human endothelial cells. The collagenlike tail of
C1q also interacts with cC1qR, CR1, or a putative C1qRO2,
whereas the globular region of C1q interacts with gC1qR
(83) (Table 33.3). Ligands of cC1qR besides C1q appear
to be the collectins MBL and the surfactant protein SpA.
Therefore, cC1qR is also referred to as collectin receptor.
cC1qR is identical with calreticulin, a chaperone and Ca2+-
dependent signaling molecule that is most abundant in the
endoplasmic reticulum. It is unclear how calreticulin may
become associated with the cell surface, but together with
CD91, surface calreticulin is involved in uptake and re-
moval of cell remnants (84) when it is opsonized with C1q.

COMPLEMENT AS PART OF THE
IMMUNE NETWORK

The complete understanding of an immune response
requires an integrated view of how immunologic enti-
ties work together to achieve the range of physiologic
and pathologic characteristics of immune function. The
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immune network encompasses all of the connections and
regulatory associations in the antimicrobial defence ar-
mamentarium. Different arms of the innate immunity are
activated in parallel by local or systemic infections and
closely interact and supplement each other to discriminate
between nonself and self and to provide critical danger
signals instructing adaptive immune responses. Therefore
complement factors maintain a variety of connections to
other pathways and elements of innate and adaptive im-
munity.

Complement, Pentraxins, and
Toll-like Receptors

One complement-interacting innate immune molecular
family are the pentraxins, a superfamily of conserved
acute-phase proteins with characteristic cyclic multimeric
structure. Classical short pentraxins are C-reactive protein
(CRP) and serum amyloid P (SAP); a prototypic long pen-
traxin is pentraxin 3 (PTX3). The pentraxins show striking
functional parallels to C1q in immune defence to microbes
and in scavenging cellular debris.

The major acute-phase protein CRP readily complexes
to substances with exposed phosphocholine groups, such
as apoptotic cells and C-polysaccharides of the bacterial
cell wall (85). Complexed CRP ignites the classical comple-
ment pathway by recognition of and interaction with the
globular head region of C1q (86). However, CRP-mediated
activation of complement proceeds only “halfway,” gen-
erating C3 convertase but no effective C5 convertase or
membrane attack complex (87). The reason for that in-
effectual CRP-induced complement flow might be based
in the interaction of CRP with factor H and C4bp (88).
The collaboration between CRP and complement may nev-
ertheless be functional, resulting in the opsonization of
phosphocholine structures by C3 fragments with subse-
quent phagocytosis. On the other hand, CRP may limit
excessive complement activation by directing C4bp and
factor H to the targets and thus protecting the host from
inflammation-induced tissue damage (88).

A similar Janus-faced role is established for PTX3,
which binds to C1q with high affinity and specificity (89).
PTX3 enhances C1q binding and complement activation
on apoptotic cells but blocks its interaction with im-
munoglobulins in fluid phase, with subsequent inhibition
of complement activation (34).

Toll-like receptors (TLRs) represent another class of
pattern-recognition receptors that act as primary sensors
of invading pathogens. Both TLRs and complement are
activated by invading pathogens, and their cross-talk af-
fects the outcome of infections. Interaction of lipopolysac-
charides from gram-negative bacteria with TLR4 induces
production of the cytokine IL-12, a key mediator of cell-
mediated immunity and a critical link between innate re-
sistance and adaptive immunity (90). Complement factors

via binding to their receptors C3aR, C5aR, and CR3 control
TLR4-mediated IL-12 release and thus limit the pathogen-
induced inflammatory response (90).

Complement and the T-Cell Response

There is increasing evidence for an important role of com-
plement for the induction and promotion of T-cell immu-
nity. Upon infection of mice deficient in C3 (C−/−) with
influenza virus, the priming of CD4 helper cells and virus-
specific CTLs is strongly impaired, resulting in delayed
clearance of the infection and increased viral titers (91).
Similarly, the induction and expansion of CD8 T cells dur-
ing infection with lymphocytic choriomeningitis virus re-
lies on C3 (92).

It is likely that macrophages and/or DCs are involved
in the C3-mediated T-cell priming. Macrophages derived
from C3−/− mice have impaired ability to trigger a robust
alloreactive T-cell response. The synthesis of C3 by DCs is
thought to be necessary for an alloreactive T-cell activa-
tion of a Th1 phenotype in a transplantation model (93).
C3 may also play a role in both Th1 and Th2 responses
to antigens upon epicutaneous sensitization or intraperi-
toneal immunization (94).

In addition to C3, membrane-anchored RCAs (CD46,
CD55, CD59) modulate the T-cell response. Cross-linking
of CD46 with TCR induces regulatory T cells (Treg) (95).
CD55 modulates the induction of T cells by controlling
T-cell–APC-induced alternative complement activation
during cognate interaction (96). A further negative reg-
ulator of T-cell activation is CD59. Engagement of CD59
on T cells during APC–T-cell interactions downmodulates
T-cell activity in a complement-independent manner (97).

Complement and the B-Cell Response

On mature B lymphocytes, the binding of C3d(g)-
opsonized antigens to the CR2/CD19/CD81 complex en-
ables coclustering with the B-cell antigen receptor (BCR).
This, in turn, drastically lowers the threshold for B-cell ac-
tivation by antigens and enhances immunoglobulin pro-
duction by several orders of magnitude (68). Because this
effect is dependent on the amount of C3d molecules in-
teracting with the complex, model vaccines have been de-
signed that include C3d sequences as adjuvant (see: “Com-
plement in Therapy”).

The expression of CR2 on FDC in germinal centers (GC)
seems to play a profound role in development of antibody
response and B-cell memory, too. As soon as low-affinity
antibodies are produced during a primary immune re-
sponse, opsonized immune complexes are trapped on FDC
via complement and Fc receptors. C3d-opsonized antigen
retained on FDCs via interaction with CR2 provide a sur-
vival signal for centroblasts in the GC and thus inhibit
their apoptosis (68). The subsequent exposure of trapped
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antigen to B cells is critical for induction of B-cell matura-
tion and humoral immune response.

Based on results obtained with mice deficient for C4
or CD21/CD35, respectively, CR2 may also be involved
in maintenance of B-cell tolerance (98). Normally, self-
reactive B cells are either deleted or become anergic. In
mice that are deficient for both C4 and CD21/CD35, self-
antigens are not efficiently localized in the bone marrow
or in GC, which keeps B cells reactive against soluble self-
antigens.

Thus, the C3d–CR2 interaction provides an important
link between adaptive and innate immunity by contribut-
ing to the induction and maturation of the humoral im-
mune response and the maintenance of self-tolerance (99).

COMPLEMENT AS A PATHOGENIC
FACTOR IN DISEASE

By “complementing” the destructive action of antibodies
via an activation of the whole cascade system, complement
may become a pathogenic factor in disease, either alone
or, more often, together with other cofactors. In addition,
complement may contribute to diseases, e.g., by improper
clearance and disposal of complement-coated immune
complexes from the circulation (100); the fixation of C4
and C3 fragments into the antigen–antibody lattice signifi-
cantly reduces the size of the single immune complex, giv-
ing rise to a larger number of small complexes (“detergent-
like” effect of complement). Furthermore, the presence of
C4b and C3b on the immune complexes facilitates efficient
fixation of these smaller immune complexes to comple-

ment receptors, predominantly erythrocyte-CR1, and en-
sures transportation and sequestration into the liver and
spleen, where antigenic material can be removed by reticu-
lohistiocytic cells, followed by degradation of the antigen.
Consequently, pathophysiologically detrimental effects of
complement become apparent when a failure in this clear-
ance system occurs, leading to an uptake of these immune
complexes by endothelial cells and their sequestration into
various organs or tissues (“trapping”), giving rise to further
inflammation and immune complex formation with con-
comitant destruction of surrounding tissue. These patho-
logical conditions include:

1. Inherited, often complete, classical pathway comple-
ment deficiency (C1q−, C4− deficiency)

2. Acquired complement consumption resulting from
constant activation on continuously generated immune
complexes, as in autoimmune diseases or chronic bac-
teremia

3. Inherited or acquired low CR1-per-erythrocyte ratio, as
in lupus, or low red cell count

4. Extensive liver or spleen disease, impairing the removal
of the antigen

Because immune complexes are in particular trapped in
small capillaries of the skin or the renal glomeruli, clear-
ance disorders manifest predominantly in the skin and the
kidney.

Complement also contributes to inflammation and tis-
sue damage in neurodegenerative and autoimmune dis-
eases, and also in ischemia and reperfusion injury or
in shock (Table 33.4). Recently, defects in complement

◗ TABLE 33.4 Human Diseases with a Contribution of Complement to Pathogenesis
and/or to Perpetuation

Biocompatibility/Shock Neurologic Rheumatologic

Postbypass syndrome Myasthenia gravis Rheumatoid arthritis
Acute respiratory distress syndrome Multiple sclerosis Systemic lupus erythematosus
Anaphylaxis Cerebral lupus erythematosus Behcet syndrome
Tissue incompatibility/transplantation Guillain–Barré syndrome Juvenile rheumatoid arthritis
Pre-eclampsia Alzheimer’s disease Sjogren syndrome
Biomaterial-induced inflammation Stroke

Pick disease
Parkinson’s disease
Transmissible spongiform

encephalopathies

Dermatologic Renal Other Diseases

Pemphigus vulgaris/pemphigoid Lupus nephritis Liver fibrosis, cirrhosis
Phototoxic reactions Dense deposit disease Atheroma
Vasculitis Membranous nephritis Thyreoiditis
Chronic urticaria Atypical hemolytic uremic

syndrome
Infertility
Age-related macular degeneration
Infectious diseases, sepsis
Tumorigenesis
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inhibitors have been implicated in age-related macular de-
generation (AMD) (101), because, e.g., avidity of factor H
binding to retinal epithelial cells is dependent on tyrosine
at position 402 (102). Such a mutated factor H may not
be employable by pathogens (see “Evasion Strategies of
Micro-organisms”), so AMD in old age may be the prize to
pay for protection from infectious disease in youth.

Complement in Renal Disease

Because complement action takes place not only locally,
within tissues, but also in circulation, it is somewhat pre-
dictable that the kidney as a major filter organ will be
affected in case of complement malfunctions. Indeed, pre-
formed immune complexes are often trapped in the kid-
neys in case of a clearance disorder and the characteris-
tic hypocomplementemia is usually a result of systemic
complement activation in the circulation. Intraglomeru-
lar complement activation has only a minimal, if any, ef-
fect on serum complement levels. C3 and TCC, however,
are frequently found in glomerular deposits. These are
usually accompanied by local production of cytokines,
prostaglandins, proteolytic enzymes, and reactive oxy-
gen metabolites, which create, together with leukocytes,
an extended area of inflammation. The crucial role of
complement for this inflammation has long been known
from animal studies showing that complement-deficient
or -depleted animals do not develop induced nephritis
(103).

A second important role of complement in renal dis-
ease with increased complement-related inflammation is
a result of so called nephritic factors (NeF), circulating
IgG autoantibodies that bind and stabilize the alternative
pathway C3 convertase (103), slowing down its physio-
logic decay by more than 10-fold. The respective clinical
conditions are partial lipodystrophy, an acute condition
characterized by loss of fat from the face and upper body
as a result of adipocyte lysis via the alternative pathway
(104), and MPGN type II (also termed dense deposit dis-
ease, DDD) (105).

DDD may also be caused by complement control pro-
tein deficiency. However, whereas homozygous deficiency
preferably leads to DDD, heterozygous deficiency of these
proteins often leads to atypical (because of the lack of pre-
ceding diarrhea) hemolytic uremic syndrome (HUS) (106).
Interestingly for the latter, heterozygous factor H muta-
tions do not cluster in the N-terminal part of factor H that
is involved in complement regulatory functions, but par-
ticularly in the C-terminal part of the molecule, which tar-
gets factor H action to the surface of the host cell. Factor
H heterozygosity (107) or certain allotypes (not necessar-
ily deficiency mutations) (108) predispose to disease, and
it may be that it is not the absence of 50% of functionally
active molecules that predisposes to HUS, but rather the
presence of dysfunctional molecules, attaching to but not
protecting the host cells and also preventing attachment of

the active molecules (109). Antihuman C5 antibodies (see
“Complement as Target in Drug Therapy”) may represent
an interesting therapy option for patients suffering from
renal diseases caused by unrestricted complement activa-
tion.

Complement in Neurologic Disease

The human brain is immunologically sheltered from the
peripheral immune system by the tight and selective
blood–brain barrier. Additional immunologic barriers are
manifested by limited antigen presentation and expression
of immunosuppressive cytokines (110). To adjust this re-
stricted immunosurveillance, astrocytes, microglia, neu-
rons, and oligodendrocytes produce at least some comple-
ment proteins, including soluble factors, regulators, and
receptors (111). Of these cell types, astrocytes, the most
abundant glial cells, are the major source of complement
in the brain, thereby providing immune defense against
invading pathogens.

However, a harmful role for complement is implicated
for tissue destruction and cell damage in some pathologic
conditions such as Alzheimer’s disease (AD), Huntington
disease, Pick disease, multiple sclerosis (MS), and stroke.
Complement is also thought to participate in neurodegen-
eration induced by cerebral infections.

AD, the most common cause of dementia, is character-
ized by neuronal loss, neuritic dystrophy, and the accumu-
lation of senile plaques in the brain. Activation of the com-
plement system has been widely investigated as a potential
mechanism for these processes. Complement components
of classical and terminal pathway are highly upregulated
in AD brains, especially in the senile plaques (112). The
main component of these plaques, the β-amyloid peptide,
can activate complement by binding specifically to the col-
lagenlike domain of C1q (113). Consecutive complement-
dependent processes likely contribute to neuronal injury in
the proximity of these plaques, especially because neurons
are extremely sensitive to complement-induced bystander
lysis, because of the low or even absent expression of com-
plement inhibitors on their surface.

MS is an inflammatory autoimmune disease character-
ized by demyelination of axons, failure of remyelination,
and loss of oligodendrocytes. Demyelination results not
only from an autoimmune response against myelin com-
ponents and subsequent activation of the classical path-
way, but also from direct binding of complement factors to
myelin. Myelin oligodendrocyte glycoprotein (MOG) har-
bors a protein domain similar to the C1q-binding sequence
of IgG antibodies (114). Complement activation results in
lysis of oligodendrocytes and chemoattraction of phago-
cytes, which accumulate at the site of inflammation and
degrade the myelin sheath. These processes are mediated
by complement receptor CR3 on the phagocyte surface
and induce production of inflammatory substances such
as TNF-α and nitric oxide (115).
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Complement is also hypothesized to contribute to
pathogen-induced neural damage. The human immun-
odeficiency virus HIV-1 is detected in >80% of brains
from individuals with AIDS and causes meningitis, neu-
ropathies, and a subcortical dementia that manifests in
cognitive, motor, and behavioral dysfunctions. Atrophy,
appearance of multinucleated giant cells, reactive as-
trogliosis, microgliosis, loss of neurons, and inflammation
are visible. The discrepancy between the small number
of HIV-infected brain cells and the severity of neurologic
impairment suggests the existence of detrimental mediator
molecules rather than direct virus-induced cell damage.
Several hints imply a role of complement in this virus-
induced neurologic damage. The expression of different
complement factors and receptors is upregulated in HIV-
infected astrocytes as well as in vivo in the brains of HIV-
infected patients (116). Complement activation products
such as C3a, C5a, and MAC exert a variety of proinflam-
matory biologic effects on brain cells. Furthermore, the
HIV-1 transmembrane protein gp41 downmodulates the
expression of CD59 in human neuronal and astroglial cell
lines, thus enhancing the susceptibility of neurons toward
complement-dependent bystander cell lysis (110).

COMPLEMENT IN DEFENSE
AGAINST INFECTION

The dominant role of complement in the innate im-
mune system, as important first-line defence of higher
vertebrates against invading microorganisms, is displayed
twofold. First, complement recognizes “nonself” immedi-
ately after infection as a primitive surveillance system in-
dependent of antibodies or immune cells; and second, it
serves as an executor of antibody-mediated immunity.

Nonself structures activate the alternative and lectin
pathways (triggered by the surface composition of the in-
vader, e.g., lipopolysaccharides, sialic acids, glycoproteins,
and peptidoglycans) or the classical pathway, mainly via
C1q-binding moieties. Stimulation of phagocytic cells, by
generated anaphylatoxins, attract them to the site of in-
fection (chemotaxis). Generation of C3 fragments, mainly
C3b and iC3b (opsonization), on the microbial surface and
their recognition via complement receptors on phagocytic
cells, mainly CR1 and CR3 (see “Complement Receptors”),
followed by phagocytosis or lysis of the microbe, then
mostly lead to a control of the infection. Intracellular pro-
cessing in phagolysosomes and presentation of phagocy-
tosed material on the cell surface by professional antigen-
presenting cells will initiate adaptive immune responses
and trigger production of specific antibodies, thereby link-
ing innate immunity to adaptive response.

Whereas lysis is effective against some viruses and
gram-negative bacteria, chemotaxis followed by op-
sonophagocytosis represents probably the main mecha-

nism for destruction of most viruses, bacteria, and fungi
that cannot be lysed by complement.

Not only the number of C3-fragment molecules de-
posited on the invader, but also the amount of C5b-9 in-
serted into the target membrane, are decisive for host de-
fense. The particularly frequent occurrence of terminal
complement deficiencies in patients with meningococcal
infections suggests that the cytolytic activity of comple-
ment is especially important in resistance to gram-negative
bacteria (117). Lysis is accomplished via induction of in-
jurious processes or by terminal complement components
via the outer membrane attack leaks (118).

Evasion Strategies of Micro-organisms

Highly pathogenic microorganisms are attacked by com-
plement, but in turn may evade appropriate recognition
or constrain suitable attack and destruction (119) (Figure
33.8). To achieve these goals a range of strategies has been
developed during evolution to (a) avoid or minimize com-
plement activation by displaying special surface moieties,
(b) resist C3-dependent opsonophagocytosis, or (c) prevent
complement-mediated cytolytic damage (119). The two
latter are, e.g., facilitated by displaying proteins antigeni-
cally and/or functionally mimicking C3, which can bind
to complement receptors. This can mediate uptake in a
complement-independent manner, i.e., even when the in-
vader has not been opsonized before. Proteolytic degrada-
tion of complement proteins by micro-organisms may also
protect them from opsonization and/or lysis (119). Cleav-
age of C1-INH by proteases, e.g., leads to constant activa-
tion (and also consumption) of C1. Micro-organisms that
evade complement by consuming it must ensure that this
occurs at a secure distance from their cellular membranes.

Another mechanism is the use of complement proteins
provided by the host. When HIV-1 buds from an infected
cell, it is encoated with a lipid bilayer obtained from the
host-cell membrane and as a consequence carries, in ad-
dition to viral, also host-cell membrane proteins. Of the
latter, especially DAF and CD59 are of particular impor-
tance, as they protect HIV-1 from complement lysis (120).
Attachment of factor H to C3b on the virus and to sev-
eral sites on the external portion of gp41 and to one site
on gp120 confers an additional protective effect against
efficient destruction (121). Because of this acquisition of
complement regulators, HIV accumulates in the plasma
of infected hosts and spreads with the aid of erythrocytes
that interact via their CR1 with the C3b deposited on the vi-
ral surface. Furthermore, the dynamic processing of virus-
coating C3b into iC3b allows the interactions with CR3-
positive cells (Figure 33.9). As a consequence, CR-positive
cells contribute to the spread of HIV within an infected
host. Acquisition of host-derived fluid-phase complement
regulatory proteins, in particular factor H and C4bp, is also
executed by bacteria in order to evade complement (122).
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FIGURE 33.8 Micro-organisms display surface moieties that bind to complement proteins. By
employing inhibitors from the fluid phase, microorganisms can evade destruction by complement
(C) (defensive manner, left). Via binding of factor H or CD59, Candida (upper left) or Helicobacter
(lower left) restrict complement activation or membrane-attack complex assembly, respectively.
By allowing complement activation and use of complement receptors or via direct binding, they
can invade host cells (aggressive manner, right). Leishmania induces complement activation by
displaying complement-activating structures on its surface, followed by opsonization with iC3b,
phagocytic CR3-based recognition, and phagocytosis of the parasite; a small but significant portion
of the pathogens will survive this procedure (upper right). Measles virus (MV) uses CD46 (MCP) as
cellular receptor directly—previous complement activation does not appear to be necessary here
(lower right).

Acquisition of the respective gene during evolution is
another sophisticated way of evasion. Vaccinia virus com-
plement control protein (VCP), a functionally CR1-like and
structurally C4bp-like protein, has evolved after uptake to
retain only the most essential domains; any further manip-
ulation of the small viral protein results in loss of function,
indicating that the gene has achieved maximum efficiency
(123). In other pathogens, molecular mimicry may repre-
sent the conservation of ancestral molecular recognition
motifs. Many are related to mammalian CR1, DAF, MCP, or
C4bp, confirming the importance of C3- and C4-fragment–
binding molecules.

The trematode Schistosoma mansoni has a highly elab-
orated anticomplement arsenal: First, it can modify its sur-
face sialic acids, thus modulating activation; second, it can
acquire DAF to accelerate decay of surface bound C3; third,
it can bind and cleave C4 and C3, mimicking in part CR1;
fourth, it can cleave C9, preventing MAC assembly; and
fifth, but probably not last, it encodes a protein that mim-
ics CD59, inhibiting membrane attack (124).

The yeast Candida albicans possesses an integrin/CR3-
like molecule on its surface (125) that is involved in induc-

ing morphology changes. Furthermore, it facilitates cellu-
lar adherence like other human integrins and is not only
functionally (125) but also antigenically and structurally
related to human CR3. There is strong evidence that HIV-1
is able to bind to Candida directly, possibly via C3-like re-
gions on gp41 and the CR3-like molecule on Candida (126).
This interaction enhances fungal proteinase release and
suppresses phagocytosis by PMNs (127). Thus, the con-
certed mimicry of both pathogens may contribute to the
virulence of both Candida and HIV (126).

COMPLEMENT GENETICS

Many decades of complement genetics research has led to
the conclusion that usually only homozygous deficient sub-
jects (or animals) show a significant phenotype, whereas
specific allotypes do not normally predispose to disease.
However, more and more exceptions are being reported,
and interestingly, these are often not related to the typi-
cal complement-related functions. The donor C3 allotype
has been reported to determine late renal transplantation
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FIGURE 33.9 Complement-mediated enhancement of viral dissemination in early stages of
HIV infection. Complement on mucosal surfaces and in seminal fluid opsonizes HIV even in the
absence of virus-specific antibodies. Thus, upon crossing the mucosal barrier and entering the
host, opsonized HIV is subsequently trapped by antigen-presenting cells (APC), mainly dendritic
cells, via complement receptors (CRs). The APC are thought to transport the viral particles into
the lymphoid tissue, where the virus is transferred to T cells. Progenitor viruses produced by the
infected T cells are subsequently opsonized with C3b and bind to CR1 on erythrocytes (E). Factor
I together with CR1 promotes the cleavage of C3b into iC3b. The low affinity of CR1 to iC3b favors
the transfer of iC3b-covered virions to CR3 on APC. APC loaded with HIV migrate into lymphoid
tissues again, where further T cells are infected.

outcome (128); the pattern of breast cancer metastasis cor-
relates with a single-nucleotide C1q polymorphism (129);
the factor H allotype Y402H is associated with a signif-
icantly higher likelihood of developing macular degener-
ation (see “Complement in Renal Disease”) (101); and a
common fH polymorphism, with an increased risk of my-
ocardial infarction (130).

Furthermore, complement genetics has also been a
valuable tool with which to investigate plasma protein ge-
netics in general and their evolution. The chromosomal
locations of the complement protein genes are given in Ta-
ble 33.1. These are not scattered around the chromosomes,
but form linkage groups of structurally homologous com-

ponents, confirming previous assumptions based on ho-
mology studies on the protein level that the majority of
complement proteins has evolved by duplication and diver-
sion events from only a small number of precursor genes
(131).

Because complement receptors and certain regulatory
proteins are expressed on erythrocytes, they also repre-
sent blood-group antigens; e.g., the Knops, McCoy, Swain-
Langley, and York antigens are on CR1. Variations in the
DAF antigen are responsible for the Cromer blood-group
system, with the rare Inab phenotype lacking DAF alto-
gether. Chido and Rogers blood-group antigens are asso-
ciated with C4 (131). In this respect, complement genetics
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has been widely applied to anthropologic investigations
and forensic medicine.

Progress in DNA work has facilitated the characteriza-
tion of complement allotypes on the molecular level. Both
phenotypic assessments of protein variants (phenotyping,
e.g., by isoelectric focusing or monoclonal antibodies) and
characterizations of genomic DNA (genotyping, e.g., by
RFLP or PCR) are currently used (132). Phenotyping has
the advantage that the presence and even the functional
activity of a protein can be ascertained. Genotyping does
not allow identification of silent or null alleles as such,
however, once a mutation is known, a defective gene may
be traced in family studies, providing a basis for genetic
counseling.

COMPLEMENT DEFICIENCIES

Inherited deficiencies, either complete or subtotal, have
been described for most complement components and reg-
ulatory proteins. These abnormalities are relatively rare
and usually inherited in an autosomal recessive manner,
which means that only homozygous subjects are readily
detected and susceptible to disease. One important ex-
ception is the autosomal dominant inherited hereditary
angioedema (see below). Another, only recently discov-
ered heterozygous deficiency is that of factor H and other
complement-regulatory proteins (see “Complement in Re-
nal Disease”).

Complement defects can be ascertained by the tradi-
tional total hemolytic complement assays (CH50, APCH50)
followed by radial immunodiffusion (Mancini), electroim-
munodiffusion (rocket electrophoresis, Laurell), or en-

zyme immunoassays (ELISA) (133). The latter are of par-
ticular importance as so-called subtotal deficiencies, in
which residual functionally active amounts can only be
detected by sensitive ELISA, and may have a different
clinical picture and prognosis (134). Low concentrations
of terminal components, for example, may be sufficient
for preventing meninogococcal disease and can be tested
for their ability to incorporate into the TCC by ELISA
based on neoepitope-specific anti-C9 monoclonal antibod-
ies (135). None of these quantitative assays allows, al-
though widely practiced, the assumption that approxi-
mately half-normal concentrations indicate heterozygous
deficiency. Heterozygous subjects may present with almost
normal concentrations of the component in question. A
very sophisticated assay in ELISA format has recently been
elaborated by a European consortium, which can be used
as a screening assay for detecting complement deficiencies
(136).

Complement-deficient subjects are usually detected be-
cause of their increased propensity to infection or, espe-
cially for deficiencies of the early classical pathway com-
ponents, in association with systemic lupus erythematosus
(SLE) (Table 33.5). As only C4 and C2 are encoded on the
same chromosome (within the MHC-III region; see Table
33.1), the possibility that these deficiencies are all linked
to a disease-susceptibility gene can be excluded. In con-
trast, it is the absent “detergentlike” effect of complement
(see “Complement as Pathogenic Factor in Disease”) that
leads to impaired clearance of immune complexes and to
their sequestration at peripheral sites, giving rise to further
inflammation and immune complex formation.

It is not surprising that deficiency of mannan-binding
lectin (MBL), a major plasma protein of the innate immune

◗ TABLE 33.5 Complement-Deficiency States

Component No. of Reported Patients Functional Defect Disease Associationsa

C1 50–100 Impaired immune-complex handling SLE, bacterial infections
C4 20–50 Impaired immune-complex handling SLE, bacterial infections
C2 >1,000 Impaired immune-complex handling SLE, bacterial infections
C3 20–50 Impaired opsonization Bacterial infections
C1-INH >>10,000 Excessive C2 and kinin activation HAE
B None Not incompatible with life in mouse
D <5 Impaired alternative-pathway activation Bacterial infections?
P >100 Impaired alternative-pathway activation Meningococcal infections
H >100 Excessive alternative-pathway activation Meningococcal infections,

glomerulonephritis
I 20–50 Excessive alternative pathway activation Bacterial infections
Carboxy-peptidase N <5 Absent inhibition of C5a and C3a Angioedema, chronic urticaria
C5 20–50 Impaired chemotaxis, absent lytic activity Meningococcal infections
C6; C7; C8 >100 each (independent) Absent lytic activity Meningococcal infections
C9 >1,000 Impaired lytic activity Meningococcal infections

aOnly established and typical disease associations are listed (i.e., >50% of deficient subjects suffering from disease).
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system with the ability to initiate antimicrobial and inflam-
matory actions, results in a higher susceptibility to infec-
tion. MBL deficiency is common, as more than 10% of the
general population may, depending on definition, be clas-
sified as MBL-deficient (137).

In individuals with homozygous C3 deficiency, pyogenic
infections with encapsulated bacteria are severe, recur-
rent, and life-threatening, usually starting in early child-
hood. Deficiencies of factor I or factor H are associated
with the inability to degrade C3b, leading to uncontrolled
amplification of cleavage of C3 by C3b,Bb and resulting in
a state of acquired, severe C3 deficiency (138).

Whereas deficiencies of properdin predispose to (usu-
ally singular) meningococcal infections, deficiencies of a
terminal complement component lead to recurrent infec-
tions by gram-negative bacteria as a result of an inability
to generate a bactericidal membrane attack complex. Re-
current infection or infection with uncommon serogroups
should alert the clinician in nonendemic regions, whereas
recurrent disease is the important indicator in endemic ar-
eas (134). Associations of terminal complement deficien-
cies with susceptibility to autoimmune diseases, such as
SLE, are likely the result of ascertainment artefacts (134).

Hereditary angioedema (HAE), the clinically most rele-
vant, by far most acute, and, if untreated, potentially lethal,
complement deficiency, is the clinical manifestation of an
inherited or acquired C1-inhibitor deficiency (139). An ab-
sent, depleted (also via autoantibodies), or dysfunctional
C1 inhibitor will allow unrestricted activation of the clas-
sical pathway, as there is no sufficient backup for the C1
inhibitor. The C2b fragment generated also exhibits kinin
activity and is thus responsible for the classical symptoms
of HAE; affected patients suffer intermittently from multi-
ple edemas, predominantly in the skin, the gastrointestinal
tract, or the oropharynx, usually when the patient experi-
ences minor trauma or infection that triggers unrestricted
complement activation. Edemas in the larynx may be life-
threatening (i.e., danger of suffocation). Although laryn-
geal edema in HAE usually develops within hours, and not
within minutes as does allergic laryngeal edema, HAE is,
even today, associated with a high mortality rate. The fre-
quent association with abdominal colic may also delay the
correct diagnosis. The acute treatment of HAE consists of
replacement of C1 inhibitor in purified form or, if unavail-
able, infusion of fresh frozen plasma. Testosterone deriva-
tives (e.g., Danazol) have been used successfully for the
long-term prevention of attacks.

A particular deficiency, which is primarily not a comple-
ment deficiency, is paroxysmal nocturnal hemoglobinuria
(PNH). Mutations in the PIG-A gene affect the synthesis
of a competent glycosylphosphatidylinositol (GPI) anchor,
which leads to failure of expression of all molecules at-
tached to the membrane via this anchor, including CD55
and CD59. The lack of these two complement-control pro-
teins is responsible for the extreme susceptibility of PNH

erythrocytes to lysis by complement that is either activated
by the alternative pathway or via acidic generation of C56,
i.e., the activation of C6 without cleaving off C5a, especially
at the physiologically lower blood pH at night (140).

COMPLEMENT IN THERAPY:
TARGET AND TOOL

The cloning of the complement components, the determi-
nation of their functional domains, and increasing knowl-
edge of immunologic relationships have made it feasible to
design therapeutic approaches that (a) interfere with ex-
cess complement activation in pathophysiologic settings
or in therapeutic approaches; (b) stimulate complement
attack on tumor cells; or (c) take advantage of comple-
ment to optimize therapeutic or prophylactic tools (Table
33.6).

Interference with Complement Activation

Dysregulated complement activation exerts detrimental ef-
fects on organs and cells, and is involved in the pathogen-
esis of a broad variety of diseases. Furthermore, the unin-
tentional activation of the complement cascade can limit
therapeutic interventions, such as (xeno)transplantation,
gene therapy via viral vectors, or use of biomaterials
(hemodialysers, catheters, prostheses, stents, etc.) (141).
This situation creates a strong need for controlled and ad-
equate interference with complement activation.

Different mechanistic concepts for the inhibition of
complement activation include (a) native or modified com-
plement regulators, (b) transfer of genes encoding com-
plement regulators, (c) monoclonal antibodies recogniz-
ing complement factors or fragments derived thereof, or
(d) peptides that block complement factors or its recep-
tors (Table 33.6).

Native regulatory proteins generally have the advan-
tage of being perfectly specific and having a low antigenic
potential. Plasma-derived C1-INH is used for standard sub-
stitution therapy in hereditary or acquired angioedema
(142), but also favorably influences the outcome in life-
threatening conditions associated with a relative defi-
ciency of functional C1-INH (143). C1-INH substitution
has been used with success in animal models or open, un-
controlled clinical trials in septic shock, capillary leak syn-
drome, or ischemia/reperfusion injury.

Recombinant soluble CR1, designated TP10, is a trun-
cated derivate of the cell surface CR1. Clinical studies
showed that TP10 improves the outcome of lung transplant
recipients and inhibited complement activation in patients
undergoing cardiac surgery on cardiopulmonary bypass
(144). However, this was not associated with a reduced
morbidity and mortality. New complement-inhibitor sub-
stances are often modified to prolong the bioavailability
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◗ TABLE 33.6 Complement in Therapeutic Approaches

Target/Mechanism Potential and Established Indication References

I. Inhibition of complement activation

Application of soluble CR1 or fragments thereof (e.g., TP10,

APT070, TP20)

Inhibition of C3/C5 convertases and cofactor activity for factor I

Rheumatoid arthritis
Systemic lupus erythematosus
Ischemia-reperfusion injury
Cardiac surgery
Transplantation
Acute respiratory distress syndrome
ABO incompatibility in blood transfusion

179, 146, 179, 180, 181,
182, 183, 184

Application of C1-INH protein:

Inactivation of C1r, C1s, MASP2
Hereditary or acquired angioedema
Brain/liver ischemia
Septic shock, burn (capillary leakage syndrome)
Antiphospholipid syndrome in pregnant women
Myocardial infarction, myocardial surgery
Transplantation

143, 185, 186, 187, 188,
189, 190

Application of modified soluble CD59 (e.g., sCD59-APT542) Rheumatoid arthritis
Paroxysmal nocturnal hemoglubinuria

145, 190

CD55-transgenic animals, vector-mediated transfer of CD55

Inhibition of C3/C5 convertases
(Xeno)transplantation 147, 149

Incorporation of CD55 into viral vectors

Inhibition of C3/C5 convertases
Protection of viral vectors in gene therapy 150, 151

Antibodies to C5 (pexelizumab, eculizumab)

Inhibition of C5 cleavage by convertases
Myocardial infarction
Stroke
Coronary artery bypass, aortic valve replacement
Membraneous nephritis
Rheumatoid arthritis
Paroxysmal nocturnal hemoglobinuria
Dermatomyositis

152, 153, 154, 192, 193

Antibodies to C5a

Prevention of anaphylatoxin activity
Septic shock
Pulmonary edema

194

Antibodies to Factor D

Inhibition of factor B cleavage/activation from alternative
pathway

Myocardial injury, surgery 155

Synthetic peptides binding to C3 (e.g., compstatin)

Inhibition of C3 cleavage by convertases
Hyperacute rejection in transplantation
Organ preservation ex vivo

156

Antagonists to C3a receptor (e.g., SB290157)

Blocking the anaphylatoxin receptor
Inflammation, e.g., after surgery
Allergic asthma
Arthritis

157, 195

Antagonists to C5a receptor (e.g., PMX53, PMX205)

Blocking the anaphylatoxin receptor
Inflammation after injury or surgery
Septic shock
Rheumatoid arthritis
Ischemia-reperfusion injury
Inflammatory bowel disease
Abdominal aortic aneurysm
Liver fibrosis
Neurodegeneration

158, 159, 196

II. Stimulation of complement activation

Optimization of therapeutic monoclonal antibodies for

complement stimulation

Complement-dependent lysis of tumor cells

Several forms of tumors 161, 162, 163, 165, 197,
198, 199

Antibodies to CD55

Reduced inhibition of C3/C5 convertases
Several forms of tumors 166

Monoclonal antibody that mimics CD55

Induction of immune response to CD55
Several forms of tumors 166, 167, 168

Small interfering RNA (siRNA) to CD55

Reduced inhibition of C3/C5 convertases
Several forms of tumors 169

(continued )
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◗ TABLE 33.6 Complement in Therapeutic Approaches (Continued)

Target/Mechanism Potential and Established Indication References

III. Exploitation of complement molecules for therapy and vaccination

CD46 as measles virus receptor

Measles virus–induced lysis of tumor cells
Several forms of tumors 171, 172, 173

CD46 as receptor for adenovirus subgroup B

Adenovirus-induced lysis of tumor cells
Adenovirus as antigen carrier to CD46-bearing APC
Adenovirus as vehicle for therapeutic genes

Several forms of tumors
Vaccination
Gene therapy

174, 175, 176

CD55 as coxsackievirus receptor

Coxsackie virus–induced lysis of tumor cells
Several forms of tumors 171

C3d-enhanced DNA vaccination

Increase of humoral immune response
Vaccination 177, 178, 200

and to retain them after local administration at the in-
flammatory site(s) of interest. Soluble CR1 or CD59 were
chemically coupled to a short synthetic address tag that
confers membrane-binding activity. These modified com-
plement regulators are therapeutically effective in animal
models of rheumatoid arthritis or paroxysmal nocturnal
hemoglobinuria (145,146). In another tagging approach,
sCR1 was expressed with high amounts of the sialyl Lewisx

carbohydrate, the ligand for E-selectin. The resulting com-
pound, TP20, is targeted to E-selectin, which is upregu-
lated on inflamed endothelium, and thus blocks the at-
tachment of neutrophils. TP20 showed benefits over the
unmodified TP10 in a murine model of stroke and in a
rat-lung transplantation model, but has not been studied
further (147).

Gene transfer is suggested or under development for
complement inhibition in xenotransplantation and protec-
tion of viral vectors for gene therapy. In xenotransplanta-
tion, hyperacute rejection is due primarily to the attach-
ment of preformed xenoreactive antibodies to the donor
vascular endothelium, which results in hyperactivation of
the complement system. Organs from donor pigs trans-
genic for human CD55 showed less parenchymal injury
and decreased sequestration of platelets when perfused
with human blood, thus representing an interesting or-
gan pool for transplantation (148). Expression of CD55
can also be achieved by adenoviral transduction and re-
sults in reduced sensitivity to complement-mediated lysis
(149). Incorporation of genes for complement inhibitors
protects lentiviral or baculovirus-derived vectors from in-
activation by human complement and thereby enables the
development of more potent delivery stems for gene ther-
apy (150)

Monoclonal antibodies (mAbs) represent a third strat-
egy to interfere with complement activation. Anti-C5 an-
tibodies (151) are the best-studied representatives of that
class. Both pexelizumab and eculizumab are humanized
mAbs that bind to C5 with high affinity and prevent C5

cleavage, C5a generation, and MAC formation, but allow
C3 activation and deposition. Pexelizumab is currently be-
ing tested in a Phase III clinical trial in patients undergoing
coronary artery bypass graft surgery, and has significantly
reduced mortality and myocardial infarction (152,153).
Eculizumab was shown in an open-label extension trial to
be well tolerated and to reduce hemolysis in patients with
paroxysmal nocturnal hemoglobinuria (154). Surprisingly,
data presented with an anti-factor D antibody showed ef-
fective complement inhibition, neutrophil activation, and
IL-6 production in a baboon model of cardiopulmonary
bypass, obviously a result of the selective inactivation of
the alternative pathway (155).

Small synthetic molecules inhibit complement activa-
tion by binding to complement factors or its receptors.
Compstatin is a synthetic 13-residue cyclic peptide that
binds to the β chain of C3 and inhibits its cleavage by C3-
convertases, presumably by an induced conformational
change of C3 (156). Compstatin has been successfully
tested in animal models of hyperacute rejection in kid-
ney xenotransplatation and of extracorporeal circulation,
where it inhibits the activation of C3 and downstream
pathways.

The role of C3a and C5a in anaphylaxis, sepsis, ad-
verse reactions in extracorporeal circulation, or dialysis,
has led to the generation of receptor antagonists. The C3a
receptor antagonist SB 290157 blocked C3a-triggered ef-
fects of the C3aR and showed anti-inflammatory activ-
ity in animal models for allergic asthma and intestinal
ischemia-reperfusion injury. Recent results, however, im-
plied that SB290157 can also have an unwanted agonist ac-
tivity, which urgently warrants further studies before any
therapeutic use (157). The cyclic hexapeptide PMX53 and
its more lipophilic derivative PMX205 competitively in-
hibit the interaction between C5a and its receptor (158).
The substances were tested successfully in animal mod-
els of e.g., ischemia-reperfusion injury, rheumatoid arthri-
tis, and neurodegeneration, where they reduced morbidity
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and mortality, as well as neutrophil infiltration, apoptosis,
and synthesis of inflammatory cytokines (159).

Stimulation of Complement Activation

Immunotherapy using mAbs holds great promise to im-
prove therapy of malignancies, because of its ability to
specifically target malignant cells while ignoring surround-
ing normal tissue. However, only seven mAbs are currently
approved for clinical use. To improve antibody tools, it is
therefore a priority to optimize their triggering of the com-
plement attack against tumor cells. Complement initiates
two mechanisms that are effective against mAb-coated tu-
mor cells: direct killing by MAC (complement-depending
cytotoxicity; CDC) and CR3-dependent enhancement of
antibody-dependent cytotoxicity (ADCC), in which CR3
binds to iC3b, thus enhancing Fcγ R-mediated effector-
cell binding. A third mechanism, the priming of CR3 by
β-glucans, which, in concert with target-associated iC3b,
elicit phagocytosis, is usually activated only by micro-
organisms but not by tumors (160). However, strategies
to support this third way, the CR3-dependent cellular cy-
totoxicity (CR3-DCC), are under investigation.

Many anticancer antibodies (e.g., rituximab against
CD20 on B-lymphoma cells) depend strictly on comple-
ment activation in their therapeutic activity (161). Sub-
class IgG1 is especially effective at directing CDC via the
classical pathway; novel human mAbs against tumor anti-
gens may be genetically converted to IgG1 to optimize CDC
and ADCC activities (162). To fine-tune the immunologic
activity of a given IgG1, novel strategies may include the
engineering of its hinge region in order to increase C1q
binding (163).

Another putative approach to amplify complement-
dependent killing of tumor cells by mAbs is the addition of
β-glucans, which bind to CR3 and prime it for binding to
iC3b. Thus, β-glucans promote killing of the cancer cells
by phagocytes in concert with iC3b opsonization of tumor
cells, engendered by administration of antitumor antibod-
ies (164). Other ways to increase complement activation
include amplification of the amount of mAb deposited on
tumor cells by use of a second mAb directed against the
iC3b bound on the tumor cell after binding of the therapeu-
tic antibody. Injection of an anti-iC3b mAb following ritux-
imab treatment in a monkey lymphoma model resulted
in enhanced complement activation, iC3b deposition, and
killing of CD20+ lymphoma cells (165).

Because complement-regulatory proteins are often up-
regulated on malignant cells and thus provide relative re-
sistance against complement attack, it is desirable to un-
dermine this evasion mechanism. Besides CD46 and CD59,
CD55 has been detected in a variety of different malignan-
cies and is regarded as a requisite for cancer development
and progression (reviewed in: 166). To restore tumor sen-

sitivity to complement, several studies applying anti-CD55
mAbs or vaccinating against CD55 have been started re-
cently, and first promising results reveal a significant re-
gression of tumor mass. These strategies to block CD55
on the tumor cells are associated with comparatively low
toxicity in humans (166).

Anti-CD55 vaccination can be achieved with mono-
clonal antibodies mimicking CD55. The following immune
response directed against CD55 makes the tumor more
susceptible against complement attack. The best-known
example is the anti-idiotypic antibody 105AD7, which
mimics the first two SCR domains of CD55. 105AD7 stim-
ulated strong CD4 and CD8 responses in initial clinical tri-
als in patients with osteosarcoma or colorectal cancer and
was surprisingly well tolerated (167,168). The resistance
of lymphoma to complement-dependent cytotoxicity may
also be overcome by RNA interference. Small interfering
RNA (siRNA) designed for CD55 potently decreased CD55
expression and resistance to CDC in breast cancer cells and
lymphoma cells (169).

Exploitation of Complement Molecules
for Therapy and Vaccination

New strategies to treat cancer include virotherapy with
replication-competent viral vectors obtaining oncolytic
properties. The selective upregulation of complement reg-
ulators on the tumor cell surface makes complement
inhibitor–binding viruses attractive tools and permits
targeting virus-mediated destruction of malignant cells
within nonmalignant tissue. CD55 is the attachment site of
a common cold virus, Coxsackievirus A21 (CAV21). CAV21
rapidly destroys human melanoma cells in a mouse model,
highlighting its putative application as an effective on-
colytic agent (170).

The attenuated measles virus (MV) vaccine strain Ed-
monston B (MV-Edm) elicits extensive cell-to-cell fusion
and ultimately cell death. Tumor cells—e.g., from breast
cancer—that normally express high levels of the MV-Edm
receptor CD46 are preferentially targeted by the virus
(171). The first clinical trials in patients with cutaneous
T-cell lymphomas revealed that MV-Edm therapy was well
tolerated, with local viral activity in the tumor and in-
creased immune parameters (172). The tumor selectivity
of MV-Edm may be enhanced by making the virus depen-
dent from matrix metalloproteinases; by introduction of a
specific sequence into the viral fusion protein F, the prote-
olytic activation of F can be performed exclusively by these
proteolytic enzymes that are secreted in high amounts by
cancer cells (173).

CD46 is also the receptor for most B-group aden-
oviruses (Ad). Recombinant Ad-based vectors with B-
group fibers target tumors that express CD46 at high lev-
els and revealed oncolytic effects in animal models (174).
CD46-binding adenoviruses can also deliver therapeutic
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genes to cancer cells, because the CD46 expression on tu-
mor cells was elevated (175). CD46-binding adenoviruses
could also be valuable tools for vaccination. B-group ade-
noviruses encoding test antigens efficiently target CD46+

dendritic cells and antigen-presenting cells in a monkey
model, thus enabling an efficient immune response (176).

Complement provides another interesting tool to sup-
port vaccination strategies (177). The C3-fragment C3d,
when covalently bound to antigen, serves as a molecu-
lar adjuvant in immunization by targeting this antigen to
CD21 on B cells and follicular dendritic cells. Complement
tagging of antigens may thus help to raise an effective im-
mune response against poorly immunogenic but protec-
tive antigens (178). It influences the magnitude of humoral
immune response, as it may determine the valence of the
constructs; polyvalent CR2-ligands have an immunostim-
ulatory effect, whereas monovalent CR2 ligands are im-
munosuppressive. Recombinantly or chemically attached
C3d as a “natural adjuvant” has been shown to elicit en-
hanced immune response against prominent pathogens
such as measles virus, influenza virus, pneumococci, or
HIV.

CONCLUSION

Complement comprises plasma proteins (i.e., substrates
and regulators of the activation cascades) and cell mem-
brane proteins (i.e., receptors and cell-protecting regula-
tors). Complement activation, triggered by bound antibody
or microbial patterns directly, proceeds in three inter-
twined pathways (classical, lectin, and alternative) and
either leads directly to destruction of foreign structures
through insertion of a lytic pore or contributes to their
elimination, e.g., through promotion of phagocytosis and
antibody formation.

Recent findings have advanced our understanding of
complement, especially of the ways it can be dealt with in
clinical therapy. The genotype of MBL, standing for the ac-
tivity of the lectin pathway, was shown to correlate widely
with disposition to infection. The three-dimensional struc-
tures of core components (e.g., C3) have been solved.
Finally, several specific complement inhibitors (chimeric
constructs derived from natural regulators, monoclonal
antibodies, or small molecules found by combinatorial
approaches) are in the stage of advanced clinical trials.
Ischemic and inflammatory diseases, including ischemia-
reperfusion injury in surgery and transplantation, are par-
ticularly interesting for therapeutic complement inhibi-
tion.
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Conclusion

The cell-mediated immune system serves to defend or-
ganisms against intracellular pathogens through the ac-
tion of cytolytic effector cells. These effectors can destroy
targets infected by a virus or harboring microbes and
are also believed to be involved in the eradication of tu-
mors, the rejection of transplants, and the pathogenesis
of a number of autoimmune diseases. In vertebrates, de-
fense occurs through two distinct mechanisms: the in-
nate and the adaptive responses. During innate immunity
pathogens are destroyed when macrophages and mono-
cytes perform phagocytosis and when granulocytic cells,
such as eosinophils, release cytotoxic substances. Natu-
ral killer (NK) cells are also considered part of innate im-
munity. These responses are extremely important for the
successful removal of many pathogens and are also in-
volved in the body’s ability to inhibit tumorigenesis. How-

ever, the innate immune response is unable to adapt to
changing pathogens that may be encountered during the
host’s lifetime. This is achieved via the adaptive immune
response, which is specifically activated by, and targeted
against, the antigens expressed by the invading organism.
Although this type of response requires a few days to de-
velop, it is able to eliminate the pathogen with minimum
damage to noninfected tissues. An adaptive response is
also able to retain memory of antigen exposure and thus is
able to mount a quicker and more powerful response when
again presented with the same antigens. The adaptive im-
mune response therefore possesses two main advantages
of specificity and memory that contributes to the success
of pathogen removal.

The adaptive effectors are T lymphocytes (both CD8+

and CD4+ cells). It was originally believed that CD4 cells
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were exclusively regulators and CD8 the major effectors of
cell mediated immune responses. This is still a convenient
way of thinking, but it is now clear that there is some over-
lap in functions. For the sake of simplicity most of the dis-
cussion in this chapter will deal primarily with CD8 cells,
but it should be realized that CD4 killers can use similar
molecules to destroy targets. In addition, T and NK cells
are very similar in their mechanisms of killing, although
the ways in which they recognize targets are different. NK
cells are discussed in detail in Chapter 16.

BASIC BIOLOGY/HISTORY OF
CTL-MEDIATED KILLING

The first experimental models of killing were developed in
the 1960s with in vivo sensitized effectors acting ex vivo
to destroy targets (1). Early progress was rather slow be-
cause there was no easy way to measure lysis other than by
direct observation. However, a major breakthrough came
with the development of an assay to monitor and quantify
lytic activity based on the release of radioactive chromium
(Cr51) from targets undergoing lysis (2). Healthy cells will
take up the isotope in the form of chromate, and the re-
duced chromium becomes stably complexed with intra-
cellular proteins. When the cell lyses the chromium is re-
leased and can be quantified as a measure of lytic activity.
Using this assay, a series of insightful experiments were
performed during the next decade that provided the fun-
damental description of the biology of cytotoxic T lympho-
cyte (CTL)–mediated killing (3,4). Indeed, this measure-
ment of lysis by chromium release was used by Zinkernagel
and Doherty to establish the basis of MHC restriction (5).

Target cell lysis was observed to be quite rapid and was
not blocked by inhibitors of protein synthesis (6), suggest-
ing that preformed mediators of cell death were carried
by activated CTL. The lytic reaction required cell–cell con-
tact, was unidirectional, and the effector came away unin-
jured to kill multiple targets (7). In addition, neighboring
cells that were not recognized by the effectors were spared
which led to the concept of a directed, local mechanism of
cytolysis (2).

During these early days, the discovery of interleukin
(IL)-2 and its use to generate functional clones of CTL was
particularly significant (8). This allowed investigators to
generate large numbers of functional cells and thus pur-
sue the biochemical and genetic analyses of CTL-killing
mechanisms. The model of killing that was developed di-
vided the process into three stages: CTL-target binding;
programming the target for lysis; and finally, target cell
death. The initial contact between the cells was indepen-
dent of antigen and mediated by the interactions of LFA-1
(lymphocyte function-associated antigen 1) and CD2 on
the T cell with ICAM-1 and LFA-3 on the target. This early
adhesion step required a few minutes and was dependent

on magnesium. The importance of these initial interac-
tions was underscored by transfection experiments show-
ing that antigen-specific lysis does not occur unless the
nonspecific binding occurs (9). Indeed, recent data provide
evidence that LFA-1 delivers a signal that is essential for
the degranulation process discussed later (10). Specific in-
teractions then occur between TCR and antigen/MHC, and
without this critical step the cells move apart. Finally, CD8
strengthens the interaction by binding directly to MHC.

The end result of these signal transduction events is a
dramatic reorganization of the CTL and the polarized exo-
cytosis of cytoplasmic granules discussed in detail later. Af-
ter delivery of the kiss of death, it takes a couple of hours to
see significant lysis as measured by the chromium release
assay. However, recent studies that monitor events, such
as mitochondria depolarization and DNA fragmentation,
demonstrate that the target is on the road to death much
sooner. Interestingly, the killer cell is no longer needed and
can detach to go in search of its next target.

CTL DIFFERENTIATION AND FORMATION
OF GRANULES

CD8+ T cells are stimulated through recognition of antigen
bound to major histocompatibility complex (MHC) class I
protein through the T cell receptor (TCR) and CD8 core-
ceptor. The initial activation involves three cellular play-
ers. First, antigen is presented by professional APCs, such
as macrophages, which secrete IL-1. This acts on helper
T cells to stimulate proliferation and production of IL-2,
which stimulate the differentiation of precursor CTL into
active killers.

Several intracellular events are triggered by this inti-
mate contact between CTL and antigen presenting cells
(APC). The signal transduction pathway involves the TCR-
associated CD3 complex and kinases, such as lymphocyte
cell kinase (p56lck) and protein kinase C. At the same time,
inositol triphosphate, produced by the action of phospho-
lipase C on phosphatidyl bisphosphate, induces the release
of calcium from intracellular stores. This is accompanied
by an influx of extracellular calcium, and a net result is an
increase in intracellular calcium. This lymphocyte activa-
tion can be duplicated in vitro with factors such as CD3
antibodies (αCD3) and concanavalin A (con A) in the pres-
ence of the cytokine IL-2.

Early events in effector differentiation have been stud-
ied extensively in CD4+ T cells and to a lesser extent in
CD8+ T cells. Downstream signaling pathways are initi-
ated almost immediately after TCR stimulation and within
hours induce the transcription of hallmarks of early T cell
activation such as the IL-2 gene. Effector CTL differen-
tiation occurs 3 to 5 days after activation and a number
of CTL effector-specific genes, including the granzymes,
granulysin, perforin, and RANTES are up-regulated at this



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-34 Paul-3627G GRBT293-Paul-v1.cls April 12, 2008 18:0

Cytotoxic T Lymphocytes 1081

CTL

APC 
or 

Target

1st encounter

2nd encounter

clonal expansion, 
differentiation

granule release

CD8

CD3

TCR

MHC I

antigenic 
peptide

legend

FIGURE 34.1 CTL binds to an antigen expressing cell. The CTL
binds to an APC during the initial activation events. This results in
clonal expression, differentiation, and expression of cytotoxicity-
related proteins. When the activated CTL then binds to a target,
the granules polarize and are released towards the target.

time. For example, granzyme B gene transcription, an im-
portant granule constituent of the CTL, begins after 48
hours of in vitro activation of primary murine CD8+ T cells,
and peaks after 5 days have passed (11). Little is known
about the processes inducing transcription of these late
genes, many of which are important for the establishment
of CTL cytotoxicity and are essential components of the
granules that develop in the CTL.

When CD8+ T cells differentiate into effector CTLs, a
number of proteins are expressed that allow the CTL to per-
form their effector functions. Naı̈ve CD8+ T lymphocytes
are unable to kill and do not contain cytotoxic granules.
During the period of effector differentiation, many effec-
tor proteins unique to CTLs are transcribed and translated.
These nascent proteins are then packaged within the new
cytoplasmic granules. However, MHC class I molecules are
not restricted to so-called professional APCs, but are ex-
pressed by every cell in the body. Therefore, CD8+ T cells
can recognize when a cell of the body displays an altered
self-protein via the MHC class I receptor. Thus, although
the signal transduction events are similar, there is a funda-
mental difference between a naı̈ve T cell being stimulated
and an armed killer that encounters an antigen-positive
target (Figure 34.1). In the latter case, the interaction now
results in the polarization of granules and delivery of the
kiss of death.

CYTOTOXIC GRANULES AND EXOCYTOSIS

Cytotoxic granules are also known as secretory lysosomes.
They have a dense core of proteins required for granule-
mediated target cell death, surrounded by a multilamel-

lar region similar to lysosomes. They first appear as mul-
tivesicular structures that slowly acquire dense cores as
newly translated secretory proteins accumulate within the
organelles (12). The targeting of some of the granule-
proteins (e.g., granzymes, discussed later) is directed to the
organelle via a mannose-6-phosphate signal, while others
(e.g., perforin) must use a different mechanism (13). The
organelles are acidic, with a pH around 5, and act in the
CTL both as a lysosomal organelle, and as a secretory gran-
ule (14).

The secretory lysosome differs from normal lysosomes
in that it can fuse with the plasma membrane in a regulated
fashion in response to activation of the TCR by a virus-
infected or tumor cell. TCR engagement initiates tyrosine
kinase signaling cascades and calcium influx that causes
a dramatic reorganization of the CTL. Shortly after con-
tact, the microtubule organizing center (MTOC) and Golgi
apparatus reorient toward the point of contact with the tar-
get, and the nucleus moves away (15). This suggested that a
polarized secretory mechanism was involved in the killing
process. At around the same time, it was demonstrated
that cytoplasmic granules isolated from NK and CTL were
cytolytic (16,17). The observations that the granules po-
larize and contained lytic effectors led to the formulation
of the granule exocytosis model of CTL function (18). A
simplified view of the process is depicted in Figure 34.2.

Henkart suggested that CTL produce potent lytic
molecules and store them in cytoplasmic granules. Upon
target cell recognition, the granules move toward the point
of contact and the contents are exocytosed to deliver the
lethal hit. Immunofluorescent staining revealed that the
actin and tubulin in the CTL were also polarized toward
the target. These provide the tracks for the movement
of granules toward the target. This view was substanti-
ated by direct visualization of cell conjugates using high-
resolution Nomarski optics cinematography (19). The

N
N N

recognition polarization granule release

killer

cell

target cell

FIGURE 34.2 The steps during CTL-mediated killing. The tar-
get is recognized by the CTL via nonspecific adhesion, then spe-
cific interaction with the TCR. This latter tight binding results in
the polarization of the microtubule organizing center; the Golgi
and the granules move toward the target. The nucleus appears to
move to the side, and the granules fuse with the CTL membrane
in the region of contact with the target. This results in the release
of the granule contents including perforin and granzymes.
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FIGURE 34.3 Killing in action. This cytotoxic cell appears to
contact two targets (red); however, the granules (green) are po-
larized to the left-hand target. The cell exhibits the characteristic
blebbing of apoptosis. The other target seems unaffected. Fig-
ure provided by Dr. I.S. Goping, University of Alberta. (See color
insert.)

nucleus was seen to be displaced and the granules mi-
grated toward the contact site. Importantly, microtubule-
disrupting drugs inhibited target cell lysis (20), suggesting
that the polarization of granules toward the target was crit-
ically important. Figure 34.3 shows, quite dramatically, a
cytolytic cell in action. The granules are polarized toward
one cell and the nucleus is shifted aside. Clearly, the target
involved in degranulation is dying (the blebbing is charac-
teristic of apoptosis, and this will be discussed later), while
the other target appears unaffected.

The movement of the granules has been shown in an in
vitro assay to be dependent on kinesin (21), but the com-
ponents of the molecular machinery that control granule
exocytosis are only now coming to light. Interestingly, a
number of candidates were identified through the analysis
of coat color mutant strains of mice when it was realized
that melanocytes and CTL share the same unusual secre-
tory lysosome (22). The mouse studies have been comple-
mented by the analysis of albinism and immune deficien-
cies in patients (23), which has led to the identification of
regulators of exocytosis, such as AP3, Rab27a, and Munc
13-4. Although the movement of the granules requires mi-
crotubules it appears that the final step of delivery to the
plasma membrane is dependent on polarization of the cen-
trosome (24).

After CTL-target conjugation there is also a redistri-
bution of adhesion and signalling molecules to the re-
gion of contact (25). The central area, called the central
supramolecular activation complex (c-SMAC), contains the
TCR and CD8 molecules and is surrounded by a ring of

adhesion proteins that constitutes the peripheral-SMAC,
or p-SMAC. The contents of the lytic granules are released
in a secretory domain between the p-SMAC and c-SMAC
(26). The tight synapse formed between target and effector
cells ensures that the lytic proteins released from the CTL
will be quickly taken up to the target cell, and therefore
avoid damage to other neighboring cells. This mechanism
of targeted exocytosis of granules allows the CTL killing
machinery to be directed very specifically to the target cell
and to release the contents of the cytotoxic granules in a
very concentrated manner.

GRANULE CONTENTS

The most abundant proteins found in granules are perforin
and granzymes. However, proteoglycans, some Fas ligand
protein, and a few cytokines are also present. Other pro-
teins that are contained in granules, but not exclusively
found in CTLs, are calreticulin, and lysosomal proteins.

Perforin

Perforin was first identified as a lytic molecule found in
cytotoxic granules (27,28). The protein, also known as cy-
tolysin in the early days, is a 65 kDa polypeptide that can
bind to lipids. The gene was cloned (29,30) and the amino
acid sequence predicted a region of strong homology to
the pore-forming C9 protein of complement (31). Perforin
was consequently shown to polymerise and form pores in
the membranes of red blood cells (32). It is sorted into lytic
granules by a mannose phosphate–independent, unknown
mechanism. Once inside the granules perforin is proteolyt-
ically activated into a mature form (33). It is inactive in
the acidic environment of the cytotoxic granule, but forms
pores when released into the neutral environment of the in-
termembrane space in the presence of Ca2+. This led to the
proposition that CTLs caused death by releasing perforin
to disrupt the plasma membrane of the target cell through
pore formation. However, CTL-induced apoptosis does not
only result in cell lysis and membrane damage, but in-
cludes DNA fragmentation, suggesting additional factors
besides perforin were involved in CTL-mediated cell death
(34). These factors were later identified as a family of serine
proteases, now called granzymes, which will be discussed
in the next section.

The generation of perforin knockout mice showed the
critical role of perforin for granule-mediated cytotoxicity
of the CTL (35), and to allow the delivery of granzymes
into the cytoplasm of target cells. This delivery was origi-
nally visualized with granzymes simply entering into target
cells through perforin pores formed in the plasma mem-
brane. However, addition of sublytic concentrations of per-
forin that do not form pores in the plasma membrane is
still sufficient to enable granzyme entry into target cells.
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Surprisingly, granzymes have also been shown to enter into
target cells independently of perforin, but the proteases re-
main harmlessly confined to endocytic vesicles until per-
forin, or another permeabilizing agent, releases them (36).
Granzyme B entry into target cells will be discussed in
more detail later.

The structure function analysis of perforin has not been
well studied because of the inability to express the recom-
binant protein. Recently, a baculovirus system has been
developed and used to confirm that the carboxyl C2 mo-
tif is responsible for membrane binding and to define the
residues important for lysis (37). In addition, the func-
tional analysis of a number of the mutant forms of perforin
present in patients have been carried out (38).

Granzymes

The granzymes are a family of serine proteinases that colo-
calize with perforin in the granules. Only granzymes A
(grA) and B (grB) are found in any abundance in CTL,
and they will be a major focus of discussion in this chap-
ter. Both are synthesized as preproenzymes with the hy-
drophobic leader sequence removed upon entry into the
endoplasmic reticulum. The proenzyme is activated by the
removal of the aminoterminal dipeptide by the enzyme
cathepsin C as the granzymes are packaged into granules
(39). All family members are highly basic, which likely con-
tributes to their interaction with proteoglycans.

The genes for granzymes A and B were first cloned
(40,41), and then the proteins isolated (42). Granzyme B
was predicted to have unusual substrate specificity for
cleavage at aspartate (43), and this was confirmed bio-
chemically (44). No other eukaryotic serine protease
cleaves at an aspartic acid, and this specificity allows
granzyme B to act like an initiator caspase to activate apop-
tosis, as will be discussed later. Granzyme A resembles
trypsin as it cleaves after argine and lysine residues and can
conveniently be detected using benzoyl lysine thioester as
a substrate (45). Both granzymes are targeted to granules
by the mannose-6-phosphate receptor (46).

Proteoglycan

Serglycin is the proteoglycan that is found in CTL gran-
ules. It is believed to be involved in the packing of lytic
compounds within the organelles. The protein consists of
serine-glycine repeats to which sulphated glycosaminogly-
can chains are linked. Overall, the molecule is very neg-
atively charged, which likely contributes to its ability to
bind to the basic granule components. In isolated gran-
ules, there are stable interactions between the serglycin
and granzyme A (47), granzyme B (48), and perforin (49).
The interaction appears to be ionic since high salt disrupts
the complexes. Knocking out the serglycin gene leads to
impaired ability to produce dense granules and a reduc-

tion in granule protease activity (50). The complexes of ser-
glycin with granzymes and perforin are maintained after
exocytosis. Interestingly, these complexes can still mediate
killing (48,51).

Other Cytotoxic Granule Proteins

Fas ligand was first thought to be present exclusively on the
surface of CTLs, but it has also been shown to be stored in
cytotoxic granules (52). The protein activates cell death at
the plasma membrane, and the stored FasL translocates
in a polarized manner to the plasma membrane, where
the synapse with the target cell has formed. This allows
FasL-induced apoptosis to occur in a directed manner to
the target cell and avoids nonspecific bystander killing. The
nascent protein is delivered to the granules from the trans-
Golgi network following a distinct sorting mechanism (52).

Chemokines, such as RANTES and macrophage in-
flammatory protein (MIP-1α), have also been found in
cytotoxic granules and are important in lysis of virion-
producing cells in HIV-1 infection (53). Another protein
present is granulysin (54), a member of the saposin-like
protein family (55). This novel cationic protein is active
against a broad range of gram-positive and -negative bac-
teria, fungi, and parasites (56). It has been also suggested
that granulysin may play a role in CTL action on tumors
and act as a chemoattractant and pro-inflammatory me-
diator (57). Rather surprisingly, no mouse homologue has
been described.

Calreticulin (CRT) is a calcium storage protein and
chaperone normally found in the endoplasmic reticulum,
but has also been found in the cytotoxic granules of CTLs
(58). CRT expression is up-regulated upon CTL activation
and is found to interact with perforin to inhibit its lytic
activity (59). The exact role for CRT in lytic granules is
not fully understood, as CTLs derived from knockout mice
possess functional lytic machinery. The effectors from the
deficient mice did, however, show a compromised level of
killing that correlated with reduced conjugate formation
and defects in calcium signalling (60,61).

Lysosomal hydrolases, such as cathepsin B, C, D, and
cathepsin A-like protective protein, acid phosphatase, aryl-
sulphatase, and α-glucosidase, are found in the periphery
of the cytolytic granules. Also present is cathepsin C, which
is responsible for the proteolytic maturation of the en-
zymes granzyme A and B (39). Lysosomal membrane pro-
teins, such as Lamp-1, Lamp-2, and CD63, are also present
on the membrane surface of cytotoxic granules.

GRANULE-INDEPENDENT MECHANISMS
OF TARGET CELL LYSIS

Although the granule-mediated mechanism became the
accepted paradigm for target cell death, it soon became
clear that this was not the complete story. CTL lines were
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described that would kill targets in the absence of calcium,
did not express perforin or granzymes, and were lytic with-
out exocytosis (62,63). This alternate form of death was
found to be mediated by Fas ligand on the surface of the
CTL, which binds Fas expressed by the target (64). These
mechanisms are not mutually exclusive and often may act
in concert. Most short-term assays are dominated by gran-
ule exocytosis, and Fas is only revealed if this is blocked
pharmacologically by, for example, concanamycin A (65)
or in perforin knock out CTL (66). For long-term assays,
the Fas pathway becomes more important, and death in-
duced by TNF is also apparent (67).

APOPTOSIS AND NECROSIS

The observation that CTL-mediated death was accompa-
nied by fragmentation of the target cell DNA led to the
hypothesis that apoptosis was being activated. This, in-
deed, proved to be the case, but it is now clear that the
targets can also die by necrosis, particularly if apoptosis is
inhibited. Clearly, the in vitro death induced by perforin re-
sembles necrotic death. Necrosis was originally thought to
be a passive process resulting from extreme environmental
pressure, such as heat or a noxious chemical. The process
begins in the cell with organelle swelling and is accompa-
nied by early disruption of the cell membrane resulting in
the release of cellular contents that leads to inflammation
of surrounding tissues. Apoptosis, in contrast, is a quiet
form of cell death where cellular contents remain neatly
packaged in membrane-enclosed apoptotic bodies that are
rapidly engulfed by phagocytic cells.

Cells undergoing apoptosis can be recognized by a va-
riety of distinct morphological and biochemical changes.
There is characteristic blebbing of the plasma membrane,
and condensation and fragmentation of the chromatin.
The cell breaks up into small apoptotic bodies that are
phagocytosed efficiently by macrophages (68). The apop-
totic cells are phagocytosed so efficiently because of the
appearance of novel molecules on the surface that can be
recognized by phagocytes. One such example is the move-
ment of phosphatidyl serine (PS) from the inner to the
outer membrane. PS exposure is an “eat me” signal for
phagocytic cells like macrophages and dendritic cells (69),
allowing apoptotic cells to be removed with minimal in-
flammation (70). It is rather surprising to realize that the
membrane rupture that is revealed by the chromium re-
lease assay likely never occurs in vivo when a target under
attack by a CTL dies by apoptosis. Long before membrane
rupture, the doomed cell is removed by the extremely effi-
cient phagocytic process.

The most striking biochemical change during CTL-
mediated apoptosis is the characteristic internucleosomal
degradation of chromosomal DNA. This creates a “lad-
der” of oligonucleosomal fragments when apoptotic DNA

is visualised by agarose gel electrophoresis (71). Degra-
dation occurs when caspase-activated DNAse, or CAD, is
activated in the apoptotic process. The active caspase actu-
ally cleaves the inhibitor of CAD (ICAD). The freed nucle-
ase then translocates to the nucleus and induces double-
strand breaks between the nucleosomes (hence the ladder).
These caspases are at the very heart of apoptosis and, as
we will see, are very much involved in granzyme B and
Fas-mediated death.

Caspases

Caspases (cysteinyl aspartate-specific proteinases) are pro-
teases that have a cysteine residue in the active site and
cleave substrates on the carboxyl side of aspartate residues
(72). These proteins are present in every cell as inactive
pro-enzymes that contain an inhibitory domain at their
amino-terminal and a small and large subunit. The enzyme
is activated when the pro-domain is cleaved from the rest
of the protein. Upstream or initiator caspases are activated
at the beginning of apoptotic cascades, generally after re-
cruitment to a receptor as during Fas-mediated cell death.
Downstream or effector caspases are directly or indirectly
activated by upstream caspases and can also be cleaved
by the CTL protein granzyme B. Effector caspases, such
as caspase-3, act as the executioners and cleave substrates
throughout the cell.

One of the key substrates is ICAD, or inhibitor of
caspase-activated DNAse. This inhibitory protein is nor-
mally bound to CAD (caspase-activated DNAse) in the cy-
toplasm of a healthy cell. When cleaved by an effector
caspase, ICAD no longer inhibits the CAD enzyme, which
translocates to the nucleus and is responsible for the inter-
nucleosomal degradation of the chromosomal DNA (73).
Caspases also cleave a number of structural proteins, such
as lamins, actin, and fodrin, leading to cell shrinkage and
cytoskeletal rearrangements. The loss of mitochondrial po-
tential and leakage of mitochondrial proteins can also be
caused by caspase activity during apoptosis. All of these
features are seen in CTL-mediated death. As seen in Fig-
ure 34.3, the dying target cell shows the classic apoptotic
blebbing.

FAS-MEDIATED CELL DEATH

Death receptors of the tumor-necrosis factor receptor
(TNFR) family, including the FasL protein, are expressed
on the surface of effector CTLs. The FasL protein has been
found to induce Ca2+-independent apoptosis in target cells
expressing the Fas receptor, also known as CD95 (64). This
receptor-ligand binding causes clustering of the receptor
molecules and recruitment of signaling molecules to form
a multiprotein complex called the DISC, or death-inducing
signalling complex (74). The DISC consists of a docking
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protein FADD (Fas-associated death domain) and pro-
caspase-8. The clustering of the Fas protein causes FADD
proteins to bind to the intracellular tail of the Fas recep-
tors via the presence of homologous death domain protein
motifs in both FADD and Fas (75). This protein scaffold
then recruits pro-caspase-8 molecules by binding of ho-
mologous death effector domains (DEDs) present in both
FADD and the pro-domain of caspase-8. The close associa-
tion of a number of pro-caspase-8 proteins allows the slight
activity of the pro-enzyme to trans-activate other caspase-8
molecules in close proximity (76).

The consequences of caspase-8 activation are shown in
Figure 34.4. Activated caspase-8 initiates apoptosis in one
of two ways, depending on the cell type (77). In type I cells,
the effector caspase-3 is activated directly by caspase-8,
while in type II cells, caspase-8 cleaves Bid, a pro-apoptotic
member of the Bcl family of proteins, to create a truncated

ICAD

CAD

C8
Bid

tBid

pro-C3

C3
C9
C8

CAD

CAD

cleaved ICAD
C3

proC8

C8

Fas

Fas-L

cytc/Apaf

FIGURE 34.4 The pathway activated by Fas. Ligation of Fas
on the target by Fas-ligand on the CTL results in activation of
caspase-8 (C8). This protease can cleave and activate caspase-3
(C3). It also cleaves Bid, which then translocates to the mito-
chondria. Cytochrome c (cytc) is released and activates caspase-9
(C9) in the apoptosome. The caspase-9 then amplifies the
amount of active caspase-3, which acts on ICAD. The released
CAD translocates to the nucleus and generates double-stranded
breaks.

form, or tBid (78). This protein will move to the mitochon-
dria to initiate the mitochondrial pathway of apoptosis. As
a result of cytochrome c release from the mitochondria,
caspase-9 is activated in the apoptosome (79). The acti-
vated caspase-9 then acts with caspase-8 to amplify cleav-
age of the executioner caspase-3. This is really the point of
no return, as the activated caspase-3 then cleaves a variety
of substrates, including ICAD, leading to DNA fragmenta-
tion.

GRANULE-MEDIATED CELL DEATH

Granule exocytosis has become well established as the
major mechanism of CTL-induced cell death. This path-
way begins with the targeted secretion of granules that
releases the granule contents into a target cell to in-
duce both caspase-dependent and caspase-independent
cell death. The purification and characterization of per-
forin was critical for our current understanding of CTL-
induced death. However, it was soon realized that other
components were needed to duplicate all of the features of
killing by intact CTL. In particular, perforin could not in-
duce the DNA fragmentation observed in a cell–cell killing
assay. Three lines of experimentation came together to
conclude that granzyme B was critical for the DNA frag-
mentation activity. First, a classic biochemical approach
to purify the “fragmentin” activity identified the factor
as granzyme B (80,81). The second was a more molecu-
lar/cell biology investigation in which noncytotoxic RBL
mast cell tumors had to be transfected with both per-
forin and granzyme B cDNAs in order to mediate both
membrane damage and DNA fragmentation. Importantly,
transfection with just perforin endowed the cell with only
membranolytic activity (82,83). The final approach took
advantage of knockout technology to develop mice with
no functional granzyme B. CTL from the deficient animals
could still cause chromium release in targets, but were
severely compromised in early DNA fragmentation (84).
Although knocking out granzyme A alone had little effect,
the combination of removing both A and B reduced DNA
fragmentation still further. Cytolytic effectors from these
double knockout mice could still mediate membrane dam-
age (85), but their effectiveness in vivo was severely com-
promised (86). Collectively, these results suggest that per-
forin facilitates entry of granzymes into targets that then
actually provide the lethal hit. This results in the activation
of the pre-programmed suicide signal within the target and
death by apoptosis.

Granzyme Entry into Target Cells

In the presence of high concentrations of perforin, tar-
get cells are rapidly lysed. Early EM studies also provided
evidence for a putative perforin channel in the membrane
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of cells under attack by cytolytic effectors (87). These and
other studies led to the hypothesis that perforin poly-
merized in the target cell membrane to create a channel
through which granzymes could pass. However, evidence
for a channel large enough to accommodate a 30 kDa pro-
tein is lacking (88).

Granzyme B was also found to bind to the cell surface in
a saturable manner and to be internalized independently of
perforin (36). These results suggested the existence of a cell
surface receptor for granzyme B, and a candidate was iden-
tified as the cation-independent mannose-6-phosphate re-
ceptor (CI-MPR) (89). It was postulated that granzyme
B binding occurs through its posttranslational modifica-
tions, namely mannose-6-phosphorylation, and the pro-
tease entered the target cell through receptor-mediated en-
docytosis. Although this study showed granzyme B entry
into target cells as dependent on MPR expression, other
work has suggested that the CI-MPR pathway can be cir-
cumvented in cells lacking MPR expression (90,91). Re-
cent evidence suggests that granzyme B is complexed with
proteoglycans, specifically serglycin (SG), and this large
macromolecule (greater than 250 kDa) is the native form
of granzyme B in vivo (92,93). This could suggest that
granzyme B would not be able to bind directly to a recep-
tor, but also adds a caveat to uptake studies using purified
granzyme B. It is entirely possible that there are multiple
routes of entry of granzymes into cells depending on the
nature of the target. A specific receptor could mediate one
mechanism of uptake, but it is also likely that less specific
ionic interactions facilitate binding followed by entry via
repair-mediated endocytosis induced after perforin dam-
age (94).

Recent results suggest that cell surface heparin sulphate
may be important for this nonspecific binding of granzyme
B (95,96). The interaction with heparin sulphate could me-
diate receptor independent uptake, but may also facilitate
granzyme B internalization via receptor-mediated endocy-
tosis (51). Indeed, heparin sulfate is an important cofactor
in other receptor binding mechanisms (97,98). Whatever
the mechanism of internalization, it is believed that once
inside the cell, the proteolytic activity of granzymes serves
to activate cell death through the cleavage and activation
of specific substrates.

Granzyme A Substrates

Granzyme A is the most abundant of the granzymes in
the granules of CTLs (45). This protease induces caspase-
independent apoptosis by inducing DNA damage by single-
stranded nicks (99) and disrupting the mitochondrial
membrane potential without the release of cytochrome c
(100). Granzyme A cleaves proteins after arginine or lysine
and targets proteins found in the SET complex (101–103).
This SET complex contains proteins involved with repair-
ing DNA, modulating chromatin, and regulating transcrip-

grA

+pfn

PM

grA

NM23-H1

SET cleaved SET

NM23-H1 NM23-H1

X

FIGURE 34.5 The granzyme A pathway. Perforin (pfn) facili-
tates the entry of granzyme A (grA) into the cytoplasm of the
target. The protease cleaves a number of targets, including SET
protein, which is an inhibitor of the nuclease NM23-H1. The re-
leased nuclease translocates to the nucleus and generates single-
stranded DNA breaks.

tion and is also thought to help repair DNA in response to
oxidative damage (103). As depicted in Figure 34.5, the
cleavage of the SET protein by granzyme A releases the
NM23-H1, a nuclease responsible for the single-stranded
nicking of the DNA in association with TREX1 (104). The
granzyme A–dependent cleavage of Ape1, a SET protein
involved in DNA repair, also contributes to DNA damage.
Ku70, another key double-stranded repair protein is also
a substrate (105), and its inactivation has been shown to
facilitate granzyme A–mediated death. Granzyme A also
induces nuclear destruction by cleaving nuclear struc-
tural proteins lamins (106) and histones, resulting in
chromatin unfolding (107). The mechanism of granzyme
A–dependent mitochondrial disruption has not yet been
elucidated.

Granzyme B Substrates

The discovery of a key substrate for granzyme B came
from two rather unrelated observations. First, it had been
shown that granzyme B has an unusual ability to cleave
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following asparate residues (43,44). Secondly, a mutation
in nematodes was described that resulted in defective cell
death (108). The gene involved, named ced3, was a cas-
pase essential for apoptosis and required activation at an
aspartate. The mammalian equivalent of ced3 was discov-
ered as CPP32 and later named caspase-3 (109). It was,
therefore, hypothesized that granzyme B could act to ini-
tiate apoptosis through the cleavage of caspase-3. Indeed,
granzyme B was shown to cleave directly caspase-3 both
in vitro and in vivo (110). The activation itself was a two-
step process in which granzyme B acts to cleave the pro-
tein, and this is followed by self-catalytic activation by
caspase-3 (111).

A single substrate did not explain all aspects of lysis
since granzyme B was also shown to initiate cell death
independent of caspases (112). It was also observed that
granzyme B–induced cell death still proceeded, in the
presence of caspase inhibitors, with a loss of mitochon-
drial membrane potential and the release of cytochrome
c from the intermembrane space (113). However, these
were blocked by transfection of the targets with the an-
tiapoptotic gene Bcl2, thus suggesting the existence of a
granzyme B substrate upstream of mitochondria. Stud-
ies showed that granzyme B–induced mitochondrial dam-
age was the result of granzyme B cleavage of the pro-
apoptotic protein Bid to form granzyme B–truncated Bid
(gtBid) (114). Another Bcl2 family member, Mcl-1, has also
been shown to be a substrate for granzyme B (115). This
can interfere with mitochondria via interaction with Bim.
The importance of the mitochondrial pathway will be dis-
cussed later.

Granzyme B has also been shown to cleave and activate
other members of the caspase family, but in vivo caspase-3
appears to be the initiating event (116). A number of clini-
cally important auto antigens are also cleaved by granzyme
B, and these may be important in autoimmunity (117). Pro-
teomic approaches have also been employed to discover
novel granzyme B substrates, but it remains to be seen
how many actually play a role in the mode of action of the
protease (118). More detailed analyses on some of these
other substrates have been conducted, such as α-tubulin
(119,120), Hsp-70 (121), and Hop (Hsp-70/Hsp-90 organiz-
ing protein), an anti-apoptotic chaperone of Hsp70/Hsp-
90 (122). The presence of multiple granzyme B substrates
within a cell may enhance apoptosis, but more importantly
may provide alternate pathways of cell death in the event
of immune evasion of a virally infected or tumor cell.

A Key Role for Mitochondria in Killing

Once granzyme B is released into the cytoplasm, it acts
to cleave and activate key substrates to induce apopto-
sis. It was rather surprising to find that this pathway was
blocked by the overexpression of Bcl2. The Bcl2 family
is intimately linked to the mitochondria and can either

negatively or positively regulate the process of cell death.
The anti-apoptotic family member Bcl2 is a membrane
protein anchored to the mitochondria. Once in the mem-
brane, Bcl2 and the related protein bcl-xL associate with
the mitochondrial permeability transition pore (PTP), a
large multiprotein complex localized to the mitochondrial
membrane contact sites. During apoptosis, the PTP has
been reported to open, allowing loss of ψm along with
release of apoptogenic factors such as cytochrome c. In-
hibitors of PTP opening, such as cyclosporine A, are unable
to inhibit mitochondrial disruption by granzyme B, indi-
cating that the PTP is not the only site of action for Bcl2 in
the mitochondria (123). Overexpression of Bcl2 attenuates
granzyme B–mediated cell death, revealing a functional
requirement for mitochondria in granzyme B–mediated
apoptosis. This implied that the mitochondrial apoptotic
machinery was activated in cells destined to die due to
exposure to granzyme B. Most important, both the loss of
ψm (123,124) and cytochrome c efflux following granzyme
B treatment (125,126) occurred in a caspase-independent
fashion, which suggested that granzyme B substrates other
than the caspases were involved.

Granzyme B can cleave the pro-apoptotic member of
the Bcl2 family, bid. In fact, granzyme B catalyzes bid
cleavage more efficiently than caspases 3 or 8 (127). This gr-
truncated bid (gtbid) is produced by hydrolysis at D75 and
thus has a different amino terminus than the D59-caspase-
8 cleaved form (tbid) (128). Nevertheless, both forms of
cleaved bid translocate to the mitochondria resulting in
the release of cytochrome c. The requirement of bid for
cytochrome c release was demonstrated in a cell-free sys-
tem in which cytosolic extracts immuno-depleted of bid
were no longer able to promote granzyme B–induced cy-
tochrome c release from purified mitochondria (114). Im-
portantly, transfection of targets with a noncleavable mu-
tant bid also interfered with apoptosis (129). The cleaved
bid was required for the translocation of bax to the mito-
chondria, and this regulated import of bax was abolished
in granzyme B–treated Bcl2-overexpressing cells. Bax, and
the related protein bak, have been implicated in pore for-
mation in the mitochondrial outer membrane and may
provide the link between granzyme B and cytochrome c re-
lease. Indeed, bax/bak null cells do not release cytochrome
c after incubation with granzyme B (130).

As described earlier for Fas killing, factors released
from mitochondria include cytochrome c, which causes
the formation of an oligomeric complex of APAF1 and
caspase-9 known as the apoptosome. The recruitment of
caspase-9 allows its autoactivation, and this, in turn, ac-
tivates effector caspases. It was therefore possible that
the granzyme B death pathway was dependent on this
branch of the pathway. Using dominant-negative caspase-
9–expressing cells as targets, it was demonstrated that the
requirement for caspase-9 activity can be bypassed (131).
This was not the case with Fas where the interference with
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caspase-9 activity efficiently blocked death. This suggested
that in the granzyme B–mediated mechanism some other
pathway was involved downstream of mitochondria.

Two other caspase activators have been shown to be re-
leased from mitochondria, SMAC/DIABLO (second mito-
chondrial activator of caspases/direct IAP binding protein
with low pI) (132) and HtrA2/Omi. These share a short (∼5
amino acids) motif at the N-terminus, which is revealed
upon removal of the mitochondrial import signal. This
peptide acts as a binding site for the inhibitor of apoptosis
proteins (IAPs), which are natural inhibitors of activated
caspases. Both SMAC/DIABLO and HtrA2/Omi function
by binding IAPs and displace activated caspases associ-
ated with the IAP allowing the apoptotic program to pro-
ceed. Granzyme B–treated cells released SMAC/DIABLO
from the mitochondria and thus relieve the inhibition of
caspase-3 by XIAP (131,133). These experiments suggest
that although granzyme B is capable of directly cleaving
pro-caspase-3, SMAC/DIABLO release is required to allow
full caspase-3 enzymatic activity and ultimately, cell death.

This mechanism (outlined in Figure 34.6) has been re-
ferred to as the safety brake model (134): granzyme B is de-
livered to the cytosol where it cleaves caspase 3. The foot
is on the gas pedal, but the safety brake (IAP) is on. The
brake is removed via cleavage of bid and release of SMAC.
Now the cell speeds down the road to death. A detailed
knowledge of the mechanism of death provides the tools
to analyze how it might be defective, for example in tu-
mors, or can be manipulated therapeutically. The clinical
relevance has been recently highlighted by a drug designed
on the basis of the model, which sensitizes Hodgkin’s lym-
phoma to CTL (135).

Although the major focus of this discussion has been
on the control of apoptosis, it should be noted that mi-
tochondria function is also compromised. Mitochondria
are also affected by granzyme A. These organelles are the
powerhouses of the cell and supply energy in the form of
ATP. Thus, by halting energy production the survival of the
cell is compromised and, in time, would die by necrosis.
This might be quite relevant in cells infected with a virus
that encodes anti-apoptotic proteins. Surprisingly, overex-
pression of Bcl2 has little if any effect on CTL-mediated
killing (136). CTLs are, therefore, able to bypass or inacti-
vate Bcl2 in target cells. The mechanism for this is, as yet,
unknown.

Extracellular Substrates

The majority of studies on granzyme substrates have fo-
cused on proteins within the target cell. It is becoming
increasingly clear, however, that significant levels of ex-
tracellular granzyme can be detected and that extracellu-
lar substrates can be important targets. Indeed, elevated
granzyme levels have been measured in numerous diseases
ranging from viral and bacterial infections to inflamma-

grB

+pfn

grB
Bid pro-C3

C3

SMAC

IAP
grB

CAD

CAD

ICAD

CAD

cleaved ICAD
C3

gtBid

grB

FIGURE 34.6 The granzyme B pathway. Perforin (pfn) facili-
tates the entry of granzyme B (grB) into the cytoplasm of the
target. The protease cleaves caspase-3 (C3), but the enzymatic
activity is inhibited by an IAP. The granzyme B also cleaves Bid
and the truncated Bid (gtBid) translocates to the mitochondria.
This results in leakage of mitochondrial proteins into the cytosol.
One of these, SMAC, binds tightly to IAP and thus relieves the
caspase-3 inhibition. The active caspase-3 then acts on ICAD to
free CAD. The active nuclease then translocates to the nucleus
and generates double-stranded breaks.

tory disorders (137). The exact mechanism of release is
not clear, but it may be due to loss of granzyme from the
synapse during CTL attack. Alternatively, granzyme may
be released through constitutive secretion independent of
granules after stimulation of the TCR or by cytokines. Fi-
nally, granzyme release has been shown to occur by the
presence of bacteria through a cytokine-dependent mech-
anism (138).

Both granzyme A and granzyme B have been shown to
cleave extracellular matrix proteins. This could influence
migration of lymphocytes, but may also lead to perforin-
independent death due to disruption of cell–cell interac-
tions (139). Granzyme A has been proposed to cleave cell
surface receptors, such as the thrombin receptor, that may
lead to a cellular response (140). The neuronal glutamate
receptor has also been shown to be cleaved by granzyme
B (141). Interestingly, this activity was found to be influ-
enced by glycosylation, which was thought to change ac-
cessibility of the cleavage site. Degradation of some of the



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-34 Paul-3627G GRBT293-Paul-v1.cls April 12, 2008 18:0

Cytotoxic T Lymphocytes 1089

extracellular matrix (ECM) substrates was also affected by
conformation, but this does not seem to be the case for
granzyme A (142).

DISTINGUISHING CELL DEATH
MECHANISMS

Historically, the two main features of cell death that are
convenient to measure are membrane damage (chromium
or lactate dehydrogenase (LDH) release) and DNA frag-
mentation. Although apoptosis is characterized by DNA
fragmentation, this is also seen in necrotic death. The key
difference in the DNA fragmentation pattern is only re-
vealed by gel electrophoresis. In apoptotic cell death, there
is a laddering of the DNA, while in necrosis the stained
DNA is just a smear. Typically, the early DNA fragmentation
seen with granzyme B is apoptotic, while the late nucle-
olytic activity induced by granzyme A is necrotic, or at least
is a caspase-independent form of death with only single-
strand breaks (99). In addition, it should be appreciated
that some lines respond preferentially to granzymes. In
the mouse lymphoma L1210.3, for example, DNA damage
is mediated exclusively by granzyme B, whereas in another
lymphoma, EL4.F15, both granzymes contributed (143).

There are now numerous convenient ways to monitor
death, but they must be used judiciously (144). For exam-
ple, exposure of PS on the surface of an apoptotic cell can
be monitored by binding of annexin V (145). However, at
late stages of necrosis when the membrane is permeable,
the annexin can enter the cell and bind to the internal PS.
Thus, it is of paramount importance that this assay must
be combined with propidium iodide exclusion to monitor
membrane integrity. Loss of membrane potential of mito-
chondria is easily measured by release of fluorescent dyes,
such as tetramethyl rhodamine ethyl ester (TMRE) (146).
However, apoptosis is not the only way in which mitochon-
drial dysfunction can occur. Probably the most common
method used to measure apoptosis is DNA fragmentation
detected by terminal deoxynucleotidyl transferase medi-
ated dUTP-linked nick end labeling (TUNEL) (147). How-
ever, this assay will detect any kind of nicking in DNA, not
just apoptosis. More recently, reagents that detect caspase
activation using either substrates or antibodies to neoepi-
topes have become available and are very useful (148,149).
Probably the bottom line is that the researcher should
never restrict analysis to one measure of death.

In the specific case of distinguishing between gran-
zyme- and Fas-mediated killing, there is considerable con-
fusion. The common dogma is that granzyme-mediated
killing is dependent on calcium, whereas Fas-induced
death is not. Consequently, many investigators distinguish
the two on the basis of sensitivity to EGTA. However, as
some Fas-ligand has now been shown to be in granules,
it will also be inhibited by chelation of calcium. A better

method is to use an antibody directed against the Fas re-
ceptor that blocks, rather than activates, Fas killing.

PROTECTION OF CTL FROM LYSIS

The granule exocytosis model provides an explanation for
the directed lysis of a bound target, but it does not ex-
plain why the CTL remains alive. Indeed, if there is enough
granzyme and perforin in the synapse, why does the CTL
not die? Many explanations have been put forward, but
this is still an open question. Originally, it was hypoth-
esized that CTLs were inherently resistant to their own
lytic machinery. Indeed, it has been shown that they do ex-
press a granzyme B inhibitor (150). However, even though
they are more resistant than the typical hemopoietic tar-
get cell used in routine assays, they can be killed by other
CTLs (151). Protective membrane proteins that bind per-
forin have also been proposed, but have remained fairly
elusive. It is more likely that the process of degranulation
may provide the CTL with a transient resistance. As the
degranulation is so local, it is possible that the inside of
the granule becomes the only region of the CTL that is ex-
posed to the granzyme/perforin. One candidate for such
a mechanism is membrane-bound cathepsin B, which is
known to be within the granule. According to the model, it
was hypothesized that the enzyme would cleave and inac-
tivate perforin (152). Recent experiments with cathepsin
B knockout mice, however, have not shown any evidence
of death in CTLs after killing (153). Hence, this cannot be
the only mechanism for the protection observed.

T CELL HOMEOSTASIS

In addition to a role in target cell lysis, there is increas-
ing evidence that perforin may play a role in lymphocyte
homeostasis. Perforin-deficient mice have an increased ex-
pansion and persistence of CTL after stimulation. Similar
observations were made with alloreactive clones with cells
from perforin knockout mice. Taken together, these results
suggest a role for perforin in activation induced cell death
(154,155). Recently, evidence has been provided for a sim-
ilar role for granzyme B in TH2 cells (156).

Perforin deficiency has also been documented in chil-
dren who suffer from familial haemophagocytic lympho-
histiocytosis (FHL) (157). This rare disease is charac-
terized by overproduction of T cells and inflammatory
cytokines. The activated cells infiltrate various organs,
including spleen, lymph nodes, and the central nervous
system, leading to a variety of pathologies. Patients with
this disorder generally have been found to carry mutations
in the perforin gene. This is not always the case, however,
and a mutation in a protein involved in granule fusion has
also been shown to give rise to the same clinical phenotype
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(158). Lymphocytes from the patients have no cytolytic ac-
tivity, and perforin is absent from the granules.

EXPRESSION OF GRANZYME/PERFORIN
IN TREGS

Although most of the chapter has discussed the role of
CTLs, there has been considerable excitement generated
by the discovery that granzymes and perforin are in a
subset of CD4+ regulatory T cells (159). Both adaptive
and activated natural Tregs appear to express perforin
and granzymes. These Tregs seem to be able to kill APCs
and activated T cells through a granule-dependent mecha-
nism, thus suggesting one pathway by which these cells can
regulate immune responses (160). The cytotoxicity is de-
pendent on adhesive interactions, but surprisingly not on
MHC/TCR. They do not appear to act through a Fas/Fas-
ligand pathway.

EFFECTOR MOLECULES IN DISEASE

Virus Infection

The importance of perforin in mediating protection
against viruses, such as lymphocytic choriomeningitis
virus and ectromelia, has been firmly established using
knockout mice (161,162). The results with granzyme-
deficient mice have been less clear-cut, but this is likely
due to the functional redundancy of the granzyme family.
Although mice deficient in granzyme A and all granzymes
in the B cluster are susceptible to ectromelia, they do seem
to be able to mount an effective response to other viruses
(162). The interpretation of in vivo experiments can also be
difficult, as it is known that interferon-gamma (IFNγ ), pro-
duced by CTL, can up-regulate Fas on targets (163). Even
more confounding, it has also been demonstrated that the
granule-mediated mechanism of killing may actually pro-
mote immunopathology associated with acute viral infec-
tions (164). In humans, we do not generally have knockouts
for experimental analyses; rather, results are limited to cor-
relating expression with diseases. It is believed that CD8+

T cells play a pivotal role in the control of viral infections
and expression of key effector molecules is thought to be
important. In particular, studies with HIV patients have
revealed an interesting reduction in perforin expression in
CTL (165). This may not be confined to HIV and might be
a general feature of chronic infection (166).

Cancer

The situation with tumor immunosurveillance is also sug-
gestive of a critical role for perforin, particularly in erad-
ication of spontaneous tumors. However, the role for
granzyme is not so obvious. It is clear that many tumors are

infiltrated by perforin and granzyme-positive CTLs, but of-
ten they are ineffective in vivo. An interesting speculation
is that their cytolytic potential is kept in check by Treg cells
(167), so perhaps tumor destruction has to be mediated by
other mechanisms. However, if the Treg-mediated block
could be reversed perhaps the granule-mediated effector
mechanism could be unmasked. In vivo experiments with
perforin-deficient mice have confirmed an important role
for perforin in destruction of tumors (168). In addition,
there is an increased incidence of spontaneous malignancy
in these knockout mice (169). Whether this is due to the
direct involvement of perforin with the lytic machinery or
due to its immunoregulatory properties is unclear.

The innate immune response seems to be particu-
larly important in protection against nonlymphoid tumors.
Again, this seems, in part, to be due to perforin, but
Fas can also be up-regulated on targets leading to death
receptor–mediated death (170). Although the evidence for
involvement of CTLs is not clear, it should be noted
that in states of immunosuppression—for example, HIV—
increased cases of malignancy are often seen. Further, with
vaccines that stimulate CTLs or with adoptive therapy of
tumor-infiltrating lymphocytes, there is clear evidence of
protection (171,172).

Autoimmunity

CTLs have long been implicated in the destruction of ß
cells during type 1 diabetes. A number of transgenic mod-
els of autoimmune diabetes have shown CD8+ T cells
can efficiently kill beta cells (173,174). Perforin-deficient
nonobese diabetic (NOD) mice are protected from dia-
betes (175) and isolated islets are susceptible to granzyme/
perforin-induced death (176). However, in vitro studies
suggest that in the absence of perforin, the Fas pathway
is operative (177). In another modal of autoimmune disor-
der, experimental autoimmune encephalomyelitis (EAE),
Fas-mediated killing was required for the pathogic events
in perforin-deficient mice (178). However, recent evidence
has suggested that granzyme B may be an important me-
diator of the neuronal injury (179).

Transplant Rejection

Organ allograft rejection is strongly associated with CTLs,
and the presence of granzyme and perforin closely corre-
late with rejection. However, allografts transplanted into
hosts with disrupted genes for perforin and granzymes A
and B showed no decrease in tubulitis and were still re-
jected (180). Fas-ligand is also up-regulated in rejecting
allografts, but it is not required for graft rejection (181).
Thus, despite the striking expression of these potential lytic
effectors in the grafts, their activities do not seem to be
required for rejection. The effector mechanisms and, in-
deed, the cells responsible for rejection remain unclear. In
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bone marrow transplantation, donor T cells play a key role
in preventing graft rejection by the attacking recipient T
cells. This can occur by both perforin- and Fas-mediated
mechanisms (182,183).

VISUALIZATION OF CTL in vivo

One possible reason that the role of effector molecules in
disease still remains unclear is that the in vitro assays used
previously do not truly reflect what occurs in vivo. To rem-
edy this, it will be necessary to develop techniques to visu-
alize CTL and immune responses in vivo. This is now be-
coming possible through the generation of transgenic mice
that express green fluorescent protein in specific subsets of
T cells, and the utilization of two-photon microscopy. In-
deed, using this kind of technology, CTLs have now been
observed in the act of killing a tumor target (167).

CONCLUSION

This chapter describes the biological features and molec-
ular mechanisms used by CTL to destroy antigen bearing
target cells. In vitro studies suggest that there are primar-
ily two major pathways used to induce cell death. The first
is mediated by effector molecules contained within gran-
ules that are vectorally exocytosed upon target cell recog-
nition. The other occurs via ligation of Fas on the surface
of the target by Fas-ligand carried by the killer. A detailed
knowledge of the mechanisms that lead to the death of
the target cell mediated by granyzmes A and B, as well as
Fas, have now been elucidated. These involve induction of
both apoptotic and necrotic death pathways, depend on
the proteolytic activities of the granzymes and caspases,
and involve target organelles, such as mitochondria. Such
knowledge can now be used to design drugs that may mod-
ulate CTL activities.

The genes for a number of effector molecules involved
in killing have been knocked out, which has allowed in-
vestigation of their roles in disease pathogenesis. These
studies implicate the effectors in a number of responses
in vivo, but the results are not definitive. Part of the prob-
lem centers on the redundancy of the killing mechanisms
used, and when one is inactivated another appears to sub-
stitute. However, it is certainly suggested by this line of
investigation that alternate killing mechanisms may exist
in in vivo situations.

It has also become clear that effector molecules, such
as perforin and granzymes, may be involved in homeosta-
sis of T lymphocytes. There is also an increasing appre-
ciation that granzymes may act on substrates outside the
target and this may play a role in disease pathogenesis.
Finally, the effectors may play a role in regulation of im-
mune responses via their expression in regulatory T cells.

All of these new functions suggest very exciting possibili-
ties for the future development of novel immunomodula-
tory strategies.
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PARASITES AND THE IMMUNE SYSTEM

Distinct Features and Global Health
Importance of Parasitic Pathogens

The term “parasite” is formally used as a designation for
eukaryotic protozoan and metazoan pathogens residing
within or on their hosts. The exact origin of this usage is not
clear, but almost certainly it relates to the common histor-
ical period and tropical disease context in which many of
these agents were identified. Indeed, parasites are the most
phylogenetically diverse of pathogens, and at the lower end
of their evolutionary tree they are often difficult to distin-
guish from fungi and protista in both their morphology
and genomic organization.

Although the taxonomic basis of their classification into
a single group is under question, parasites as infectious
agents do share many biological characteristics. They fre-
quently (although not always) display complex life cycles
consisting of morphologically and antigenically distinct
stages and produce long-lived chronic infections to ensure
transmission between their hosts. The induction of severe
morbidity or mortality is an atypical outcome. However, in
the tropical and subtropical regions where transmission is
high, the low frequency of disease translates into a major
global health and economic problem because of the sheer
number of people exposed and because of the confounding
issues of malnutrition and coinfection. As illustrated by
outbreaks in the last decade of disease caused by the proto-
zoa Giardia, Cryptosporidia, Cyclospora, and Toxoplasma,
parasites also represent a continuing threat to populations
in wealthier countries. Indeed, all of the major food and
water-borne protozoa have been classified as Category
B bioterrorism pathogens because of their potential to
cause acute epidemic illness. The AIDS epidemic has also
increased the impact of parasitic disease in both developed
and developing regions because immunocompromised
hosts become highly susceptible to some normally
tolerated parasites such as Cryptosporidia, Toxoplasma

◗ TABLE 35.1 Global Impact of Parasitic Disease and Current Control Measures

Estimated Prevalence Disease Burden Annual Deaths
(Millions) (DALYs, Thousands)a (Thousands) Control Method Used

Malaria 515 42,279 1,124 Vector control, chemotherapy
Schistosomiasisc 187 4,500 155–280 Chemotherapy, hygiene
Soil-transmitted helminthsb 2,000 38,900 139 Chemotherapy, hygiene
African trypanosomiasis 0.3 1,332 50–100 Vector control
Leishmaniasis 12 1,757 51 Vector control, chemotherapy
Chagas’ disease 10 586 13 Vector control
Lymphatic filariasis 120 4,600 0 Vector control, chemotherapy
Onchocerciasis 37 2,000 0 Vector control, chemotherapy

Data compiled from World Health Organization, Disease control priorities in developing countries, 2nd ed., 2006, available
at http://www.dcp2.org/pubs/DCP, and from ref. 336.

a Disability-adjusted life years, a measure of the time lived with a disability, combined with the time lost due to premature
mortality (337).

bHookworm, ascariasis, and trichuriasis. The data are combined values for all three infections.
cCurrently being revised upward.

gondii, and Leishmania. Finally, parasitic disease remains
an important problem in livestock, causing annual eco-
nomic losses in the billions of dollars and, in the case of
trypanosomiasis, limiting the agricultural development
of huge areas of potential grazing lands on the African
continent.

The immune system plays a central role in determining
the outcome of parasitic infection, establishing a critical
balance meant to ensure both host and pathogen survival.
As with other infectious agents, disease emerges when the
scales tip toward either a deficient or excessive immune
response. Manipulation of that response by means of vac-
cination or immunotherapy remains a key approach for
global intervention in parasitic disease. A list of the most
important parasitic infections of humans, along with esti-
mates of their prevalence, annual mortality, health impact
(measured in disability-adjusted life years), and current
control methods, is presented in Table 35.1. The data tes-
tify to the continued enormity of the problem, reflected
in the numbers of people annually infected and dying of
diseases such as malaria, schistosomiasis, and trypanoso-
miasis, as well as the high level of morbidity in those sur-
viving. A striking situation reflected in the data is the com-
plete absence of effective vaccines for protecting human
populations. In the case of malaria, the need for a global
immunization strategy has become particularly acute as
drug resistance spreads worldwide.

Clearly, the development of vaccines to prevent para-
sitic diseases remains one of the major unachieved goals
of modern immunology and one of its greatest and most
difficult challenges. The scientific challenge lies with the
extraordinary complexity of parasites as immunologic tar-
gets and their remarkable adaptability to immunologic
pressure. The field of immunoparasitology is focused on
developing a basic understanding of this important host–
pathogen interface for the ultimate purpose of interven-
tion. At the same time, the work in this area—particularly
in recent years—has provided immunology with a series

http://www.dcp2.org/pubs/DCP
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of major insights concerning effector and regulatory re-
sponses as they occur in vivo. Indeed, because of their
years of close encounter with and adaptation to the ver-
tebrate immune system, parasites can be thought of as the
“ultimate immunologists,” and there is much to be learned
from them about the fundamental nature of immune re-
sponses.

Some Hallmarks of the Immune Response
to Parasites

The interaction of parasites with the immune system has
several distinguishing features that are of special interest
to fundamental immunologists. Most parasitic pathogens
are able to survive the initial host response and produce
long-lasting chronic infections designed to promote trans-
mission. In the case of many protozoa (e.g., Toxoplasma,
Leishmania), chronicity is characterized by a state of la-
tency in which replication of the parasite is minimal and in-
fection cryptic. The development of chronicity depends not
only on the ability of the parasite to escape protective im-
mune responses (immune evasion), but also on the genera-
tion of finely tuned mechanisms of immunoregulation that
serve both to prevent parasite elimination and suppress
host immunopathology. As discussed in detail later in this
chapter, the study of these immunomodulatory pathways
in both human and experimental parasitic infections has
yielded important insights concerning the mechanisms by
which regulatory T cells and cytokines control immune ef-
fector functions in vivo.

An additional prominent feature of the immune re-
sponse to parasites is Th1/Th2 polarization. For reasons
that are not entirely clear, parasitic infections often induce
CD4+ T cell responses that are highly polarized in terms
of their Th1/Th2 lymphokine profiles. This phenomenon
is particularly striking in the case of helminths, which,
in contrast to nearly all other pathogens, routinely trig-
ger strong Th2 responses leading to high immunoglobu-
lin E (IgE) levels, eosinophilia, and mastocytosis. At the
opposite pole, many intracellular protozoa (in common
with their bacterial counterparts) induce CD4+ T cell re-
sponses with Th1-dominated lymphokine secretion pat-
terns. This striking difference presents a beautiful exam-
ple of immunologic class selection. Of interest, in murine
Leishmania major infection, CD4+ cells polarize to either
Th1 or Th2, depending on the strain of mouse infected,
and the association of these responses with healing or ex-
acerbation provided the first demonstration of a functional
role for this dichotomy (1,2). Parasite models have also
been used to reveal new effector functions, such as the
ability of eosinophils to kill pathogens, and, as discussed
later, they are now being used extensively to study micro-
bial innate recognition and immune response initiation.
This ability to uncover and investigate basic immune and
immunopathogenic mechanisms while studying the host
response to a group of phylogenetically unique pathogens

of global importance is perhaps the most engaging and
rewarding aspect of research in immunoparasitology.

INNATE RECOGNITION AND
HOST DEFENSE

Innate recognition plays an important role in determining
the outcome of the host–parasite encounter by both pro-
viding an initial barrier to infection and influencing the
magnitude and class of the subsequent adaptive immune
response. At the same time, from the parasite’s point of
view, innate immune defenses must be subverted for infec-
tion to be established, and it is clear that many parasitic
pathogens have evolved specific mechanisms for evading
them. Moreover, in some cases parasites appear actually to
hijack the process of innate recognition to redirect adap-
tive immunity to promote their own persistence.

Humoral Mechanisms

Innate resistance against parasitic infection is mediated
in part by preexisting soluble factors that recognize and
destroy invading developmental stages or target them for
killing by effector cells. The alternative pathway of com-
plement activation provides a first line of defense against
extracellular parasites. Invading forms of many of these
pathogens lack the complement regulatory factors that
normally promote the degradation of C3b on the surface
of host cells. The resulting activation of the complement
cascade leads to formation of the potentially lytic mem-
brane attack complex (MAC), as well as opsonic recog-
nition by C3 receptors on phagocytes. In addition, other
products of complement activation are chemotactic and
attract immune cells to the site of infection. There is also a
lectin-mediated pathway in which recognition of mannose
residues on parasite surfaces by a mannan-binding protein
triggers the complement cascade.

Because the complement system represents such an im-
portant first line of defense in resistance to pathogens, the
infectious stages of parasitic protozoa and helminths have
developed a variety of strategies to subvert complement-
mediated attack. In some instances blood and tissue par-
asites have evolved redundant mechanisms to ensure
their survival during serum exposure. For example, in-
fective metacyclic and bloodstream trypomastigotes of
Trypanosoma cruzi express multiple stage-specific surface
glycoproteins, such as gp160 and the 87- to 93-kDa try-
pomastigote decay accelerating factor (T-DAF), which are
actively released by the parasite and are functional ho-
mologs of human DAF, which interferes with assembly
of C3 convertases by binding to C3b (3). Another trypo-
mastigote glycoprotein, gp58/68, inhibits alternative path-
way C3 convertase assembly by binding to factor B. T.
cruzi trypomastigotes have also been found continuously
to shed acceptor molecules with covalently bound C3
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fragments, believed to be due to an endogenous
phospholipase that cleaves glycosylphosphatidylinositol
(GPI)–anchored membrane proteins. T. cruzi amastigotes
have been shown to resist complement lysis by prevent-
ing membrane insertion of the MAC C5b-9. An identi-
cal mechanism of resistance has been observed for the
infective-stage, metacyclic promastigotes of Leishmania,
which expresses an elongated form of the abundant sur-
face lipophosphoglyan, such that it behaves as an effective
barrier to membrane insertion and pore formation by MAC
(4). Metacyclics also increase expression of the surface
metalloproteinase gp63 (5), which can cleave C3b to the
inactive iC3b form, thus preventing deposition of MAC (6).
Both C3b and iC3b effectively opsonize the complement-
resistant forms for uptake by macrophages, its host cell
of choice. Tissue-invasive strains of Entamoeba histolyt-
ica also activate alternative complement pathway but are
resistant to lysis due to the action of a Gal/GalNAc lectin,
which mediates adherence of trophozoites to host cells and
binds to C8 and C9 terminal components (7). Of interest,
the lectin shares sequence similarities with CD59, a mem-
brane inhibitor of MAC in human blood cells.

Another set of soluble mediators providing a barrier
to parasitic infection comprises the primate-specific try-
panosome lysis factors (TLFs) that contribute to the in-
nate resistance of humans to Trypanosoma brucei infec-
tion. Biochemical analysis of the activity present in human
serum revealed that high-density lipoproteins (HDLs) are
part of the substance that mediates cytolysis of the par-
asite, and initial studies demonstrated that this complex,
TLF, is composed of several common apolipoproteins, as
well as a haptoglobin-related protein (Hpr) and apolipro-
tein L-1 (ApoL-1) (8–10). Both Hpr and ApoL-1 are cyto-
toxic to T. b. brucei and act synergistically to provide en-
hanced trypanosome killing when assembled into the same
HDL particle. To mediate cytotoxicity, TLF has to undergo
receptor-mediated uptake and enter an intracellular acidic
compartment. Hpr and ApoL-1 have different proposed
activities; ApoL-1 is able to form ion pores in lysosomal
membranes, whereas Hpr is able to accelerate lysosomal
membrane peroxidation. A combination of these two ac-
tivities may be needed for the complete protection TLF
affords against T. b. brucei infection. Whereas TLF is capa-
ble of killing T. brucei—the species that infect humans—
both T. b. gambiense and T. b. rhodesiense are refractory
to TLF-mediated cytolysis. This resistance has been corre-
lated with the expression of a serum resistance associated
(SRA) gene that is homologous to the variant surface glyco-
protein. Of note, transfection of SRA from T. b. rhodesiense
into T. brucei confers resistance to lysis by human serum,
suggesting that its expression may have been a critical step
in the adaptation of the former parasite for infection of pri-
mates (11).

The damage caused to worms as a consequence of al-
ternative pathway activation is due primarily to the bound

C3 activation products that act as ligands for cellular
adherence and killing by eosinophils, neutrophils, and
macrophages. Unlike the examples of parasitic protozoa
cited earlier, worms may not rely on synthesizing their own
complement regulatory proteins to subdue the activation
cascade, but rely instead on acquisition of these proteins
from the host. In the case of Schistosoma mansoni, DAF
molecules are acquired from the host and incorporated
into the worm tegument (12). The infective L3 stage larvae
of Onchocerca volvulus, the causative agent of river blind-
ness, were shown to bind the main fluid-phase regulator—
human factor H—and to promote C3b inactivation (13). By
contrast, the infective stage L3 larvae of the mouse nema-
tode Nippostrongylus brasiliensis are extremely vulnerable
to complement-dependent attack by eosinophils, but by 24
hours the lung-stage L4 larvae no longer fix complement
and are no longer susceptible (14). Whether the lung-stage
larvae acquire complement-regulatory proteins from the
host or secrete/excrete complement-inhibitory proteins, as
has been shown for nematode larvae of Toxocara canis (15),
has not been determined.

Cellular Mechanisms

Phagocytosis by macrophages represents an innate first
line of defense against protozoan pathogens. Macrophages
possess primary defense mechanisms, including activation
of macrophage oxidative metabolism, that are induced
by the attachment and engulfment of microbial agents.
The major source of reactive oxygen species (ROSs) in
macrophages is the multimeric enzyme complex NADPH
oxidase. Early studies suggested that Leishmania para-
sites avoid triggering the oxidative burst by actively in-
hibiting the macrophage protein kinase C (PKC) activation
(16) that is required for phosphorylation of several sites
on the cytosolic oxidase subunit p47phox. Inhibition of
PKC-mediated protein phosphorylation and suppression
of respiratory burst induction was observed using puri-
fied lipophosphoglycan (LPG), which is rapidly transferred
from the parasite to the inner leaflet of the phagosomal
membrane (17). Insertion of the glycolipid has been shown
to alter the physical properties of the bilayer to inhibit
PKC membrane translocation, and might similarly inhibit
translocation of the cytosolic components of the NADPH
oxidase. Because some LPG-deficient Leishmania strains
still manage to survive in macrophages, redundant mech-
anisms exist for the parasite to avoid macrophage trigger-
ing, including opsonic ingestion through receptors that are
uncoupled from the activation of NADPH oxidase. A num-
ber of “silent” entry receptors have been described that
are variably used by different species and developmental
stages of Leishmania, including complement and mannose
receptors (18), galectin-3 (19), and receptors for apop-
totic cells (20,21). In contrast to Leishmania, Toxoplasma
enters all nucleated cells, including macrophages, by an
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active invasion mechanism that excludes most host cell
proteins, including membrane components of the NADPH
oxidase, from the parasitophorous vacuole (22). Malaria
parasites are also sensitive to oxidative stress, in this case
generated primarily as a result of the degradation of host
hemoglobin within parasitized red blood cells (RBCs) (23).
The detoxification of ROS is achieved with a range of low–
molecular weight antioxidants, including the tripeptide
glutathione, and a number of host- and parasite-encoded
enzymes (24).

The development of phagosomes into digestive or-
ganelles represents the heart of the defensive machinery
of macrophages, and intracellular parasites have evolved
diverse strategies to avoid, escape from, or withstand the
acidified, hydrolytic environment of phagolysosomes. For
Toxoplasma, the integral membrane proteins that are ex-
cluded from the nascent vacuole include those involved in
acidification and fusion with the endosomal network (25).
If instead the parasite is forced to enter the cell by a phago-
cytic pathway, as a consequence of, for example, antibody
opsonization, it is targeted through the normal phagolyso-
somal system and is killed (26). For T. cruzi, which trigger
a wound repair pathway involving lysosome exocytosis to
enter into cells, the early vacuole is acidified and poten-
tially fusogenic. Intracellular survival of T. cruzi depends
on its ability to escape from the vacuole, a process facili-
tated by its expression of a homolog of C9 that can disrupt
the phagosome membrane and allow egress of the parasite
into the cytoplasm (27). Leishmania promastigotes, again
via transfer of their surface LPG, transiently inhibit normal
phagosome maturation (28). LPG was found to increase
the periphagosomal accumulation of F-actin and to dis-
rupt phagosome microdomains, which in each case will
impair normal endocytic trafficking and fusion. The de-
lay in phagosome maturation may be necessary to allow
sufficient time for metacyclic promastigotes to differen-
tiate into more-acidophilic, hydrolase-resistant amastig-
otes. The various strategies employed by parasitic protozoa
to evade the innate defenses of host cell macrophages are
depicted in Figure 35.1.

Unlike protozoa, helminths are too big to be engulfed
by phagocytes and can only be killed by these cells when
the latter have been activated by products of the adaptive
immune response. Instead, eosinophils, which frequently
accumulate in tissues soon after worm invasion, may me-
diate innate cellular defense against helminth larvae by the
discharge of the major basic protein and cationic proteins
present in the granules of these cells (29,30).

In contrast to intracellular killing by phagocytes and ex-
tracellular killing by eosinophils, other innate cellular de-
fenses do not eliminate parasites directly but instead trig-
ger other effector cells to do so. Perhaps the best-studied
example of this form of innate immunity is the natural
killer (NK) cell pathway of interferon-γ (IFNγ ) and tis-
sue necrosis factor-α (TNFα) production. NK cell num-

bers and nonspecific lytic activity are increased as a con-
sequence of a variety of parasitic infections, and Leishma-
nia promastigotes, Plasmodium falciparum–infected red
blood cells, components of T. gondii, T. cruzi, E. histolytica,
and Cryptosporidium parvum (reviewed in ref. 31), and
excretory-secretory (ES) proteins of the hookworm Neca-
tor americanus (32) all activate human peripheral blood
NK cells to produce IFNγ . These findings suggest that NK
cells may provide a T lymphocyte–independent pathway
for cytokine-mediated defense and as such serve to prevent
parasites from overwhelming the host prior to the develop-
ment of adaptive responses. For the majority of pathogens,
NK cell IFNγ is triggered by monokines, critically
interleukin-12 (IL-12) (33), produced by macrophages and
dendritic cells (DCs) in response to microbial products.
Trafficking of NK cells to parasite-infected tissues is criti-
cally dependent on chemokines binding to CCR5 (34). Both
IL-10 and transforming growth factor-β (TGFβ) have been
shown to serve as negative regulators of NK cell IFNγ

production by means of their suppression of monokine
and B7 expression by antigen-presenting cells (APCs) or,
in the case of TGFβ, by directly affecting NK cell func-
tion (35). Such suppression may be important in protect-
ing the host against the tissue-damaging effects of exces-
sive NK-derived IFNγ and TNFα. NK cell responses are
further regulated by calibration of signals from activat-
ing and inhibitory receptors for major histocompatibil-
ity class (MHC) molecules; moderation of NK responses
to malaria-infected red blood cells by inhibitory recep-
tors such as NKG2A/CD94 and polymorphic killer-cell
immunoglobulin-like receptors (KIRs) has been proposed
(36). Although NK cell–derived IFNγ can limit the initial
phase of protozoal replication (37) and may a play a role in
the polarization and expansion of Th1 cells, in some situa-
tions adaptive T cell immunity is sufficient to control infec-
tion even in the absence of this early NK response (38,39).
The role of NK cell cytotoxicity in resistance to protozoan
infection is less well understood; for murine malaria it is
not required for NK-mediated resistance to blood stages
(38), but cytotoxic NK killing of malaria-infected liver cells
has been reported (40).

Two other cell populations that may function to pro-
vide a rapid cytokine response to invading parasites are
γ δ lymphocytes and NK T cells. These “unconventional
T lymphocytes” express T cell receptor chains of limited
diversity, which may be designed for innate recognition
of microbial structures or self-components revealed by in-
fection of host cells. Although the function of NK T cells
in innate resistance to parasites is under debate, there is
considerable evidence supporting a protective role for γ δ T
cells. γ δ T cells can respond to heat shock proteins (HSPs),
and because invasion and intracellular replication by dif-
ferent parasites results in increased expression of HSPs,
this may provide a mechanism that allows γ δ T cells to
nonspecifically restrict infection either by direct host cell
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FIGURE 35.1 Evasion of innate immune mechanisms in infected macrophages by parasitic
protozoa. Macrophages possess potent antimicrobial functions that are initiated by uptake of
pathogens. Opsonization of Leishmania with C3 cleavage fragments C3b and C3bi results in uptake
by CR1 and CR3 receptors that are unlinked from the signaling pathways involved in induction
of reactive oxygen intermediates or proinflammatory cytokines. Silent uptake using receptors for
apoptotic, phosphatidyl serine (PS)–positive neutrophils delivering viable promastigotes has also
been described. In addition, the transfer of surface lipophosphoglycan (LPG) to the phagosome
membrane results in delayed fusion with lysosomes. After transformation to amastigotes, which
are more hydrolase resistant due to an abundance of surface glycoinositolphopsholipids (GIPLs),
phagosome maturation proceeds. Toxoplasma actively invades by rapid discharge of adhesive
proteins from secretory organelles called rhoptries, then by inserting and squeezing past a moving
junction in the plasma membrane that acts as a molecular sieve, excluding from its vacuole host
proteins required for acidification and fusion with the endosomal network. Trypanosoma cruzi
trypomastigotes enter the macrophage by inducing the recruitment of lysosomes to the plasma
membrane; they only transiently reside in the vacuole before escaping into the cytoplasm via
secretion of a pore-forming molecule.

lysis or, more likely, by the production of IFNγ and other ef-
fector lymphokines. Although γ δ T cells represent a small
percentage of lymphocytes in the periphery, they are abun-
dant in epithelial and mucosal tissues, the sites of initial
host invasion by many parasites. Moreover, their numbers
increase in peripheral blood in response to a number of
protozoan infections (41), in which they appear to play a
protective role (42,43). Nevertheless, rather than being es-
sential for host resistance, it is likely that γ δ T lymphocytes
(in common with NK cells) provide an adjunct to conven-
tional αβ CD4 and CD8 cells, restricting parasite growth

during the vulnerable period when the adaptive responses
mediated by these effectors are emerging.

Role of Pattern Recognition Receptors in
Innate Recognition of Parasites

The innate immune system, in addition to providing a
natural barrier that limits infection, also plays a criti-
cal role in the initial recognition of parasites and the
triggering of adaptive immunity. Invading parasites, like
other pathogens, are sensed by host pattern recognition
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receptors (PRRs) that recognize microbe-associated
molecular patterns (MAMPs) shared by different groups of
organisms. These PRRs are highly expressed on both ep-
ithelial and antigen-presenting cells and when ligated trig-
ger cytokine and costimulatory signals that initiate both in-
nate and adaptive cellular responses. Until quite recently
little was known about pattern recognition of parasites,
which, in contrast to bacteria and viruses, are eukaryotes.
The last few years have seen an enormous expansion of
research on this topic, in part driven by the need to better
understand how specific effector responses against para-
sitic pathogens are initiated.

Toll-like receptors (TLRs) are the major group of PRRs
known to be triggered by parasites (Table 35.2), although
the role of non-TLR PRRs (e.g., NOD-like receptors, c-type
lectins) has yet to be carefully examined. The study of TLR
involvement in parasitic infection began with the identi-
fication of parasite ligands that stimulate cytokine pro-
duction from macrophages and DCs. In the case of pro-
tozoa, an important class of such molecular structures
is made up of the GPI lipid anchors present on many
parasite surface proteins and membrane-associated but
nonanchored glycoinositolphospholipids (GIPLs). Thus,
GPIs from T. brucei, Leishmania, and P. falciparum can
stimulate macrophages to upregulate inducible nitric ox-
ide synthase (iNOS) expression and produce TNF and IL-1.
Similarly, the GPI anchor fraction of mucin-like molecules

from T. cruzi trypomastigotes triggers macrophage produc-
tion of IL-12 and TNF. GIPLS from T. cruzi, T. brucei, and
P. falciparum possess similar agonist activities (reviewed in
ref. 44). Studies using reporter cell lines transfected with
specific TLR molecules or TLR-specific knockouts have
demonstrated that the responses induced by these para-
site glycolipids are due to stimulation of TLR2 and to a
lesser extent TLR4 (preferentially triggered by GIPLS in
the case of T. cruzi). Both of the two TLR2 heterodimers
have been implicated, with GPIs from T. cruzi and P. fal-
ciparum selectively triggering the TLR2–TLR6 and TLR2–
TLR1 complexes, respectively.

A chemically different class of TLR ligands is made
up of the profilin proteins expressed by apicomplexan
protozoa. These molecules are unique to eukaryotes and
are typically associated with intracellular actin. Profilins
from T. gondii, Eimeria, and Cryptosporidium parvum po-
tently trigger IL-12 production from murine DCs as well
as systemically following in vivo inoculation (45). Stud-
ies in the murine T. gondii model established that this re-
sponse is due to the stimulation of TLR11, a TLR that,
although present in mice and other lower animals, is not
functionally expressed in primates. Finally, genomic DNAs
from several protozoan species have been shown to stim-
ulate host proinflammatory cytokine production, presum-
ably through the recognition of unmethylated CpG mo-
tifs by TLR9, although this interaction has been directly

◗ TABLE 35.2 Parasite Molecular Patterns (MAMPs) Recognized by Toll-Like
Receptors (TLRs)

MAMPs Parasite Structure TLR Stimulated Ref.

GPI anchors Leishmania ssp. LPG TLR2 44
Trypanosoma cruzi GPI anchors containing unsaturated

alkylacylglycerol
TLR2

GIPLs containing ceramide TLR4
Trypanosoma brucei GPI anchors of VSG Undefined
Plasmodium falciparum GPI anchors of merozoite surface proteins TLR2 338

TLR4

Toxoplasma gondii GIPLs and GPI anchors TLR2
TLR4

Genomic DNA T. brucei Contain unmethylated CpG motifs TLR9 47
T. cruzi Contain unmethylated CpG motifs TLR9 46,344

Hemazoin P. falciparum Polymerized heme from degradation of
hemoglobin

TLR9 48,345

Protein T. gondii (and related
apicomplexa)

Profilin molecules TLR11 45

Phospholipid Schistosom mansoni Lysophosphatidylserine in tegument TLR2 51

Phosphorylcholine Filarial nematodes Phosphorylcholine-containing
glycoconjugates on ES-62 glycoprotein

TLR4 50

RNA Schistosoma mansoni Double-stranded RNA in parasite ova TLR3 52

ES-62, filarial excretory-secretory antigen; GIPL, glycoinositolphospholipid; GPI, glycosylphosphatidylinositol;
LPG, lipophosphoglycan; VSG, variant surface glycoproteins.

Adapted from Gazzinelli RT, Denkers EY. Protozoan encounters with Toll-like receptor signalling pathways: implications
for host parasitism. Nat Rev Immunol. 2006;6(12):895, with permission.
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demonstrated only with T. brucei and T. cruzi DNAs (46,47).
In the case of P. falciparum, hemazoin, a product of
malaria-induced hemoglobin degradation, is a TLR9 ag-
onist (48), although there is controversy as to whether this
results from contamination with immunostimulatory DNA
fragments of parasite origin.

Helminth parasites also appear to express TLR li-
gands, although, as discussed later, their role in immune
response has been harder to define than those character-
ized in protozoa. Moreover, in many studies the possibility
of contamination by bacterial or viral TLR ligands from
symbionts has not been systematically ruled out. Indeed,
Wolbachia symbionts confer strong TLR4 and TLR2 ag-
onist activity on filarial parasites due to endotoxin-
like components present in these bacteria (49). Well-
studied examples of helminth TLR MAMPs include the
phosphorylcholine-containing moieties of the filarial gly-
coprotein ES-62 (50) and the lysophosphatidylserine com-
ponents of schistosome membranes (51), which trigger
TLR4 and TLR2, respectively. In addition, schistosome
eggs possess double-stranded RNA molecules that stim-
ulate TLR3 in DCs (52).

The role played by TLR in the host response to par-
asites is complex and not fully delineated in any of the
host–parasite models studied. The main evidence for TLR
involvement comes from experiments in mice deficient
in MyD88, a major adaptor protein required for signal-
ing by most TLR/IL-R receptors. These animals exhibit
a loss in resistance to T. gondii, T. cruzi, L. major, and
T. brucei and, in the case of Plasmodium berghei, decreased
immunopathology (44), reflecting the role of TLR signal-
ing in the initiation and maintenance of Th1 responses.
Of significance, no major alterations in helminth-induced
immune responses have been reported in MyD88-deficient
hosts on susceptible genetic backgrounds, arguing against
a major role for the TLR signaling in Th2-dependent host
resistance and pathology against worm infections.

In contrast to the dramatically increased susceptibil-
ity often observed in MyD88−/− mice after protozoan in-
fection, mice deficient in a single TLR exposed to the
same parasites rarely show pronounced changes in re-
sistance even when such animals display major immune
response impairments. For example, whereas TLR11−/−

mice infected with T. gondii develop severely blunted IL-12
responses both in vitro and in vivo, they nevertheless sur-
vive the acute-phase infection and show only a minor in-
crease in parasite load in comparison to fully susceptible
IL-12–deficient animals (45). Such findings may reflect re-
dundant functions for different TLRs or a requirement for
multiple MyD880-dependent TLR (or IL-1/IL-18) signals
in host resistance. Indeed, mice doubly deficient in TLR2
and TLR9 show greater susceptibility to T. cruzi infection
than either of the single knockouts (46). Additional syn-
ergy in TLR function is seen in mice engineered to be
deficient in both MyD88−/− and TRIF (an adaptor used

by TLR3 and TLR4 in triggering type I IFN production).
These double knockouts are even more susceptible to T.
cruzi than MyD88−/− mice, an effect attributed to defec-
tive IFNβ production (53). An additional complexity is that
mice deficient in a single TLR may show unaltered (or even
enhanced) resistance because the TLR in question controls
an immunopathologic response or downregulates host ef-
fector functions (54). A major challenge of research in this
area is to decipher such positive and negative parasite-
induced TLR signals and to elucidate their interactions
with other PRRs both within and without the TLR family.

DCs play a major role in linking parasite pattern-
recognition signals to the induction of both NK-mediated
innate responses and T cell–dependent adaptive immunity
(33). As discussed previously, in the case of many proto-
zoa, DC-produced IL-12 provides a major stimulus for the
initiation of both host defense pathways. The critical role
of DCs is underscored by the impaired IL-12 production as
well as control of protozoan (T. gondii) infection (55) seen
in mice in which CD11c+ DC populations have been genet-
ically depleted. Such DC-depleted mice are also unable to
generate CD8+ CTL responses against Plasmodium yoelii
sporozoites (56). The requirement for protozoan invasion
in DC activation is complex and depends on the parasite
species and DC subset in question. Indeed, as discussed
later, infection of DCs can result in suppressed responsive-
ness to activation stimuli. Nevertheless, live infection of
DCs with, for example, Leishmania (57) or T. gondii (58) ap-
pears to be important for efficient priming of CD8+ T cells
despite the sequestration of many of the protozoa in ques-
tion within parasitophorous vacuoles physically removed
from the class I MHC antigen presentation machinery of
the host cell. In addition, it appears that under certain
situations [e.g., immunization with irradiated sporozoites
(59)] infected apoptotic host cells are taken up by DCs as
a mechanism of CD8+ T cell priming.

Downregulation of Proinflammatory
Signaling Pathways in Macrophages
and DCs

In addition to upregulating APC function, parasite prod-
ucts can also dampen their activity either as a mecha-
nism of immune evasion or for the purpose of protecting
the host against an uncontrolled immune response. Leish-
mania, T. cruzi, and Toxoplasma have in common their
ability to inhibit proinflammatory and IFNγ -inducible re-
sponses in infected macrophages, such that the parasites
might not only prevent or delay the induction of Th1 re-
sponses, but also render infected macrophages unrespon-
sive to activation signals during the effector phase of the
immune response. For Leishmania, the inhibition is due
in part to activation of host cell tyrosine phosphatases, in-
cluding SHP-1, which inactivates JAK2 and ERK1/2 MAP
kinases involved in the IFNγ -inducible phosphorylation
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cascade (60). The major Leishmania GPI-anchored glycol-
ipids LPG and GIPLS have been shown to inhibit signaling
pathways in macrophages, resulting in impaired produc-
tion of IL-12 (61), essential for the development of pro-
tective immunity. By contrast with Leishmania, the abil-
ity of GPI anchors derived from T. cruzi trypomastigotes
to trigger macrophages to produce proinflammatory cy-
tokines is, as already discussed, well described (44). The
GPI-mucin-like glycoprotein signals through TLR2, and it
functions similarly to lipopolysaccharide (LPS) in induc-
ing a state of tolerance in macrophages, such that sub-
sequent responses to itself and even other TLR agonists
are suppressed (62). Both LPS and the trypanosome GPI-
mucin induce host cell phosphatase activities that are as-
sociated with defective MAPK activation and IκB degra-
dation. The GPI anchor substituents associated with the
shed variant surface glycoprotein (VSG) of African try-
panosomes also potentiate the proinflammatory cytokine
response in macrophages exposed simultaneously to IFNγ

(63). If, however, the macrophages are preexposed to re-
leased VSG, the subsequent IFNγ -induced response, in-
cluding Stat-1 phosphorylation, is markedly reduced. In-
fection with T. gondii is also characterized by the strong
production of proinflammatory cytokines, such as IL-12
and TNFα required for host resistance; however, nuclear
translocation of both NF-κB and Stat1 is blocked in in-
fected cells, despite the fact that both transcription factors
undergo phosphorylation-dependent activation in infected
cells (64). Thus, although both T. cruzi and T. gondii initiate
strong proinflammatory responses in host macrophages,
these signaling pathways appear to be subsequently im-
paired to avoid reaching pathologic levels that may be
lethal to the host and/or lethal to the parasite during the
adaptive phase of the immune response.

In addition to their suppressive effects on macrophages,
parasite products can also negatively regulate dendritic
cell function. For example, CCR5-dependent IL-12 produc-
tion by splenic DCs is rapidly suppressed after initial in
vivo stimulation with T. gondii (STAg) and cannot be re-
stimulated for approximately 1 week thereafter. This in-
hibition appears to result from the induction by parasite
products of lipoxin A4, an arachadonic acid metabolite
that downregulates both CCR5 expression on DCs and IL-
12 production by the same cells (65). Similarly, in murine
malaria infections, the initial burst of inflammatory cy-
tokine production is downregulated as DCs become refrac-
tory to further TLR signalling (66). A similar phenomenon
is observed with human DCs exposed to P. falciparum, in
which case it appears to be mediated by direct binding of
infected red blood cells to the scavenger receptor CD36 on
the DCs (67). Human DCs exposed to T. cruzi trypomastig-
otes also become unresponsive to subsequent LPS-induced
activation, a refractory state that can be achieved by the
ceramide portion of the parasite-derived GIPL (68). Stud-
ies with Leishmania suggest a more passive strategy for

avoidance or delayed initiation of immune control mech-
anisms. In the case of L. major, the metacyclic promastig-
otes that are deposited in the skin by vector sand flies are
poorly taken up by DCs, whereas the efficient uptake of
amastigotes by DCs in vitro and in vivo was found to de-
pend on parasite-reactive IgG and involved FcgRI and Fc-
gRIII that primed them for efficient production of IL-12
(69). Furthermore, the initial encounter of other Leishma-
nia species associated with more chronic infections fail
to activate DCs on their own or to prime them for further
maturation and IL-12 p70 secretion in response to endoge-
nous agonists such as IFNγ and CD40L (70). Similarly,
DCs exposed to helminths show only minor signs of matu-
ration, and in the case of DCs exposed to schistosome egg
antigens (SEA) or to microfilaria, their Th1-inducing ca-
pacity in response to TLR ligands or CD40L/IFNγ became
severely impaired (71–73).

Mechanisms Underlying Th1/Th2
Response Selection

Because parasites often stimulate CD4+ T cell responses
that are highly polarized in either the Th1 or Th2 direc-
tion, parasitic infection models have become important
tools for studying the cellular basis of Th1/Th2 subset se-
lection. As discussed previously, DCs are believed to be an
important source of the signals that determine CD4+ T cell
effector choice, and their role is best understood for Th1
responses. T. gondii, T. cruzi, Plasmodium, and to a lesser
extent Leishmania have been shown to activate DCs, result-
ing in upregulated expression of IL-12 and costimulatory
molecules. One of the costimulatory molecules induced on
such DCs is CD40. Of interest, when upregulated CD40 on
DCs interacts with CD40L on T cells, IL-12 p70 synthe-
sis is enhanced, which in the case of Leishmania provides
an essential positive feedback loop for Th1 activation and
immunity (74). In addition to its role in initiating Th1 dif-
ferentiation, an unexpected requirement for continuous
IL-12 signaling was observed for the maintenance of host
resistance to T. gondii and Leishmania infections even in
the chronic state (75,76). Also contrary to accepted dogma,
there is the evidence that IL-12 signaling is not obligatory
for initial Th1 subset selection. Thus, in studies in which
parasite-induced CD4+ T lymphocyte responses were an-
alyzed at a single-cell level, wild-type and IL-12–knockout
mice exposed to T. gondii developed comparable frequen-
cies of splenic IFNγ + CD4+ T cells, despite different levels
of IFNγ being detected in the culture supernatants, sug-
gesting that IL-12 may be more important for Th1 effec-
tor competence than for Th1 cell priming per se (77). It is
likely that in addition to IL-12 there are signals delivered by
other cytokines, including IL-18, IFNα, and IL-1, that may
be provided by protozoan-conditioned DCs to bias CD4+

T cell priming toward a proinflammatory Th1− cell fate.
For example, intrinsic differences were observed in high
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versus low production of IL-1α by DCs from BALB/c sus-
ceptible versus resistant strains, respectively, after uptake
of Leishmania amastigotes, and injection of IL-1α around
the time of L. major challenge enhanced protective immu-
nity in BALB/c mice (78).

As noted, the first direct demonstrations of the rele-
vance of the Th1/Th2 balance to the regulation of disease
outcome in vivo were made in studies on the Leishma-
nia major/mouse model. The mechanisms controlling the
polarized Th2 response in susceptible BALB/c mice have
been of enormous interest. A key finding is that much of the
early IL-4 derives from an oligoclonal population of CD4
cells with the Vβ4 Vα8 TCR that recognize the Leishma-
nia antigen LACK (79). It was initially believed that these
cells might represent a unique lineage in BALB/c mice that
are precommitted to releasing large amounts of IL-4. Sub-
sequent studies have revealed, however, that the Th2 re-
sponse in BALB/c mice may reflect an intrinsic defect in
their ability to mount or sustain a parasite-driven Th1 re-
sponse. BALB/c mice appear to have an intrinsically poor
Th1-differentiating capacity, because even in the absence
of IL-4 or IL-4 receptor signaling, IFNγ responses remain
relatively weak (80,81). Of likely relevance is the observa-
tion that under conditions of neutral priming, IL-12Rβ2
expression is not maintained during Th development in
BALB/c mice (82).

Additional differences in the factors controlling Th1
differentiation that are intrinsic not to CD4+ T cells but
to components of the innate response were noted earlier
with respect to IL-1 production by DCs after uptake of
amastigotes. An additional strain difference that may in-
fluence Th-subset development relates to the finding that
the dissemination of parasites from the site of inoculation
to the draining lymph nodes and spleen occurs early in
BALB/c mice, whereas early parasite containment is ob-
served in resistant mice (83). These differences in para-
site dissemination raise the possibility that distinct pop-
ulations of DCs with the capacity to induce preferential
priming for either Th1 or Th2 cells become activated in
resistant versus susceptible mice. Such populations might
not represent distinct APC lineages, but instead they may
reflect modulation of APC function by specific tissue envi-
ronments. That the site of antigen delivery can influence T
cell priming has been clearly demonstrated in the L. ma-
jor model; parasites delivered intravenously, intranasally,
or even to different skin environments can elicit Th2 re-
sponses and nonhealing infections in normally resistant
mice (84,85).

Whereas L. major infection in BALB/c mice remains an
extraordinary tool for investigating the factors controlling
Th2 response selection in vivo, the fact that the model re-
flects an aberrant response arising, at least in part, from
inherent Th1 developmental defects suggests that these de-
fects might not reflect the mechanisms underlying the Th2
polarization that is a hallmark of helminth infections in

virtually all mammalian hosts. Furthermore, whereas the
Th2 immune deviation is clearly an inappropriate host re-
sponse to an intracellular pathogen like Leishmania, it is
an evolutionarily driven, integral aspect of acquired resis-
tance to parasitic worms. The role of DC in Th2 response
selection in helminth infection seems clear because DCs
conditioned by exposure to helminth products (Brugia or
Schistosoma) have been shown to polarize naive T cells
toward a Th2 phenotype (86,87). In this case, however, ac-
tivation of DCs as judged by the upregulation of prototypic
MHC and costimulatory markers appears to be minimal, as
is production of IL-12 or IL-4. Furthermore, Th2 polariza-
tion is MyD88 independent, whereas Th1 differentiation is
in most instances MyD88 dependent. These observations
are consistent with a model of Th2 induction by DCs that
occurs via a default pathway, in the absence of Th1 prim-
ing signals, especially IL-12. However, such defaulting to
Th2 is not observed when IL-12–deficient mice are infected
with either T. gondii or Leishmania (see earlier discussion).
Furthermore, in the case of DCs exposed to schistosoma
antigens, there is a requirement for expression of signaling
(NF-κB) and costimulatory (CD40 and OX40L) molecules
for the induction of Th2 responses (88). Notch signaling,
initiated by upregulated expression of the Notch ligand
Jagged 1 on APCs, has also been implicated in Th2 differen-
tiation, and mice that lacked signaling from all four Notch
receptors failed to develop a protective Th2 cell response
against the gastrointestinal helminth Trichuris muris (89).
Therefore, it is more likely that helminth-conditioned DCs,
rather than initiating a default differentiation pathway in
naive T cells, provide a set of positive signals that result in
Th2 priming.

The concept that IL-4 provides an essential instruc-
tive signal for Th2 differentiation is also under scrutiny.
As noted earlier, helminth-conditioned DCs will polarize a
Th2 response in vitro in the absence of IL-4, and mice de-
ficient in IL-4, IL-4R, or the Th2-promoting transcription
factor STAT-6, when infected with the helminth parasite
Nippostrongylus brasiliensis or Schistosoma mansoni, de-
velop diminished but still physiologically significant Th2
responses. In the case of IL-4–deficient mice, such resid-
ual Th2 cytokine secretion was shown to mediate, through
the action of IL-13, protective or immunopathologic effects
against N. braziliensis or S. mansoni, respectively (90,91).
Although these findings argue that whereas IL-4R/STAT-6
signaling is not essential for priming of IL-4+ CD4+ T lym-
phocytes, it is clear that IL-4 plays a critical role in the mat-
uration and stabilization of Th2 cells once their phenotype
has been decided. For example, STAT-6–deficient animals
exposed to a helminth stimulus display not only dimin-
ished numbers of Th2, cells but also an expanded popula-
tion of Th1 cells that appears to be IL-12 independent (92).
This observation supports data from other studies arguing
that an important function of the IL-4R/STAT-6 pathway
may be to silence IFNγ gene expression, a mechanism that
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would indirectly lead to elevated Th2 frequencies. Finally,
Th2 cells need not be the only source of IL-4 for maturation
of the Th2 response; basophils committed to express IL-4
are recruited to the liver and lungs of mice infected with
the migrating intestinal helminth N. brasiliensis (93,94).

EFFECTOR MECHANISMS OF
HOST RESISTANCE

Once parasites have successfully evaded innate host de-
fenses and had their antigens processed by APCs, adap-
tive cellular and humoral immune responses are invariably
induced, usually against a wide array of antigenic con-
stituents of each pathogen. The problem is that because
of the nature of the host–parasite adaptation, these re-
sponses are rarely orchestrated in a manner that will com-
pletely eliminate the parasite or restrict its growth. The
design of successful immune intervention strategies de-
pends on the identification of relevant target antigens but
even more importantly on an understanding of the type of
immune response and protective mechanism that must be
induced. These effector mechanisms can be broadly clas-
sified based on the type of parasite (intracellular or extra-
cellular) against which they are directed.

Intracellular Parasites

Because of their primary habitat within host cells, intra-
cellular parasites are believed to be susceptible mainly to
cell-mediated immune effector mechanisms, often involv-
ing a mixture or succession of CD4+ and CD8+ T cell re-
sponses. The extent of CD8 involvement appears to be par-
tially related to the degree of class II versus class I MHC
expression on the host cells infected. CD8+ T cells are
especially critical effector cells for the control of T. cruzi
or T. gondii infections because these parasites can infect
many nucleated cell types that express only MHC class I
molecules. Nevertheless, even in Leishmania infection, in
which parasites reside almost exclusively in macrophages,
CD8+ T cells can be highly protective against both primary
infection and challenge exposure (95,96). In addition to
their contribution of IFNγ to the effector response, CD8+

T cells might also control intracellular parasitic infection
through the lysis of host cells. This would be of particu-
lar benefit to the host if the target cells from which viable
parasites are released are themselves defective in intracel-
lular killing (e.g., fibroblasts, DCs) and if the parasites are
subsequently made available for uptake by cells that are
more responsive to activation signals (e.g., macrophages).
In every protozoan infection analyzed, however, including
T. gondii (97), malaria (98), and T. cruzi (99), mice defi-
cient in the lytic molecules perforin or granzyme B show
no or minimal loss of host resistance. The foregoing ob-
servations suggest that, as already noted for NK cells (see

earlier discussion), the protective functions of CD4+ and
CD8+ T cells against intracellular parasites are mediated
primarily through lymphokine production rather than tar-
get cell lysis.

IFNγ is the key lymphokine involved in control of in-
tracellular protozoan parasites, as demonstrated by the
extreme susceptibility of IFNγ -deficient mouse strains
to infections with Leishmania (100), T. cruzi (101),
T. gondii (102), Plasmodium (103), and even Cryptosporid-
ium parvum (104), which dwells in epithelial cells inside
the gut. Its mechanism of action is perhaps clearest in the
case of Leishmania, which replicate primarily, if not exclu-
sively, in macrophages—a cell type readily activated by this
cytokine. The major function of IFNγ in restricting para-
site growth appears to be the induction of inducible nitro-
gen oxide synthase (iNOS) and the subsequent generation
of toxic reactive nitrogen intermediates (RNIs) within in-
fected macrophages. Thus, disruption of the iNOS gene
in a normally resistant strain leads to a susceptible phe-
notype, and macrophages from the same knockout strain
show defective IFNγ -induced control of parasite growth
(105). In addition to IFNγ , optimal production of RNI
depends on costimulation with TNF or triggering by al-
ternative signals such as IFNα/β or by CD40L and LFA-1
produced by parasite-induced CD4+ T cells (106). The pro-
duction of RNI by IFNγ -activated macrophages is inhib-
ited by IL-4, IL-10, IL-13, and TGFβ (107), and this is likely
to be a major but not the sole mechanism by which the Th2
response prevents healing in leishmaniasis.

In contrast to Leishmania, most intracellular protozoa,
including T. cruzi, T. gondii, Cryptosporidium, Eimeria, and
Plasmodium spp., preferentially invade cells not tradition-
ally believed to possess microbicidal mechanisms that can
be activated by IFNγ . In the case of these pathogens, the
role of RNIs or respiratory oxygen intermediates (ROIs) in
IFNγ -mediated control of parasite growth is more tissue
restricted. A good example is the role of IFNγ in immu-
nity against the exoerythrocytic stages of malaria. IFNγ

produced primarily by CD8+ T cells in response to vacci-
nation induces RNIs within hepatocytes invaded early af-
ter sporozoite challenge and restricts further pathogen de-
velopment (108). However, when malaria parasites escape
the liver they take up residence in erythrocytes, which, in
contrast to hepatocytes, are unable to produce RNIs.

Lymphokine-mediated intracellular control of T. gondii
infection involves a more complicated mechanism than
induction of RNIs. The immunity induced cannot be at-
tributed solely to activated macrophages as originally be-
lieved because the parasite infects multiple host cell types
and host resistance requires IFNγ signaling in cells of
both hemapoietic and nonhemapoietic origin (109). Ac-
cordingly, the role of RNIs in resistance has been shown
to be limited, functioning predominantly in the chronic
stage of infection. An important clue concerning the mech-
anism controlling acute infection came from studies in
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mice deficient for members of the p47GTPase family. These
proteins are induced by IFNγ in a variety of hemapoi-
etic as well as nonhemapoietic cell types. Mice deficient
in either interferon induced GTPase (IGTP) or a second
family member, LRG-47, were found to be highly sus-
ceptible to infection with T. gondii although they devel-
oped a normal IFNγ response (110). On IFNγ stimu-
lation of T. gondii–infected cells, IGTP has been shown
to traffic from the endoplasmic reticulum to the para-
sitophorous vacuole, where it participates in a process in-
volving disruption of the vacuole, stripping of the tachy-
zoite membrane, and autophagic elimination of the para-
sites in the host cell cytosol (111,112). Although LRG-47
is similarly required for effective IFNγ -dependent control
of T. gondii, it is not recruited to the parasitophorous vac-
uole and thus must serve a different function. Of interest,
LRG-47 also plays a major role in IFNγ -dependent host
resistance to T. cruzi and, in addition to regulating intra-
cellular killing of the parasite, is required for a normal
hematopoietic response to the infection. Thus, T. cruzi-
infected LRG47−/− mice, although they develop a higher
parasitemia, also undergo profound bone marrow failure
that is likely to be the direct cause of their early mortality
(113). Another IFNγ -dependent mechanism of intracellu-
lar parasite killing that limits T. gondii replication in hu-
man but not mouse nonhemapoietic cells is the induction
of indolamine 2,3-dioxygenase, an enzyme that catabolizes
tryptophan, an essential amino acid for growth of this pro-
tozoan (114). The foregoing examples underscore the com-
plexity of the effector pathways triggered by IFNγ that act
against different parasites in different host cells.

Although resistance to the erythrocytic stages of
malaria is believed to be mediated primarily by humoral
mechanisms, blood-stage immunity develops after infec-
tion in B cell–deficient mice and can be transferred with
defined CD4+ T cell lines and clones, suggesting that
cell-mediated effector mechanisms also exist (115). Di-
rect killing of infected red blood cells by lymphocytes is
believed to be unlikely; instead, parasite clearance seems
to depend on activation of phagocytosis by Th-1–type cy-
tokines (of which IFNγ is absolutely crucial). Although it
is possible to augment this mechanism by vaccination, ex-
perimental vaccines relying exclusively on T cell–mediated
effector mechanisms have been associated with high mor-
tality. For example, 60% of mice receiving a vaccine de-
signed to induce CD4+ Th1 responses to an immunodomi-
nant blood-stage antigen of P. yoelii died despite being able
very effectively to eliminate infected erythrocytes (116).
Even when the role of antibody is clear, as with the pas-
sive transfer of immune serum, the extent of protection is
reduced by prior splenectomy or T cell depletion. The rel-
evant pathways seem to function through cytokine (e.g.,
IFNγ , TNFα) activation of macrophages that phagocytose
and destroy infected RBCs in spleen. This process is aug-
mented when infected RBCs are opsonized by FcR-binding

antibodies, providing an excellent example of cooperation
between cellular and humoral arms of the immune re-
sponse. In support of this concept, resistance to human
malaria has been correlated with T cell production of IFNγ

(117) and generation of NO (118) in vitro and with FcR-
binding antibody subclasses (119).

Intracellular protozoa live briefly in the extracellular
milieu during initial host infection and when they invade
new cells during their in vivo multiplication. During this
period they are vulnerable to attack by antibody (Ab). In
addition, although they do not directly kill free parasites,
Abs can block their invasion of new cells, thereby suppress-
ing infection. These forms of humoral immunity are of
special interest in vaccine development. After repeated in-
fection, humans living in areas endemic for P. falciparum
gradually develop immunity to asexual blood stages, pre-
venting high-density parasitemia and thereby preventing
clinical disease. The contribution of Abs to this resistance
was demonstrated in experiments in which serum from
highly immune adults was transferred to acutely infected
children, resulting in a temporary but highly significant
reduction in parasitemia (120). The generally accepted ex-
planation for slow acquisition of immunity to malaria is
that it is strain specific and that an individual becomes
immune only after being exposed to the strains circulating
in his or her community. Furthermore, humoral immunity
to malaria is likely to depend on an array of Abs of differ-
ing antigen specificities and functions, including aggluti-
nation of sporozoites, merozoites, or parasitized RBCs, in-
hibition of parasitized RBC cytoadherence to small blood
vessels, and/or blocking of hepatocyte or red cell invasion
by sporozoites or free merozoites, respectively (115). For
the latter mechanism, the antigenic fine specificity of the
Ab is crucial because some Ab specificities are able to block
merozoite invasion into erythrocytes, whereas others, with
distinct but overlapping specificities, either have no effect
or, in the worst case, impede the activity of invasion in-
hibitory specificities (121). Although many of these mecha-
nisms operate independently of FcR binding, an additional
in vitro mechanism has been described, Ab-dependent cel-
lular inhibition (ADCI), in which IgG1 and IgG3 in donor
serum interact with monocytes or granulocytes via FcR,
triggering them to produce TNFα, which is proposed to be
inhibitory for parasite development (122).

A well-studied example is the antibody response against
the circumsporozoite (CS) protein present on preerythro-
cytic stages of malaria (123). Monoclonal Abs (mAbs) di-
rected against CS protein prevent the invasion and de-
velopment of sporozoites in cultured hepatocytes and
in vivo, in passive transfer studies, confer protective im-
munity against Plasmodium berghei, P. yoelii, P. vivax, or
P. knowlesi sporozoite challenge (124). With the advent
of intravital imaging techniques, it has become apparent
that sporozoites are initially inoculated into dermal con-
nective tissues, where they may take up to 30 minutes to
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locate and invade a blood vessel. In immunized animals
or those that have been passively transfused with anti-CS
antibodies, sporozoites become immobilized within min-
utes and fail to invade blood vessels [see Vanderberg and
Frevert (125) for excellent video imaging showing these
effects]. Although incomplete sporozoite neutralization or
inhibition of hepatocyte invasion allows the development
of forms that can infect red cells, reducing the number of
developing hepatic schizonts can significantly reduce the
size of the blood inoculum and delay the onset of patent
parasitemia and may allow the host more time to develop
effective anti–blood stage immunity. Sporozoite antigens
may therefore prove to be very valuable components of a
multivalent vaccine.

Extracellular Parasites

The extracellular parasites are a highly diverse group of
pathogens, which include nematoda (round worms), platy-
helminthes (flat worms), and a few extracellular protozoa.
Because they exhibit variability in size, tissue tropism, and
mechanism of immune evasion, it is not surprising that
immunity against many of these pathogens often requires
more than one immune effector mechanism to mediate
resistance. A variety of immune cells and mediators are
activated during infection, including T cells, eosinophils,
mast cells, basophils, macrophages, and antibodies. Im-
munity is achieved through a variety of direct and indirect
mechanisms that include ADCC, increased mucus pro-
duction, alterations in gut physiology, and exposure to
toxic mediators produced by activated macrophages and
eosinophils, which ultimately cooperate to facilitate worm
expulsion. Such complex mechanisms are needed against
helminths in particular because they live in the gut, blood,
lymphatics, and a variety of other host tissues.

Helminth parasites induce highly polarized Th2 re-
sponses that contribute to the mast cell, eosinophil, gi-
ant cell, IgE/IgA, and mucosal responses that are typi-
cally associated with these infections. For the intestinal
helminths, it is clear that elements of the type 2-response
are crucial for resistance to infection. Several worms have
been studied in detail in this regard: Trichuris muris, a
natural parasite of the mouse and closely related to hu-
man whipworm, Heligomosoides polygyrus, Litomosoides
sigmodontis, Trichinella spiralis, Nippostrongylus brasilien-
sis (the rat hookworm), and Strongyloides stercoralis. Al-
though Th2 cytokines are clearly involved in resistance to
many of the intestinal nematodes, the importance of Th2
immunity is less certain with many of the filarial (Bru-
gia malayi, Wuchereria bancrofti, Litomosoides sigmodon-
tis) (126–128) and schistosome species (129), as discussed
in detail later.

T. muris and H. polygyrus are both transmitted by the
oral-fecal route independent of an intermediate host, and,
in some strains of mice, they can establish chronic in-

fections. In the case of T. muris, immunity is strictly de-
pendent on the genetic background of the host, with re-
sistant animals rejecting the parasite soon after exposure
and susceptible animals developing long-lived chronic in-
fections (130). In this model, resistant mice develop type
2 responses, whereas susceptible mice mount type 1 re-
sponses, with a variety of immunoregulatory cytokines and
mediators influencing this decision. For example, in nor-
mally susceptible strains, IFNγ , IL-12, MyD88, and Toll-
like receptor-4 deficiencies (130,131) can promote the ex-
pansion of type 2 responses and effective clearance of the
parasites.

For both H. polygyrus and T. muris, primary immunity
depends on the development of a parasite-specific CD4+ T
cell response (132). Most mouse strains are susceptible to
primary H. polygyrus infections, but after drug clearance
the animals develop strong type 2 responses and are highly
resistant to secondary infection. The maintenance of im-
munity during recall infections is crucially dependent on
the presence of memory CD4+ Th2 cells at the site of infec-
tion (133). The memory Th2 response also triggers the de-
velopment of alternatively activated macrophages, which
help to clear secondary H. polygyrus infections (134). Ex-
ogenous IL-4 can cure primary T. muris and H. polygyrus
infections, whereas anti-IL-4R mAb treatment suppresses
immunity to both. Of interest, however, the individual roles
of IL-4 and IL-13 in these infections appear to depend
on the genetic background of the host because C57BL/6
IL-4 knockout mice are susceptible to T. muris infection,
whereas BALB/c IL-4 knockouts are completely resistant
(135,136). These latter studies were the first to suggest an
IL-4–independent role for IL-13 in resistance, which was
confirmed by treating BALB/c IL-4–deficient mice with a
soluble IL-13 inhibitor. IL-13–deficient mice also gener-
ate chronic infections despite developing relatively normal
IL-4 responses, further emphasizing the important contri-
bution of IL-13 to the mechanism of resistance (135).

Other cytokines, chemokines, and signaling pathways,
including TNF, IL-18, IL-1, IL-25, IL-10, IL-27R (WSX-1),
CCL2, Notch, and the NF-κB, family were also identified
as important regulators of protective IL-13 responses dur-
ing T. muris infection. For example, mice treated with
neutralizing antibodies to TNF develop relatively normal
Th2 responses after infection with T. muris, yet they fail
to expel their parasites, illustrating a critical downstream
role for TNF in the mechanism of IL-13–mediated immu-
nity (137). IL-1α and IL-1β are also protective, although,
unlike TNF deficiency, which does not affect the Th2 re-
sponse, IL-1 deficiency has a profound inhibitory effect
on Th2 cytokine production, thus identifying a unique
role for IL-1 signaling in the development of immunity
(138). Chronic T. muris infections are also established in
IL-10 and IL-10/IL-4 double-deficient mice, with IL-10 en-
hancing type 2–dependent immunity by downregulating
the type 1 response (139,140). IL-10–deficient mice also
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display marked morbidity and mortality after T. muris in-
fection, suggesting a particularly critical role for IL-10 in
the development of either immunity or pathology. Mor-
tality is reduced if the animals are treated with a broad-
spectrum antibiotic, suggesting that an outgrowth of op-
portunistic bacteria in the gut contributes to the uncon-
trolled inflammation and high morbidity of IL-10−/− ani-
mals (140). IL-25 was also identified as an important reg-
ulator of Th2 responses (141). Studies conducted with IL-
25−/− mice showed that IL-25 is required for the rapid
development of type 2 immunity during both T. muris and
N. brasiliensis infection (142,143). Like IL-10, IL-25 also
limited the development of pathogenic inflammation in
the gut. Thus, multiple pathways are involved in the gen-
eration of protective IL-4/IL-13 responses during T. muris
infection.

The normal development of immunity in N. brasilien-
sis infection appears to be almost entirely IL-4 indepen-
dent, as demonstrated in experiments with IL-4−/− and
anti–IL-4 mAb–treated mice (144). The IL-4–independent
mechanism is, however, dependent on the IL-4 receptor
and Stat6 signaling, suggesting a critical contribution of
IL-13, which was confirmed in IL-13 blocking studies.
IL-13- and IL-4/IL-13–deficient mice are also more sus-
ceptible to N. brasiliensis than IL-4−/− mice, further illus-
trating the critical role of IL-13 in the development of im-
munity (145). Immunity to T. spiralis also requires STAT6
(146) and IL-4R signaling but not IL-4 (126), again sug-
gesting a dominant role for IL-13 in the development of
antihelminth immunity. The fact that IL-4 and IL-13 are
capable of stimulating immunity in immunodeficient hosts
suggests that a non–bone marrow–derived cell expressing
the IL-4R is being targeted in the gut, which was recently
confirmed in elegant experiments using bone marrow
chimeras (147).

Notwithstanding the clear results in mice, the relative
contribution of type 2 cytokines to the development of im-
munity in humans is uncertain. The most straightforward
hypothesis, and one predicted for many years, that IgE is
protective against intestinal helminths, has either been re-
futed following intensive investigation using mouse mod-
els or at least received little direct confirmation (148,149).
The possibility exists, however, that there are host species
differences in this regard because in rats the rapid expul-
sion of a secondary T. spiralis infection is easily transferred
to naive animals with IgE (150). IgE−/− mice can expel
adult worms but at a slower pace, and they develop nearly
twice as many muscle larvae as IgE−/− mice (151). Al-
though type 2 cytokines promote IgE class switching in
B cells, the exact mechanism by which IL-4 and IL-13
mediate worm expulsion in the gut is undefined. Never-
theless, many important advances have been made in this
area over the last few years. For example, IL-4, IL-13, and
H. polygyrus infection all have dramatic effects on intesti-
nal physiology, causing decreased peristalsis, increased

mucosal permeability, reduced sodium-linked glucose ab-
sorption, and decreased chloride secretion in response to
5-hydroxytryptamine and acetylcholine (152,153), which
together may facilitate expulsion of enteric nematodes
from the gut. Smooth muscle hypercontractility and gob-
let cell hyperplasia are also induced by type 2 cytokines
and inhibited by IL-12 and the IL-13 decoy receptor
(140,154,155). Intestinal permeability and smooth muscle
contractility are also regulated by the actions of mast cell–
derived proteases and protease-activated receptors, which
are expressed throughout the small intestine. The net effect
of these processes is to trap parasites in mucus within the
gut lumen, increase intestinal fluid content, and peristal-
sis, which presumably leads to the expulsion of luminal
dwelling parasites. More recently, a Th2-induced protein
made by goblet cells (RELMbeta/FIZZ2) was found to in-
hibit T. muris chemotaxis by interacting with the parasite’s
chemosensory apparatus, suggesting an additional role for
Th2-induced effector molecules in resistance to gastroin-
testinal nematode infection (156).

Eosinophils are also frequently associated with
helminth infections. Surprisingly, they do not appear to
play a significant role in protective immunity to T. muris,
H. polygyrus, or N. brasiliensis (149). Nevertheless, there is
evidence from experiments with anti–IL-5 mAb–treated,
IL-5 transgenic, and IL-5Rα-chain knockout mice that
eosinophils play a significant role in immunity against
tissue-invasive larval forms of Strongyloides spp. and An-
giostrongylus cantonensis (157,158,159). Immunity against
primary T. spiralis infection is also impaired in IL-5–
deficient mice and is associated with decreased muscle
hypercontractility (160). Because eosinophils can produce
significant quantities of IL-4 and/or IL-13 (161,162 ), one of
their key functions may be to amplify the effector mecha-
nisms that are controlled by type 2 cytokines (163). There is
a large body of literature, primarily from studies in rats and
humans, that suggests that eosinophils play a role in pro-
tection against (non–gut dwelling) schistosomes (164,165),
although anti-IL–5 treated and eosinophil-deficient ani-
mals display no changes in susceptibility to these para-
sites, again suggesting host-species differences (161,164).
Overall, despite the prevailing dogma, the majority of stud-
ies have failed to support a critical role for eosinophils in
immunity to the intestinal helminths.

Mast cells, which have been linked with IL-4–induced
changes in intestinal physiology, appear to play an im-
portant role in immunity to T. spiralis; mice treated with
mAbs against stem cell factor (SCF, a non–T cell–derived
cytokine) or c-kit (both of which play a central role in
mast cell development) are unable to expel their parasites
(166). In these experiments, there was no inhibitory effect
on the CD4 response, and when the mAb treatment was
stopped, the parasites were quickly expelled. These data
suggest that the CD4 T cell–dependent response cooper-
ates with SCF to promote the mast cell response, which
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ultimately facilitates parasite expulsion. Several cytokines
made by CD4 cells, including IL-3, IL-4, IL-9, IL-10, and
IL-18, have been implicated in the protective mast cell re-
sponses (91,139,167 ). The contribution of IL-9 seems es-
pecially convincing because high concentrations of IL-9
accelerate the clearance of T. spiralis (168) and T. muris
(169), whereas anti–IL-9 mAb treatment inhibits immu-
nity to T. muris (170). IL-9–producing dendritic cells have
been used as adjuvants to generate the protective CD4+

Th2 responses (171), raising the possibility that IL-4 de-
rived from mast cells is feeding back to enhance Th2 cell
differentiation (169). A similar Th2-promoting mechanism
was proposed for tissue basophils, which have been iden-
tified as an important source of IL-4 in schistosome, filar-
ial, and N. brasiliensis infections (93,172,173). In filariasis
patients, the presence of antigen-specific IgE appears to
be critical for basophil IL-4 production (173). Thus, CD4+

Th2 cells, eosinophils, mast cells, and basophils may all
contribute to the protective type 2 responses that are in-
duced after infection with helminth parasites.

In addition to playing roles in immunity to gastrointesti-
nal helminths, there is growing epidemiologic evidence
that type 2 responses, particularly in the form of antigen-
specific IgE, mediate the resistance that develops with
age in endemic areas. Although the exact mechanism by
which IgE Ab mediates protection is unclear, it is possi-
ble that parasite-specific IgE cooperates with eosinophils
or macrophages in an ADCC type mechanism (174). Con-
sistent with this hypothesis, carriage of the HLA-DRB1∗13
class II allele is associated with increased posttreatment
IgE levels against S. mansoni antigens and lower long-term
reinfection levels (175), whereas field studies in Brazil sug-
gested that resistance is controlled by a major gene that
localizes to a region of chromosome 5, which encodes the
type 2 cytokines (176). IgE-primed basophils may also en-
hance immunity by producing Th2 cytokines (93,172,173).

Both type 1 and type 2 associated effector mechanisms
may be needed for the efficient clearance of lymphatic
filariasis (177) because the primary immune response
to live filarial parasites is dominated by both Th2 cy-
tokines and several proinflammatory mediators, including
IFNγ , TNFα, granulocyte-macrophage colony-stimulating
factor, IL-1α, and IL-8. In the Brugia mouse model of filar-
iasis, B cells are required for the development of immu-
nity (178), with IgM antibodies participating in the clear-
ance of both primary and secondary infections and IgE
assisting with primary but not secondary infections (179).
Eosinophils are also required for resistance to primary
Brugia pahangi infection (180), suggesting that an ADCC-
type effector mechanism facilitates parasite clearance. In
the L. sigmodontis model of filariasis, IL-4 blocks nema-
tode development in resistant hosts but not in susceptible
strains of mice, suggesting that additional immune effec-
tor molecules are required in some hosts (181). Related
studies have suggested important synergy between IFNγ

and IL-5 in the development of antifilarial immunity (182),
although the role of IFNγ is unclear.

As with many of the extracellular parasites, resis-
tance to protozoan trypanosomes appears to require el-
ements of both cell-mediated and humoral immunity.
The African trypanosomes are tsetse-transmitted para-
sites that inhabit the extracellular compartment of their
host’s blood and avoid detection by the humoral immune
system by switching among antigenically distinct vari-
ant surface glycoproteins (VSGs) (see later discussion).
Trypanosome-infected hosts typically do not produce an-
tibodies that destroy the parasite other than those that are
VSG specific. Parasitemias manifest as recurring waves,
with each wave of parasites expressing a different VSG,
and are cleared after development of VSG-specific Ab. Be-
fore an effective antibody response can be generated, how-
ever, the host can develop quite high parasitemias, severe
trypanosomiasis-associated pathology, generalized im-
munosuppression, and, in some circumstances, debilitat-
ing secondary infections (183). It is clear that overproduc-
tion of IFNγ and nitric oxide appears to be the root cause
of these deleterious side effects (184) while also contribut-
ing to host resistance, because parasite control within
the extravascular tissue compartment has been shown
to involve a parasite antigen-specific Th1 response, asso-
ciated with IFNγ -dependent activation of macrophages
(185,186).

Another important extracellular protozoan, Giardia, is
a flagellated intestinal parasite that causes both acute and
chronic diarrheal disease. Despite its intestinal habitat,
Giardia appears to be controlled by mechanisms distinct
from those mediating resistance to most gastrointestinal
nematodes, although recent studies suggest that mast cell–
derived IL-6 may be important for the rapid elimination
of Giardia in mice (187,188). Although a T cell–dependent
mechanism is also clearly essential for resistance to acute
infections, numerous studies have suggested that antibod-
ies, particularly of the IgA isotype, are required to con-
trol chronic G. lamblia infections (reviewed in ref. 189).
More recently, it was suggested that neuronal NOS (NOS1)
might facilitate clearance of Giardia from the gut by in-
creasing gastrointestinal motility and parasite-induced di-
arrhea (190).

The foregoing examples stress that whereas intracellu-
lar and extracellular parasites often stimulate distinct im-
mune response profiles, their immune control may involve
overlapping immunologic effector arms.

MECHANISMS OF IMMUNE EVASION

Pathogens that rely on an invertebrate vector to complete
their life cycle or are only sporadically transmitted from
one host to another are under strong evolutionary pres-
sure to prolong their survival within the mammalian host.
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Because the adaptive immune response is the principal
barrier to the persistence of pathogens in the mammalian
host, parasites have evolved diverse strategies to evade
immune control mechanisms, either by evading immune
recognition or by suppressing the immune response. The
former strategy refers to the ability of some parasites to
sequester within sites that are inaccessible to immune at-
tack, to mask themselves with host antigens, to shed their
own target antigens, or, most notably, to undergo antigenic
variation. The later strategy refers to the active suppres-
sion of established, ongoing immune responses that may
contribute to the state of equilibrium that is established
between host and parasite in sites of chronic infection.

Evasion of Immune Recognition

The asexual, blood stage of malaria would seem the most
obvious example of a well-hidden parasite. Its ability to
invade mature erythrocytes, which lack both class I and
class II histocompatibility molecules, in theory at least
should protect it from recognition by antibodies or effec-
tor T cells. However, because parasitized erythrocytes are
efficiently cleared by the spleen, additional immune eva-
sion strategies, that is, antigenic variation, are required
(described later). Other intracellular protozoa appear to
hide within immunologically privileged sites. The persis-
tence of T. cruzi within heart or skeletal muscle, which is
believed to underlie the pathogenesis of Chagas’ disease,
occurs despite the fact that parasites are cleared from most
other tissue (191). Infected muscle cells may be only poorly
recognized as targets for cytotoxic T lymphocytes (CTLs)
or poorly accessible to their homing, or they may have in-
trinsic defects in immune-mediated killing mechanisms. A
similar form of sequestration has been proposed to explain
the long-term persistence of Leishmania within fibroblasts
and dendritic cells following their efficient killing by ac-
tivated macrophages during the acute stage of infection
(192). Although persistent low-level infection of host cells
has been proposed as an explanation for latency in T. gondii
infection, the major parasite reservoir during chronic in-
fection is undoubtedly provided by the tissue cyst, essen-
tially a modified host cell carrying a specialized dormant
parasite stage, the bradyzoite. Helminths (with the excep-
tion of Trichinella) do not invade host cells and therefore
cannot use this strategy for evading immune recognition.
Furthermore, because most multicellular helminth para-
sites do not replicate themselves within their mammalian
hosts, they are not equipped to evade immune recogni-
tion by undergoing antigenic variation. Instead, they em-
ploy alternative mechanisms such as disguising their sur-
faces with host molecules and rapidly shedding membrane
(tegument)-bound immune complexes (193). In addition,
helminths have evolved a series of elaborate processes for
inactivating antibody, complement, and cellular effector
elements that threaten the parasite surface (194). Of inter-
est, recent data suggest that helminths may take advantage

of host T lymphocyte and cytokine signals as developmen-
tal triggers, and if these signals are in low abundance or
lacking in vivo parasite growth may be aborted or severely
attenuated (195–197). In the case of schistosome parasites,
development of female parasites is not directly influenced
by the adaptive immune system, whereas male develop-
ment is (198). In this sequential model, adaptive immune
signals trigger development of mature males, which sub-
sequently stimulate development of mature females. Thus,
in this example, chronic infection is achieved only when
specific features of the host adaptive immune system are
successfully exploited.

Antigenic variation is an important mechanism of im-
mune evasion shared by diverse classes of pathogenic
protozoa, including African trypanosomes, Giardia, and
malaria. In each case, the antigens involved are highly im-
munogenic but poorly cross-reactive and are encoded by
large families of nonallelic genes. The best-studied exam-
ple of antigenic variation in parasites is that of African
trypanosomes, the etiologic agents of sleeping sickness (re-
viewed in ref. 199). As mentioned, these organisms, such
as T. brucei, produce waves of parasitemia by generating
subpopulations that express antigenically different forms
of the major surface variant-specific glycoprotein (VSG).
This switching occurs independent of antibody and at rel-
atively high frequency. An internal subregion of the VSG
appears to be the major epitope driving the Th1 response,
and this region is also highly variable.

In the case of Giardia lamblia, surface antigenic varia-
tion occurs within a family of variant-specific, cysteine-
rich, zinc finger proteins (VSPs). After inoculation into
mice of a single G. lamblia clone, the original VSP is ex-
pressed for approximately 2 weeks and then is gradually
replaced by other VSPs, coincident with the appearance
of variant-specific antibodies (reviewed in ref. 200). Mice
that are unable to make antibodies, however, are still able
to control acute G. lamblia infection, and, even in immun-
odeficient mice or gerbils, certain clones of G. lamblia are
selected for or against, depending on the parasite clone
and the host species (201). Thus, in addition to immune
evasion, antigenic variation may be involved in other as-
pects of biological selection, such as diversifying the host
range of the parasite.

Although the need for antigenic variation might be ob-
vious for extracellular protozoa such as trypanosomes and
Giardia, it is less obvious why malaria parasites—hiding in-
side red blood cells—should have evolved a similar strategy
of immune evasion (reviewed in ref. 202). The most plau-
sible explanation is as follows. Developing schizonts cause
erythrocyte distortion, loss of flexibility, and abnormal sur-
face exposure of various membrane components, all of
which make infected erythrocytes vulnerable to clearance
from the circulation during passage through the spleen
in a manner very similar to that by which normally aged
red cells are removed and destroyed. To avoid passage
through the spleen, the parasite exports to the red cell
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surface a range of molecular anchors—of which the
best characterized is P. falciparum erythrocyte membrane
protein-1 (PfEMP-1)—which bind to endothelial receptors,
allowing the parasite to sequester in peripheral tissues.
Parasite sequestration contributes to malaria pathology,
clogging blood vessels and triggering focal inflammation,
giving rise to cerebral, respiratory, and renal symptoms;
sequestration in the placenta gives rise to pregnancy-
associated malaria. Because these molecular anchors are
parasite derived, they are recognized by the immune sys-
tem; antibodies bind to them, prevent endothelial seques-
tration (and disease), and allow parasitized RBCs to be
cleared in the spleen. Thus, for the parasite to establish a
chronic infection, a system of clonal antigenic variation is
required. The importance of these molecular anchors as a
parasite survival strategy is demonstrated by the fact that
there are upward of 50 copies of the gene for PfEMP-1 (var
genes) per parasite, more than 200 copies of other clonally
variant surface protein genes (203), and innumerable al-
lelic variants of each gene in the global parasite population.

Evasion by Immune Suppression

Generalized immunodepression, which is a feature of
many chronic parasitic infections, including malaria,
African trypanosomiasis, and visceral leishmaniasis, ap-
pears in most instances to be secondary to other immune
evasion strategies, and results from the need to downregu-
late inflammation to prevent immune pathology (see next
section) or from a variety of immune dysfunctions that
high systemic parasite burdens can produce. These dys-
functions include disruption of normal lymphoid archi-
tecture, such as occurs in the mouse spleen during chronic
infection with Leishmania donovani, in which excess TNF
production leads to destruction of stromal cells in the peri-
arteriolar lymphoid sheath and the loss of the chemokines
that these cells would normally produce to recruit naive T
cells and mature DCs (204). The accumulation of parasite-
derived metabolic products can also be directly inhibitory
to lymphocyte function. Metabolic products of S. man-
soni adult worms, for example, have also been shown to
strongly inhibit lymphocyte proliferation, including pri-
mary and secondary Th2 responses (205,206).

There is evidence from in vitro studies that clonally vari-
ant or polymorphic antigens of parasitic protozoa may also
promote parasite survival by modulating the immune re-
sponse. The simultaneous presence of variant CS T cell
epitopes (also referred to as altered peptide ligands), as
might occur in African children infected with multiple al-
lelic variants of malaria, was found to deliver an altered
signal to the responding T cells that induced nonrespon-
siveness to its target agonist epitope (207). In the case of
T. cruzi, which can express and secrete multiple members
of the highly polymorphic surface sialidase superfamily at
one time, epitope-specific T cell responses are suppressed
either by altered peptide ligand inhibition or because im-

mune recognition is impeded by a flood of competing tar-
gets (208). Some variants of PfEMP-1 appear to mediate
binding of malaria-infected erythrocytes to dendritic cells
and inhibit their maturation (209), whereas erythrocytes
infected with nonbinding parasite lines failed to adhere to
dendritic cells or to affect their function. However, whether
these phenomena are of any functional immunologic con-
sequence in the infected host is not known. Similarly, lym-
phocyte polyclonal activation, which can result in depres-
sion of antigen-specific responses, is a feature of many
parasitic protozoan infections, including blood and tissue
trypanosomes, L. donovani, T. gondii, and rodent malar-
ias, but again, a causal link between polyclonal activation
and immune evasion has not been established. The orig-
inal hypothesis—that these organisms possess mitogenic
or superantigenic moieties (210)—has been substantiated
in the case of T. cruzi, in which the B cell mitogen has been
cloned and characterized as a eukaryotic proline racemase
(211). For malaria there is evidence that some domains
of PfEMP-1 may be mitogenic for human B cells (212).

Regulatory T Cells and Parasite Persistence

The modulation of ongoing immune responses in sites of
chronic infection, such as the gut or the skin, may in many
instances reflect not only parasite survival strategies, but
also normal mechanisms of immune homeostasis that op-
erate to control immunopathology associated with antimi-
crobial effector mechanisms. Accumulating evidence has
implicated a crucial role for regulatory T cells in the dy-
namic equilibrium that is established between parasites
and their hosts. Regulatory T cells is the name given gen-
erally to the subsets of CD4+ T cells, and more recently
CD8+ T cells, that negatively regulate multiple immune
functions. Among the different subsets of CD4+ regula-
tory T cells that have been described, the best character-
ized are the so-called naturally occurring CD4+ CD25+ T
cells that are present in naive animals. These cells also ex-
press CTLA-4 and the transcription factor Foxp3, which
are actively involved in their development and suppressive
function. T cells with regulatory activity can also be in-
duced from conventional naive cells after encounter with
antigen in the periphery (Tr1, Th3, and CD8+ Treg cells).
In addition to the critical role that Treg play in suppress-
ing potentially pathogenic T cell responses directed against
self-antigens or gut flora, they may also suppress poten-
tially beneficial immune responses, such as those directed
against infectious pathogens and tumors. Both natural and
inducible Treg can produce downmodulatory cytokines
(IL-10 and TGFβ) that switch off inflammatory and pro-
tective immune responses and can interfere with effec-
tor T cell activation in a contact-dependent manner. The
evidence that natural Treg contribute to pathogen persis-
tence was initially demonstrated in the L. major mouse
model, in which IL-10 produced by CD4+ CD25+ T cells
was required for the persistence of amastigotes in the skin
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following clinical cure in resistant mice (213). These cells,
at least some of which are Leishmania specific, were found
to accumulate in the dermal lesion and to suppress the fre-
quency of Th1 cells and their ability to mediate parasite
killing in the site. Similarly, in a model of mouse malaria
characterized by extremely rapid parasite growth (P. yoelii
YM or 17XL), very early induction of TGFβ and IL-10 ap-
pears to inhibit the development of responses that are re-
quired for parasite clearance. Neutralization of IL-10 and
TGFβ (214)—or, in some studies, depletion of natural reg-
ulatory T cells (215)—at the onset of infection allows par-
asite replication to be contained, and mice are able to re-
solve their infections and survive. A similar scenario has
been observed in experimental human infections within
the context of malaria vaccine trials (216).

The ability of natural Treg to suppress Th2 responses
has also been demonstrated, such that L. major–infected
BALB/c mice treated with anti-CD25 antibody developed
even more severe disease (217). The persistence of filar-
ial worms as a consequence of Treg-mediated suppression
of Th2 responses was shown for Litomosoides sigmodon-
tis infection of mice, although in this case the effects were
independent of IL-10 (218). The isolation of T cells with
regulatory characteristics from humans infected with fi-
larial nematodes and the observation that CTLA-4+ T cells
contribute to their suppressed production of IL-5 indicate
that regulatory T cells may be involved in suppression of
protective immune responses in patients with onchocer-
ciasis or lymphatic filariasis (219,220). The role of natu-
ral Treg in modulating immunopathology associated with
helminth infections is discussed later.

The role of IL-10 in parasite persistence is especially
striking in the case of Leishmania, although in some cases
this powerful deactivating cytokine was found to be pro-
duced by cells other than natural Treg. Of interest, the in-
ability to heal infection with a substrain of L. major that
induces a polarized Th1 response in C57Bl/6 mice was as-
sociated with IL-10 production by CD4+ CD25− Foxp3−

T cells that also produced IFNγ (221). A similar phe-
notype is associated with control of Th1-driven immune
pathology associated with T. gondii infection in mice (dis-
cussed later). The data suggest that in sites of strong in-
flammation, IL-10–producing Th1 cells may be activated
as an especially powerful mechanism of feedback con-
trol. The L. major mouse model has also revealed a po-
tential role for suppression mediated by IL-10 and TGFβ

produced by macrophage after uptake of Ig-opsonized
parasites (222,223). Thus redundant mechanisms of home-
ostatic control, including innate cells and natural and
adaptive Treg, may be activated to control immune pathol-
ogy associated with antimicrobial immune responses in
tissues that are especially susceptible to injury, for exam-
ple, the skin and mucosa. The regulatory T cell subsets
that have been described in parasitic infections are sum-
marized in Table 35.3.

IMMUNOPATHOLOGIC MECHANISMS AND
THEIR REGULATION

If the appropriate adaptive immune mechanisms fail to
develop or if they are not able fully to eradicate the infec-
tion, then persistent inflammation and other nonspecific
responses may be the only way of limiting the infection.
This is the situation for many parasitic diseases, and it car-
ries an inevitable risk of pathologic side effects. This does
not mean that all infections with the same parasite species
lead to the same immune pathology. One of the most strik-
ing features of human parasitic disease is the great vari-
ability in clinical outcome, ranging from asymptomatic
infection to fatal disease. Esophageal disease due to T.
cruzi, liver fibrosis and portal hypertension due to S. man-
soni, and cerebral malaria due to P. falciparum are a few
examples of the many immunopathologic complications
that may occur in some individuals but not others. Part
of this variability is determined by host genetics, whereas
other potential determinants include parasite virulence
factors, infection intensity, and the prior level of immunity.
The picture may be further complicated by coinfection
with other infectious agents: For example, the severity of
P. falciparum malaria is increased by concomitant bac-
teremia but reduced by concomitant P. vivax infec-
tion (224). HIV antiretroviral drugs also impair CD36-
mediated cytoadherence and nonopsonic phagocytosis of
parasitized erythrocytes by human macrophages, which
may lead to altered malaria disease outcomes in treated
coinfected individuals (225). The pathology associated
with chronic S. mansoni infections reduces the CD4+

T cell count, which can exacerbate the effects of HIV-1
in coinfected individuals (226). S. mansoni infection
has also been shown to increase susceptibility to AIDS
virus infection, transmission, and replication in nonhu-
man primates (227), and similar observations have been
made in malaria-infected HIV patients (228). Concomi-
tant exposure to malaria affects the regression of hep-
atosplenomegaly after treatment for S. mansoni infection
(229). Coinfections of T. gondii and S. mansoni are also
more lethal (230). Finally, even more surprising was the
finding that endosymbiotic Wolbachia LPS is the principal
cause of river blindness in filariasis (231).

It is impossible to do justice to the remarkably broad
range of immunologic mechanisms that contribute to the
pathology of parasitic disease. Twenty years ago, much of
the research in this field concerned the role of immune
complexes, complement, and anaphylaxis. These areas re-
main important, but the focus has shifted to the molecular
basis of cellular processes such as inflammation, granu-
loma formation, and tissue remodeling. An important is-
sue is how the host maintains the fine balance between
a protective immune response and one that is liable to
cause pathologic complications. It is becoming increas-
ingly clear that this is one of the most critical determinants
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◗ TABLE 35.3 Regulatory T Cells and Parasitic Infections

Cytokine
Parasite Host Treg Phenotype Secreted Suppressive Function Ref.

Leishmania
L. major C57Bl/6 CD4+CD25+Foxp3+ IL-10 Suppress Th1 responses and sterile cure

in healed mice
213

L. major BALB/c CD4+CD25+ nd Suppress Th2 responses, moderate lesion
progression

217

L. major C57Bl/6 CD4+IFNγ +CD25−Foxp3− IL-10 Suppress Th1 responses and healing 221
L. brasiliensis Human CD4+CD25+CTLA+ Foxp3+ IL-10/TGFβ Treg from lesion suppress proliferative

responses in vitro
339

Malaria
Plasmodium yoelii BALB/c CD4+CD25+ nd Suppress CD4 response and resistance to

lethal infection
215

P. yoelii C57Bl/6 CD8+ IL-10/ TGFβ Suppress type 1 cytokine response; inhibit
parasite clearance

214

P. chabaudi C57Bl/6 nd IL-10/ TGFβ Suppress immunopathology in nonlethal
infection

245, 246

P. falciparum Human CD4+CD25+Foxp3+ TGFβ Suppress systemic type 1 response;
facilitate parasite growth

216

P. falciparum Human CD4+CD25+ L-10 Suppress antigen-specific IFNγ from cord
blood lymphocytes

340

Toxoplasma Mouse CD4+IFNγ +CD25−Foxp3− IL-10 Suppress Th1-mediated pathology 238

Filaria
Onchocerca

volvulus
Human Tr1 IL-10 Antigen specific IL-10, suppressive

activity not shown
219

Litomosoides
sigmodontis

Mouse CD4+CD25+CTLA+ IL-10 indep Suppress Th2 response and resistance 218

Brugia malayi Human CD4+CD25+CTLA+ TGFβ Suppress antigen-specific Th1/Th2
responses in vitro

220

Schistosoma
S. mansoni Mouse CD4+CD25+ IL-10 Suppress immunopathology and lethality

of infection
264

CD4+CD25+ IL-10 Suppress Th1 response and polarize Th2
response

341

CD4+CD25+Foxp3+ IL-10 indep Natural Tregs limit egg-induced cytokine
response

342

CD4+CD25+Foxp3+ IL-10 indep Inhibit Th1 and suppress Th2 response 265

IFNγ , interferon-γ ; IL, interleukin; indep, independent; nd, not determined; TGFβ , transforming growth factor-β .

of a successful host–parasite relationship, and, as such, it
is of considerable importance for vaccinologists. Of inter-
est, in many parasitic infections this balance appears to be
regulated by the coordinated actions of a growing list of
important immunoregulatory mechanisms.

Achieving Balance Between the
Antiinfective Immune Response and
Host Pathology

Whereas a proinflammatory Th1 response is usually re-
quired to control intracellular infections, there is also a
need to balance the response. The potentially harmful ef-

fector molecules induced by Th1 responses include NO,
ROIs, and TNF, which often operate in a synergistic fash-
ion. IL-10, TGFβ, and to a lesser extent IL-4 produced
by distinct subsets of regulatory cells including Tregs,
Th2, Th3, and Tr1 cells appear to be important in pre-
venting the Th1 responses from overshooting during in-
tracellular infections. There are also several examples in
which Th2 responses appear to be detrimental. Strong an-
tibody responses may lead to the formation of antigen–
antibody complexes or complement activation resulting
in bystander lysis (232). Eosinophils, typically associated
with the Th2 response, are involved in hypersensitivity re-
actions to the filarial worm O. volvulus and can contribute
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to fibrotic tissue remodeling (161). Th2 responses appear
to be the primary cause of hepatic fibrosis and chronic
morbidity in S. mansoni–infected mice (233). The data
suggest that a variety of mediators, including IFNγ , IL-
12, IL-10, Tregs, and decoy receptors cooperate to keep
Th2 responses in check. Finally, a new subset of T helper
cells designated Th17 was recently described, which have
replaced Th1 cells as the critical pathogenic cells in several
autoimmune diseases (234). Although they provide adap-
tive immunity tailored to specific classes of pathogens,
most notably extracellular bacteria, it is unclear whether
Th17 cells regulate immunity or immunopathology during
parasitic infection (235). In summary, a successful resolu-
tion to infection typically requires precise titration of T
helper cell responses appropriate to the type of pathogen
(Figure 35.2). This is not just in terms of amount, but
also of where, when, and for how long polarized responses
persist.

Pathogenesis of Chronic Th1 Responses

As discussed, control of intracellular pathogens such as
Leishmania spp., T. gondii, and T. cruzi requires the coordi-
nated activation of both antigen-specific cells (T lympho-
cytes) and less specific responses (NK cells, neutrophils,

and macrophages), with IFNγ and TNF playing critical
roles by upregulating macrophage activation and nitric
oxide production. Of interest, IL-10–deficient mice inoc-
ulated with a normally avirulent T. gondii strain or with
a virulent strain of T. cruzi succumb to infection within
the first 2 weeks of infection (236,237). In both of these
infections, animals lacking IL-10 show increased suppres-
sion of parasite growth, and, in the case of T. cruzi, in-
flammation and necrosis within the endocardium and in-
terstitium of the myocardium is reduced. The increase in
mortality appears to be caused by high systemic levels
of IL-12, IFNγ , and TNF produced in large part by acti-
vated CD4+ lymphocytes and macrophages. The livers of
both T. gondii– and T. cruzi–infected mice show numer-
ous and prominent necrotic foci together with dramat-
ically increased mononuclear cell infiltration. Similarly,
macrophages from the mutant mice activated in vitro or in
vivo with T. gondii secrete higher levels of TNF, IL-12, and
inducible NO than macrophages from IL-10–sufficient an-
imals. The combined clinical manifestations suggest that
the IL-10 knockout mice die in response to an overwhelm-
ing systemic immune response, resembling that observed
during septic shock. In support of this conclusion, admin-
istration of anti-CD4, anti-IL-12, or anti-TNF Abs reduces
mortality in IL-10 knockout mice (236,237). Thus in these
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FIGURE 35.3 Immunopathogenesis of malaria. Infected red blood cells (iRBCs) and para-
site products bind to pattern recognition receptors (PRRs, e.g., TLR2 and TLR9) on mono-
cytes and dendritic cells (DCs) and induce a cascade of proinflammatory cytokines (most im-
portantly interleukin-12 [IL-12], interferon-γ [IFNγ ], and tumor necrosis factor-α [TNFα]).
These inflammatory signals initiate numerous pathologic processes. They cause upregulation
of adhesion molecule expression on vascular endothelium, promoting vascular sequestration of
iRBCs, which clogs the vessels, reduces blood flow, and simultaneously raises intracranial pres-
sure. iRBC products also bind to PRRs in tissue, initiating local inflammatory loops that amplify
iRBC sequestration. Vascular occlusion and subsequent tissue damage contribute to cerebral
malaria, respiratory distress, and multiorgan failure. Other cytokines such as IL-1, TNFα, and IL-6
induce the fever response, which includes elevated temperature, nausea, headache, prostration,
and muscle pain. The actions of inflammatory cytokines are antagonized by antiinflammatory
cytokines, principally IL-10 and TGFβ, which inhibit both production of, and cellular responses
to, inflammatory signals.

models, IL-10 plays a major role in protecting the host
against an excessive and lethal type 1 cytokine response.

Recent studies in the murine T. gondii model have
demonstrated that CD4+ T lymphocytes are the major
source of the host-protective IL-10 (238). Of interest,
CD25−, Foxp3−-producing Th1 cells are the principal
CD4+ subpopulation producing the cytokine, and these
same cells can trigger macrophages to control the parasite
through their simultaneous synthesis of IFNγ . These and
other findings suggest that IL-10 is triggered in parasite-
induced IFNγ -producing Th1 cells as means of suppress-
ing IL-12 synthesis in APCs and downregulating further
Th1 expansion.

Much has been written about the protective versus
pathologic consequences of proinflammatory cytokine

production in malaria (Figure 35.3) (reviewed in ref. 239).
During the preerythrocytic stage in the liver, when para-
site burden is relatively low and the infection is clinically
asymptomatic, there is evidence that IL-12, IFNγ , and NO
each plays an important role in preventing the infection
from progressing further (240). Once the parasites invade
erythrocytes and grow to large numbers, the risk–benefit
equation is less clear. Although TNF, IL-12, and IFNγ can
inhibit blood-stage parasites and thereby exert a protec-
tive function, at this stage the cytokine response is sys-
temic, and some pathologic side effects are inevitable. The
most common clinical consequence in humans is fever,
whereas life-threatening complications such as profound
anemia and cerebral malaria occur in a proportion of in-
fections due to P. falciparum but not other species. Mice
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with malaria do not develop fever (instead, systemic in-
flammation leads to a decrease in core temperature), but,
depending on the specific host–parasite combination, they
may develop anemia, fatal neurologic symptoms, or mul-
tiorgan failure; TNFα and, more recently, lymphotoxin-
α have been the cytokines most consistently associated
with severe pathology in these models (241,242). Moreover,
polymorphisms of the promoter regions of the TNF gene
(243) have been associated with susceptibility to severe
complications of P. falciparum malaria in African children.
One interpretation of these findings is that a strong early
proinflammatory cytokine response is protective, whereas
a strong late response is pathologic (244).

Experimental studies suggest that IL-10 and TGFβ

cooperate to downregulate potentially pathogenic proin-
flammatory cytokine responses in malaria (245). IL-10–
deficient mice infected with P. chabaudi chabaudi showed
increased mortality compared with normal wild-type litter-
mates, although peak parasitemias did not differ markedly
(246). Instead, acute infection was characterized by an
enhanced TNF response, which directly contributed to
pathology; neutralization of TGFβ in P. chabaudi–infected
IL-10–deficient mice was rapidly and universally fatal
(247). Thus, susceptibility of IL-10–deficient mice to an
otherwise nonlethal infection results not from fulminant
parasitemia but from a sustained and enhanced proin-
flammatory cytokine response. Similarly, treatment of in-
fected mice with a neutralizing antibody to TGFβ exacer-
bated the virulence of P. berghei and caused P. c. chabaudi
infection, which normally resolves spontaneously, to be-
come lethal; it was concluded that the protective effects
of this cytokine are also due to downregulation of inflam-
matory responses (244). However, as described previously,
very early induction of TGFβ and IL-10 can inhibit the
effector response that is required for parasite clearance
(214,215); thus, the outcome of malaria infections is deter-
mined, in part at least, by the sequence and timing of proin-
flammatory and antiinflammatory (immune regulatory)
responses.

Pathogenesis of Chronic Th2 Responses

With many of the nematode infections, the protective Th2
response can cause significant pathologic changes in the
gut (inflammation, excess mucus, damage to epithelium,
and diarrhea). However, these effects are often transient
and quickly resolve after parasite expulsion. If the para-
sites are not expelled quickly, the immune response typi-
cally shifts to a more Th1-polarized reaction (248). Thus,
there are only a few examples in which persistent Th2 re-
actions are established as a result of chronic infection.
Perhaps the most widely studied in this regard are the
schistosome parasites, which are extremely successful at
establishing long-term infections in their definitive hosts.
On infection, adult parasites of S. mansoni migrate to the

mesenteric veins, where they live up to 10 years or more,
laying hundreds of eggs per day. Some of the eggs become
entrapped in the microvasculature of the liver, and once
there, they induce a granulomatous response (249). Sub-
sequently, fibrosis and portal hypertension may develop,
which is the primary cause of morbidity in infected indi-
viduals and in some cases may ultimately be lethal. Conse-
quently, much of the symptomatology of schistosomiasis
is attributed to the egg-induced granulomatous inflamma-
tory response and associated fibrotic pathology (250).

Granulomas are pathogenic, not because they cause
hepatic failure in the short term, but because they precip-
itate fibrosis, increased portal blood pressure, and devel-
opment of portal systemic shunts that are prone to bleed
(251). CD4+ Th cells are essential for granuloma forma-
tion, whereas all other lymphocyte types examined so far
(including B cells, CD8 cells, NKT cells, and γ δ T cells)
appear less critical. In fact, B cell–deficient (μMT) mice
mount an exacerbated granulomatous response, and un-
like wild-type animals, they fail to downmodulate pathol-
ogy late in infection, suggesting that B cells play an im-
portant immunomodulatory role, perhaps by producing
IL-10 (252). Perinatal exposure to specific anti-SEA idio-
types has also been shown to induce long-term effects on
survival, pathology, and immune response patterns in mice
subsequently infected with S. mansoni (253). These cross-
reactive regulatory idiotypes can also predict clinical out-
comes of chronic disease (254).

The critical role of Th2 cells in granulomatous inflam-
mation and fibrosis was confirmed in experiments in which
mice vaccinated with egg antigen plus IL-12 to induce an
egg-specific Th1 response on subsequent infection devel-
oped smaller granulomas and less severe fibrosis than did
nonvaccinated infected controls (255). Decreased fibrosis
was associated with a diminished Th2 response and in-
creased Th1 cytokine production. Anti–IL-4 mAbs were
also shown to reduce granuloma size and fibrosis in in-
fected mice, although the effects of IL-4 deficiency varies
in different strains of IL-4−/− mice (256).

Although egg-induced granulomas are widely believed
to be detrimental to the infected host, it is clear that the
lesions also serve an important host-protective function,
particularly in S. mansoni infections. In chronically in-
fected hosts, schistosome eggs provide a continuous anti-
genic stimulus for the immune response. If these antigens
are not sequestered or neutralized effectively, they may
damage the affected tissues, with the liver being particu-
larly sensitive. Indeed, T-cell–deprived, nude, severe com-
bined immune deficiency (SCID), and egg-tolerized mice
infected with S. mansoni all die earlier than comparably
infected immunologically intact control mice because they
are unable to mount a normal granuloma response (257).
Widespread microvesicular hepatic damage induced by
toxic egg products contributes to the poorer survival of
infected immunosuppressed mice. Granuloma formation
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therefore seems to be a compromise solution to allow the
host to live with the infection.

During granuloma development, the primary CD4+ T
cell response switches from a Th1 response of short dura-
tion to a persistent Th2 response, which dominates soon
after the acute stage of infection. The development of the
Th2 response was thought to be highly dependent on IL-4;
therefore, it was hypothesized that depleting IL-4 might
slow the development of severe hepatosplenic disease.
Nevertheless, studies conducted with IL-4–deficient mice
demonstrated that IL-4 plays an essential host-protective
role during infection with S. mansoni (256,258). Unlike
wild-type mice, that develop chronic infections without
significant complications, infected IL-4–deficient mice suf-
fer from an acute inflammatory disease, which is charac-
terized by cachexia and significant mortality. Of interest,
IL-4R-signaling is required for the efficient passage of eggs
through the intestine into the lumen (257). Consequently,
the eggs are trapped in the intestinal wall, which causes
localized inflammation and ultimately increased systemic
exposure to bacterial toxins such as LPS. This, combined
with the decreased Th2- and enhanced Th1-type response,
results in increased proinflammatory cytokine production
that contributes to the weight loss and death of the IL-4–
deficient animals.

IL-10 appears to also play a role in inhibiting inflam-
mation during both murine and human S. mansoni in-
fections (233,259). In mouse studies, marked increases in
IFNγ , TNF, and iNOS expression were detected in infected
IL-10–deficient animals, and this correlated with the de-
velopment of morbidity and mortality. Even more striking
effects were observed in mice that are deficient in both
IL-4 and IL-10 (DKO mice), which developed the most
highly polarized Th1-type response and in which 100%
mortality was seen by week 9 postinfection (233). The
mice had elevated serum aspartate transaminase levels,
suggesting that mortality was likely attributable to uncon-
trolled proinflammatory cytokine production and acute
hepatotoxicity. Other studies suggest that IL-4 and per-
haps IL-10 protect the host by downregulating the gen-
eration of reactive oxygen and nitrogen intermediates that
can damage the liver (260). Regardless of the exact mech-
anisms involved, IL-4 and IL-10 are both required to pre-
vent the Th1 responses from overshooting and becoming
pathogenic. IL-10 has also been implicated in the con-
trol of the Th2-driven granulomatous response, the fail-
ure of which is thought to be responsible for the develop-
ment of hepatosplenic disease in some chronically infected
individuals. Roles for IL-10 in immune downmodulation
have also been documented in Schistosoma mansoni– and
S. haematobium–infected humans (261,262,263). Recent
studies in mice have focused on defining the cellular
sources of IL-10, and although a role for Treg-derived IL-
10 has been reported, it is clear that IL-10 derived from a
variety of sources, including Th2 cells, macrophages, den-

dritic cells, and B cells, can help to regulate type 2 re-
sponses and perhaps, development of hepatosplenic dis-
ease (88,252,264,265).

Because fibrosis is driven by the Th2 response, many
of the complications associated with chronic infection
(portal hypertension, collateral vessel formation, bleeding
from esophageal and gastric varices) likely result from the
persistent production of type 2 cytokines (266). Although
it is clear that intact IL-4 receptor signaling is critical for
the development of granulomas and fibrosis, IL-13 was
identified as the dominant profibrotic mediator in schis-
tosomiasis (90). Infected IL-13–deficient mice also survive
longer than wild-type animals, further highlighting the
pathogenic role of IL-13 in chronic infections (267). Thus,
IL-4 appears to play a host-protective role, whereas IL-
13 is pathogenic during chronic schistosome infections. A
valid approach toward immunoprophylaxis of schistoso-
miasis may be to design a vaccine that minimizes IL-13
activity and egg-induced pathology. In mice, the progres-
sion of hepatic fibrosis correlates with the intensity of the
type 2 cytokine response, and immunologic interventions
that block IL-4 and IL-13 were found to reduce collagen
deposition significantly (268,269) (Figure 35.4). Fibrosis
can also be slowed or prevented in mice that are sensi-
tized with egg antigens and IL-12 or CpG oligonucleotides
before infection (255,270). Thus, an antipathology vac-
cine that is based on “immune deviation” could be envi-
sioned for schistosomiasis, and novel immunodominant
eggs antigens are being identified with this goal in mind.

Over the last several years, immune deviation has been
used extensively as a research tool to study the mech-
anisms of granuloma formation and fibrosis in detail.
Several mediators and cell types that characterize type 1
cytokine responses were shown to inhibit fibrosis, includ-
ing TNFα, IL-12, and NO (271,272). Because macrophages
and dendritic cells are important sources of these media-
tors, a significant effort has been made to elucidate their
roles in the pathogenesis of schistosomiasis. In the case of
NO, the protective antifibrotic effects of type 2–to–type 1
immune deviation are completely inhibited in the absence
of nitric oxide synthase-2 (NOS-2). Activated macrophages
are capable of expressing two cytokine inducible enzymes,
NOS-2 and arginase, which share L-arginine as a sub-
strate, and type 1 and type 2 cytokines were shown to
induce NOS-2 and arginase-1 (Arg-1) expression, respec-
tively (273). The Th1-associated cytokines IFNγ and TNFα

induced NOS-2 in macrophages designated “classically ac-
tivated,” whereas the type 2 cytokines induced Arg-1 activ-
ity in cells termed “alternatively activated” (274). Studies
conducted in the schistosomiasis model identified IL-13
as the major arginase inducer (275), and arginase activ-
ity correlated consistently with the size of granulomas and
the severity of fibrosis. In contrast, NOS-2 dominated in
Th1-polarized mice, and these animals developed small
granulomas with little fibrosis. These data served as a first
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FIGURE 35.4 Pivotal role of interleukin-13 (IL-13) in schistosome egg–induced hepatic fibrosis.
C57BL/6 mice were infected with Schistosoma mansoni cercariae and treated with sIL-13Rα2-
Fc or control immunoglobulin (Ig) on weeks 6 through 12 postinfection. Mice were sacrificed,
and liver sections were stained with picrosirius red (dark-staining areas around granulomas) to
identify collagen and examined at 25× magnification. Note the presence of granulomas in the
liver of sIL-13Rα2–treated mice, yet the absence of significant collagen staining. The inset in the
second panel shows the relative change in granuloma size in animals deficient in IL-4 or IL-13 or
simultaneously deficient in IL-4 and IL-13, relative to wild-type (WT) mice. Note that granuloma
size decreases only in mice deficient in both cytokines.

example of the differential regulation of NOS-2/Arg-1 by
type 1/type 2 cytokines in vivo. More importantly, they clar-
ified how CD4+ Th2 cells and “alternatively activated” cells
(macrophages/DCs/fibroblasts) might cooperate to control
disease progression in schistosomiasis.

PARASITE VACCINE STRATEGIES

There is no safe, uniformly effective vaccine against any
human parasitic infection. The lack of progress in this field
is due to many factors, including the low priority that has
historically been given to development of vaccines against
diseases confined mainly to the developing world. By con-
trast, the perceived economic benefit to the agricultural
industry of vaccines against livestock parasites has led to
the licensing of several anthelminthic vaccines for veteri-
nary use (276). The greater impediments, however, may be
related to the nature of parasitic infections themselves. In
contrast to those bacterial and viral infections for which
highly effective vaccines exist and for which there is com-
plete immunity induced by primary infection, most an-
tiparasite vaccines will need to outperform the immune
response to natural infection. Furthermore, virtually all
bacterial or viral vaccines that are in use mediate their
protection by inducing a strong, long-lived humoral re-
sponse that inhibits attachment or invasion, promotes
clearance, or neutralizes released toxins. By contrast, there
are no vaccines that are uniformly effective against dis-
eases caused by intracellular pathogens that require cellu-

lar immunity to mediate protection. Thus, the manner in
which potentially protective antigens can be administered
to generate and maintain appropriate T cell responses has
yet to be proven in a clinical setting. Consequently, for the
development of vaccines against intracellular protozoa, for
example, malaria, Leishmania, T. cruzi, and Toxoplasma,
it will not be sufficient simply to identify target antigens;
novel and rational approaches to vaccine design and de-
livery will need to be explored. In fact, from the examples
discussed later, it is clear that ample numbers of potentially
protective antigens have been identified and cloned from
most of the major human parasitic disease agents, and the
completion of their genomic sequences has already led to
the identification of additional vaccine candidates based
on their predicted developmental stage specificity, surface
expression, secretion, or virulence associations (277–279).
The vaccination strategies that are being explored to meet
the challenge of both antigen selection and delivery will
be considered in the general context of B and T cell an-
tiparasite vaccines. Note that the examples provided are
by no means exhaustive but reflect general principles of
vaccination against extracellular and intracellular targets.

B Cell Vaccines

Vaccination Against Intestinal Protozoa

Parasitic protozoa that have an exclusive extracellular
lifestyle in their mammalian hosts and are sensitive to anti-
body-mediated control include the intestinal pathogens
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Entamoeba histolytica and Giardia lamblia. Most deaths
from E. histolytica arise from amebic liver abscess, the ma-
jor extraintestinal manifestation of disease. Clinical stud-
ies suggest that the presence of mucosal antibodies to the
surface Gal/GalNAc lectin of E. histolytica capable of block-
ing amebic adherence to intestinal epithelial cells corre-
lates with reduced risk of recolonization (280). A recent
vaccine study provides direct evidence that vaccination
with the Gal/GalNAc lectin can produce IgA antilectin an-
tibodies and provide protection against intestinal amebia-
sis in a mouse model of disease (281). An amebic serine-
rich protein (SREHP) is a highly immunogenic surface
antigen of E. histolytica containing multiple tandem oc-
tapeptide and dodecapeptide repeats. Passive immuniza-
tion with antibodies to SREHP protects SCID mice from
amebic liver abscess. Parenteral immunization with re-
combinant SREHP or with a SREHP-based DNA vaccine
was highly effective in protecting gerbils against amebic
liver abscess (282). Specific serum and mucosal antibod-
ies targeting surface antigens are also known to be impor-
tant in elimination of Giardia from the host intestine. Giar-
dia vaccines containing whole-trophozoite preparations
protected animals even when challenged with heterolo-
gous strains (283). Thus an immune response to variant
surface antigens that are known to be targets of cyto-
toxic antibodies appears not to be essential for control
of acute infection, and this supports an alternative role
for antigenic variation in, for example, diversifying the
host range of the parasite (201). The cloning and expres-
sion of Giardia antigen genes for vaccine testing is in
its infancy. Genes coding for cyst wall proteins (CWPs),
which could be used for developing a transmission-
blocking vaccine, have been cloned, and a recombinant
protein induced IgA antibodies such that immunized
mice shed fewer cysts after challenge with live cysts
(284).

Vaccines Targeting Extracellular Stages of Malaria

Because both preerythrocytic- and erythrocytic-stage
malaria parasites are at least transiently exposed to hu-
moral antibody, vaccine strategies based on eliciting high-
titered antibodies that can inhibit their invasion of red
blood cells or hepatocytes have long been favored (Fig-
ure 35.5). As discussed, antibodies to sporozoite surface
proteins can immobilize invading parasites, preventing
them from reaching or invading hepatocytes; such anti-
bodies can be protective, and the dominant antibody epi-
tope is represented by the CS central repeat sequences
(NANPn in P. falciparum). These observations have made
the CS protein the most extensively studied of all the
malaria vaccine candidates (reviewed in ref. 285). The
latest version of the vaccine—RTS,S—comprises a recom-
binant CS polypeptide fused to the surface protein of hep-
atitis B virus and administered together with an adjuvant

containing lipopolysaccharide (monophosphoryl lipid A)
and a water-soluble glycoside obtained from tree bark
(Quillaja saponaria) (286). The vaccine has been designed
to induce both antibodies and T cell–mediated effector
mechanisms, and it is not clear which of these mechanisms
is most important in conferring immunity. This vaccine is
discussed in more detail later.

Antibodies that inhibit the invasion of erythrocytes by
the extracellular merozoite stage of malaria in vitro are
found in many but not all individuals living in malaria-
endemic regions. Although the significance of these
inhibitory antibodies to naturally acquired resistance is
unclear, their target antigens nonetheless remain prime
candidates for asexual malaria vaccines (reviewed in ref.
287) (Figure 35.5). One of the targets of invasion-inhibitory
antibodies is merozoite surface protein (MSP-1), which
was the first purified malaria protein to be used as a vaccine
(288). The 19-kDa C-terminal fragment of MSP-1 is the
only part of the larger molecule to be taken into the red cell
during invasion. Although MSP-1 proteins from different
isolates of P. falciparum show considerable allelic polymor-
phism, the regions corresponding to the 19-kDa fragment
are relatively conserved, and antibodies raised to one
version of the protein cross-react with antibodies raised
to other variants (289). Native and recombinant forms of
P. falciparum MSP-119 and a longer fragment, MSP-142,
can protect Aotus monkeys (290). MSP-142 is in clinical
trials (291). Apical membrane antigen-1 (AMA-1) is also
the target of efficient invasion inhibitory antibodies and is
being developed as a potential vaccine (292), but problems
may lie ahead because the target epitopes of invasion
inhibitory antibodies appear to be highly polymorphic.

Despite their extreme polymorphism, the variant sur-
face antigens present on infected erythrocytes that mediate
adhesion to endothelial cells are potential vaccine candi-
dates. Epidemiologic data suggest that the risk of severe
manifestations of the disease is reduced after only a very
few clinical episodes (293) and that parasites causing se-
vere disease tend to express a subset of variant surface anti-
gens (294). Thus, a finite number of variant antigens might
be sufficient to elicit broad immunity against severe dis-
ease. Two structural domains, termed DBLα and CIDR1α,
which are present in the semiconserved head structure of
all PfEMP-1 molecules sequenced to date (295), are attrac-
tive candidates for inclusion in such a vaccine. Similarly,
relatively few PfEMP-1 variants appear to mediate para-
site sequestration in placenta, and a pregnancy malaria
vaccine might work by targeting the DBLγ domain that
binds to chondroitin sulfate, the major placental ligand
for parasitized RBC sequestration (296).

Antimalarial transmission-blocking immunity works
primarily by antibody-mediated, complement-dependent
lysis of extracellular sexual stages of the parasite within the
midgut of a blood-feeding mosquito (reviewed in ref. 297).
Transmission-blocking immunity has been induced in vivo
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FIGURE 35.5 Stage-specific vaccine targets in malaria parasites. Left: The life cycle of
malaria and the immune effector mechanisms that target the different developmental forms
of the parasite. (From Malaria Vaccine Initiative, What is malaria?, available at http://www.
malariavaccine.org/mal-what is malaria.htm, with permission). Right: The major candidate vac-
cine antigens identified on these stages and the proposed mechanism by which immunization
would act against each target. (Adapted from Richie TL, Saul A. Progress and challenges for
malaria vaccines. Nature. 2002;415[6872]:694, with permission.)

by immunization with gametes of avian, rodent, and
monkey malarias. Several potential transmission-blocking
vaccine candidates have been identified, and the genes en-
coding these surface proteins have been isolated and se-
quenced, but their production as recombinant proteins is
hampered by failure to recreate the highly complex tertiary
structures that are the targets of inhibitory antibodies. Fur-
thermore, for those antigens expressed only by inverte-
brate stages of the parasite, lack of natural boosting may
prevent maintenance of sufficiently high antibody titers.

Clearly, an optimal vaccine against malaria would need
to target multiple antigens and induce immunity against
all stages. However, by targeting certain antigens confined
to asexual blood stages, the induction of an adult-like
immune status among high-risk infants in sub-Saharan
Africa could greatly diminish severe disease and death
caused by P. falciparum.

T Cell Vaccines

Vaccination Against Leishmaniasis

Vaccines against intracellular parasites will need to in-
duce long-lived cellular immune responses. As already dis-
cussed, for diseases such as malaria, leishmaniasis, Cha-
gas’ disease, and toxoplasmosis, Th1 and/or CD8+ T cell
responses are the effector mechanisms required for pro-
tective immunity. An inherent problem with most non-
living vaccines is their relative inefficiency in generating
these sorts of cellular responses. A major advance in T
cell vaccine development was the demonstration that pro-
teins derived from L. major could elicit a powerful Th1
response and protective immunity if given with recom-
binant IL-12 as adjuvant (298). IL-12, or IL-12–inducing
adjuvants such as bacillus Calmette-Guérin (BCG), CpG-
oligodinucleotides (CpG-ODN), or CD40L have since been

http://www.malariavaccine.org/mal-what_is_malaria.htm
http://www.malariavaccine.org/mal-what_is_malaria.htm
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used extensively in animal models to potentiate the effi-
cacy of whole-cell killed vaccines or a diversity of recombi-
nant protein Leishmania vaccines (reviewed in ref. 299). A
polyprotein containing several Leishmania antigens (TSA,
LmSTI1, and LeIF), formulated with the TLR4 agonist
MPL, a detoxified derivative of 4′-monophosphoryl lipid A
of LPS (300), is the only defined, subunit vaccine against
leishmaniasis in human trials.

The shortcomings of nonliving vaccines with respect
to their potency and durability have been revealed in
experimental studies. When mice were challenged with
L. major 3 months as opposed to 2 weeks after immuniza-
tion, a protein plus rIL-12 vaccine was no longer effec-
tive (301). In contrast, a DNA vaccine encoding the same
antigen remained effective, presumably due to more sus-
tained expression of the antigen. Immunization with plas-
mid DNA is thus an attractive approach because it mimics
the persistent antigenic stimulation of subclinical infec-
tion, and a large number of DNA vaccines encoding a di-
versity of Leishmania antigens have demonstrated some
efficacy in mouse models of cutaneous and visceral leish-
maniasis (302). The gold standard of the protection that
can be achieved by vaccination protocols, and the only
vaccination strategy against leishmaniasis that has worked
in humans, is “leishmanization,” which is based on the
lifelong convalescent immunity that is acquired after in-
duction of a lesion at a selected site with small doses of
a cutaneous strain. The requirement for antigen persis-
tence in this live “vaccine” is indicated by the mouse stud-
ies in which immunity to rechallenge infection was lost
following manipulations that completely cleared the per-
sisting parasites (213,303). Thus, whereas nonpersisting
antigens delivered with appropriate adjuvants may con-
tribute to vaccine efficacy by generating Th1 central mem-
ory cells, the presence at the time of challenge exposure of
a population of antigen-dependent, effector memory cells
that are tissue seeking and readily secrete cytokine on en-
counter with antigen in the periphery appears to be crit-
ical for the full expression of acquired immunity in the
challenge site (304). Such loss of effector memory T cells
after antigen clearance might well explain the failures of
a whole-cell killed L. major vaccine plus BCG significantly
to reduce the incidence of cutaneous leishmaniasis in indi-
viduals living in areas of relatively low transmission, where
natural boosting is unlikely to have occurred (305). The
requirement for persistent antigens reinforces the ra-
tionale for live, attenuated vaccines. The generation of
safe, live attenuated vaccines demonstrating some efficacy
in mice has been accomplished by targeted deletion of
genes involved in parasite survival or virulence, includ-
ing mutants lacking dihydrofolate reductase (306), cys-
teine proteinases (307), or LPG-related molecules (308).
However, because live parasite vaccines will be extremely
difficult to standardize and to deliver in field settings,
there has been considerable interest in developing DNA

vaccination, particularly as a component of herterolo-
gous prime/boost strategies involving viral vectors, ca-
pable of eliciting longer-lived cellular immune responses
in vivo.

Another advantage of DNA vaccines is their ability to
elicit specific CD8+ T cells. Although CD8+ T cells con-
tribute to Leishmania resistance, they are especially im-
portant to the control of infections involving T. cruzi and T.
gondii, which require effector CD8+ T cells to kill parasites
within cells lacking MHC class II molecules. Furthermore,
because T. cruzi escapes from the parasitophorous vacuole
and becomes cytoplasmic, many of its released antigens
have access to the class I processing pathway. Immuniza-
tion using plasmid DNA or viral vectors expressing the
trans-sialidase surface antigen (TSSA) can induce CD8+ T
cell–mediated protective immunity against lethal T. cruzi
infection in mice (309,310). Protection was also achieved
using DNA encoding the KMP11-HSP70 fusion protein
(311) and the T. cruzi complement regulatory protein (312).
Recombinant proteins, including cruzipain, the cysteinyl
proteinase of T. cruzi, and purified paraflagellar rod pro-
teins derived from the flagellum of T. cruzi trypomastigotes
and mixed with either CpG-ODN or IL-12 have been used
to elicit cellular immune responses in mice and enhanced
survival against T. cruzi challenge infection (313,314). It is
important to note that in no case have these experimen-
tal vaccines been capable of achieving sterile immunity,
and protection against the chronic phase of Chagas’ dis-
ease involving myocardial dysfunctions was not evaluated
in these models.

Vaccination Against Malaria Liver Stages

Because malaria parasites infect and replicate in hepato-
cytes, which express MHC class I, infected hepatocytes are
potential targets of CD8+ T cell responses. Irradiated Plas-
modium sporozoites, which can infect hepatocytes but do
not progress to a blood-stage infection, have been shown
to protect rodents, monkeys, and humans against malaria
by inducing IFNγ -producing CD8+ T cells specific for
preerythrocytic antigen (reviewed in ref. 315). Overirra-
diation of sporozoites negates their ability to immunize,
suggesting that the targets of protective mechanisms are
novel antigens expressed only if sporozoites undergo par-
tial differentiation within hepatocytes. On the other hand,
killed sporozoites can efficiently prime long-lived mem-
ory T cells, which, although they do not protect against
immediate challenge with viable parasites, can protect
against secondary infection (316). These observations sug-
gest that live and dead parasites differentially prime T cell
responses, although the molecular basis of this has not yet
been elucidated. Similar to that described following ster-
ile cure in leishmaniasis, immunity using irradiated sporo-
zoites was lost in rats that were treated with a drug that
eliminated parasites in the liver before rechallenge (317).
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Efforts to mimic the protection generated by irradiated
sporozoites using nonliving protein- and DNA-based vac-
cines have yielded encouraging results. A synthetic peptide
representing the 102–amino acid–long C-terminal region
of the P. falciparum CS protein and fused to hepatitis B
surface antigen elicited strong CD8+ and CD4+ T cells re-
sponses, as well as antisporozoite antibodies, in human
volunteers, particularly when given with the water-in-oil
adjuvant Montanide ISA-720. The vaccine ‘RTS,S’ induced
strong antibody and T cell responses in adults already
primed to CS by preexposure to malaria. Most significantly,
in this trial, vaccine efficacy during the first 9 weeks of
follow-up was 71%, but it decreased to 0% over the next 6
weeks (318). In another trial, despite the apparently short-
lived nature of protection, vaccinated children were less
likely than those receiving the placebo to develop clinical
malaria in a second year of follow-up (319), raising hopes
that ‘RTS,S’ may be the first malaria vaccine to be licensed
for use in humans. Nevertheless, the vaccine does not con-
fer sterilizing immunity, and the level of protection is much
lower than has been obtained with irradiated sporozoites
(320).

Despite initial enthusiasm that DNA vaccination strate-
gies might improve the durability and potency of the cel-
lular response, clinical trials have been disappointing, and
the use of sequential immunizations using various heterol-
ogous prime/boost protocols is being tested to enhance the
effectiveness of preerythrocytic vaccines (reviewed in ref.
123). Priming with plasmid DNA encoding CS and vari-
ous liver stage–specific proteins and boosting with recom-
binant adenovirus or pox virus, such as modified vaccinia
virus Ankara (MVA) or fowlpox, has induced complete pro-
tection and very high levels of IFNγ -secreting CD8+ T cells
in mice. Although protection in human trials has been less
convincing, delays in time to emergence of blood-stage par-
asites have been consistently obtained, suggesting that the
vaccination substantially reduces, but does not eliminate,
liver-stage parasites.

Vaccination to Prevent Pathology

In many parasitic infections, disease is a consequence of
the host immune response. Because these pathogens are
so well adapted to their hosts, it may therefore be easier
and more efficient to design immune interventions that
prevent parasite-induced immunopathology rather than
eliminate the infection itself. Although this approach will
not lead to eradication of the parasite, it would likely re-
duce or alleviate the health consequences of infection. The
feasibility of antipathology vaccines was demonstrated in
a murine model of schistosomiasis (255). Because disease
in schistosomiasis is largely due to the granulomatous
pathology that develops around parasite eggs trapped in
target host tissues, a valid approach toward immunopro-
phylaxis for schistosomiasis is to vaccinate to minimize

granulomatous pathology. In wild-type mice, granuloma
size and collagen deposition are correlated with the inten-
sity of the type 2 response, and immunologic interventions,
such as the administration of IL-4 and IL-13 antagonists,
reduces both the size of granulomas and magnitude of fi-
brosis (discussed earlier) (269,321). In extensions of these
studies, mice immunized with parasite egg antigens plus
IL-12 (322) or CpG oligonucleotides (270) to induce an egg-
antigen–specific type 1 response, on subsequent infection
exhibited far less severe egg-associated liver disease than
did infected, nonimmunized controls. Of importance, sev-
eral immunodominant egg antigens have been described
in recent studies (323,324), and thus it may be possible to
design recombinant antipathology vaccines that duplicate
the promising results produced with these crude parasite
extracts.

Parasite-derived GPI has been implicated in much of
the pathology of malaria (325), binding to TLRs on den-
dritic cells and macrophages and inducing release of TNFα

and other proinflammatory cytokines. As a proof of prin-
ciple that GPI might serve as a target of an antidisease
vaccine, mice immunized with synthetic GPI were pro-
tected against the acute immune pathology associated with
P. berghei infection; however, because the mice were not im-
mune to the parasite itself, they were unable to control par-
asite replication and eventually died of overwhelming par-
asitemia (326). These observations suggest that whereas
vaccines that prevent immune pathology might reduce
some aspects of morbidity, they are unlikely to be deployed
in the absence of vaccine components that also limit par-
asite burden.

Vaccines Against Helminths

Infection with helminthic parasites remains a signifi-
cant health problem in many tropical countries. Although
control measures are available in some areas, in most
cases, patients living in endemic regions are quickly re-
infected. Therefore, vaccines that reduce parasite and/or
egg burdens would be a valuable tool to complement ex-
isting disease-prevention programs and could represent
a less costly and more practical approach than repeated
chemotherapy. Nevertheless, although many subunit vac-
cines have been described and tested in various animal
models, suboptimal levels of protection have hindered the
development of all but a few of these candidate vaccines
(327). Significant advances in vaccination technology over
the last decade have made it possible to engineer vaccines
that elicit strong cellular and humoral immunity. Novel
DNA vectors, improved delivery systems, new adjuvants,
and immunomodulatory cytokines allow significant aug-
mentation of the immune response to vaccines and prefer-
ential induction of specific effector mechanisms, including
antibody isotypes, T helper cell subsets, and cytotoxic T
cells. However, to effectively harness and implement these
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advances, it will be necessary first to better elucidate the
immune mechanisms responsible for killing helminth par-
asites.

The best examples of successful immunization against
helminths are provided by vaccine models using radiation-
attenuated larval parasites. With the irradiated schisto-
some vaccine, although complete sterilizing immunity ap-
pears to be an unachievable goal, immunity approaching
60% to 80% is clearly possible and has served as the gold
standard for schistosome vaccine development (328). The
cumulative evidence from vaccine studies conducted in
numerous gene knockout mice suggests that irradiated
parasites can induce protection via both Th1- and Th2-
dependent pathways (129) and that humoral and cellular
mechanisms are both required for the generation of opti-
mal immunity (329,330).

Although there has been extensive research on defined
vaccines against helminth infection [reviewed recently by
Maizels et al. (331)], none of the candidate antigens has
been shown to be protective in humans. Based on antibody
responses in schistosome-vaccinated mice, several vaccine
candidate antigens have been put forward for phase I
trials, and at least one of the antigens (GST) has com-
pleted phase I and is entering phase II trial. These antigens
include glutathione-S-transferase (P28/GST); paramyosin
(Sm97); IrV5 (myosin-like 62-kDa protein); triose phos-
phate isomerase (TPI); Sm23 and tetraspanin-2, both inte-
gral membrane proteins; and Sm14, a fatty acid–binding
protein (332,333). With the recent advances in schistosome
genomics and proteomics, a new panel of potential vac-
cine antigens is being identified, and these warrant fur-
ther investigation (334). A number of filarial vaccine can-
didates have also been described and are being tested, in-
cluding chitinase, tropomyosin, paramyosin, and several
larval antigens called the “abundant larval transcript fam-
ily” (ALT) (331). Finally, a novel recombinant larval pro-
tein antihookworm vaccine is in clinical trial (335). Al-
though these accomplishments represent a significant ad-
vance for the field of helminthology, it is important to note
that all of the candidate antischistosome vaccine antigens
have, at best, provided only partial immunity, with few
consistently reaching a required threshold of 40% pro-
tection. It is hoped, however, that ongoing improvements
in vaccination technology, combined with greater knowl-
edge of the mechanisms controlling resistance, will allow
development of more-efficacious and better-defined vac-
cines for these complex organisms.

CONCLUSION

The last 4 to 5 years have seen a rapid expansion in re-
search dealing with innate determinants of the immune
response to parasites and in innate effector functions. This
work has important implications not only for understand-

ing the basis of Th-subset selection by parasites, but also
for providing insights useful in the design of new adju-
vants and immunomodulators. The studies on helminth
infections will in addition provide a unique opportunity
to decipher the innate determinants of the Th2 response
and should represent an exciting research area in the com-
ing years. The study of immunoregulatory mechanisms in
parasitic infection has also seen important progress in re-
cent years, with much of this work testifying to the mul-
tilayered complexity and tightly balanced interaction of
antiparasitic immune responses. This work has forced us
to rethink many of the paradigms concerning polarized
effector functions and their regulation in parasitic infec-
tion. Thus, it is becoming increasingly evident that rather
than being the product of a single arm of the immune re-
sponse, effective control of parasites involves the coordina-
tion of both humoral and cellular elements dependent on
both Th1 and Th2 cytokines. Moreover, the simplified no-
tion that Th2 immune polarization underlies susceptibility
to intracellular pathogens such as Leishmania has had to
contend with accumulating evidence in mice and humans
that regulatory cells and cytokines (e.g., IL-10 and TGFβ)
modulating concurrent Th1 immunity better explain non-
healing and persistent infections. Targeting regulatory T
cells or their cytokines, especially in conjunction with an-
tiparasitic drugs, offers the potential for more efficient or
even sterile cures.

The last 4 or 5 years has also seen remarkable progress
in molecular parasitology that should affect immunologic
approaches to disease control. For instance, the ability to
target virulence genes for deletion in Leishmania and Tox-
oplasma has led to the generation of safe, live attenuated
vaccines that promote more durable immunity than non-
living vaccines. The completion of the L. major, T. cruzi,
T. brucei, and P. falciparum genomes should foster further
discoveries of virulence molecules for deletion or drug
targeting and identify additional protective antigens for
vaccine development. The genomic sequence of an im-
portant helminth parasite, B. malayi, was recently com-
pleted (343) although transgenesis for helminths is still
in its infancy. Given the overlapping pathways of im-
mune regulatory and effector mechanisms in chronic par-
asitic infections and the dynamic nature of host responses
during different phases of infection and in different tis-
sues, there is clearly a danger in confining immune anal-
yses to selected cells obtained from a fixed place and
time. A systems biology approach that employs host–
parasite genomic databases along with computer algo-
rithms may be needed to reveal control points in immune
networks that are associated with parasite killing, persis-
tence, or pathology. Perhaps the most compelling need is
for more human immunology to determine the clinical rel-
evance of the mouse models and as an adjunct to clini-
cal development of particular vaccines or immune-based
therapies.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-35 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:27

1126 Chapter 35

During the period since the publication of the last
version of this chapter in the previous edition of this
book, public recognition of the importance of malaria
as one of three major global infectious diseases (along
with AIDS and tuberculosis) has resulted in the expan-
sion of government- and private foundation–supported
vaccine programs, in some instances with industrial part-
ners, aimed primarily at moving candidate immunogens
into clinical trials. It is to be hoped that the initial encour-
aging results of the phase II ‘RTS,S’ vaccine trial in reduc-
ing the incidence of clinical malaria and severe disease in
Mozambican children will be sustained and will provide a
road map as to how public/private partnerships support-
ing translational research can achieve genuine progress in
the control of these significant neglected diseases.
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INTRODUCTION

Viruses are the simplest of all life forms. They can be
viewed as selfish genes with the single-minded purpose
to replicate. Viruses are parasites, and their replication
depends strictly on the machinery of cellular organisms.
They have developed vehicles that allow for efficient trans-
fer of their genes into host cells, supporting their repli-
cation. Replication of viruses is rarely subtle; instead it
commonly results in damage or even death of the invaded
cells. Hosts have in turn developed defense mechanisms
against this invasion. Mechanisms used directly by the at-
tacked cells to block virus entry or virus replication have
evolved to protect individual cells and are employed by
both primitive monocellular organisms such as bacteria
and sophisticated mammalian hosts alike. More complex
organisms have also developed specific organs and cells to
form an immune system to ward off invading pathogens.
In turn, viruses, which are much more flexible than their
hosts because of their rapid replication allowing for ge-
netic modifications, are constantly mutating to dodge the

defense mechanisms of their unwilling production facili-
ties.

Altogether, >400 viruses cause disease in their hu-
man hosts. More than 100 of those belong to the Rhi-
novirus genus. Considering the multitude of viruses that
are pathogenic in humans, it is not surprising that in spite
of advances in modern medicine, viral infections remain
one of the leading causes of human morbidity and mor-
tality worldwide. Constant evolution allows more efficient
replication of viruses, in part through an increase in host
range from animals to humans. Therefore, although not
long ago governments of some developed countries de-
clared infectious diseases a problem of the past, the fight
against infectious diseases became one of the main topics
of the last G-8 summit, the meeting of eight of the world’s
leading industrialized nations.

One major current threat is a new influenza A virus
pandemic of potentially catastrophic outcome. Three in-
fluenza A virus pandemics struck in the last century. The
influenza pandemic of 1918 killed more young Americans
than all of the wars of the twentieth century combined and
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claimed an estimated 20 to 50 million human lives globally.
Additional pandemics occurred in 1957, which caused ap-
proximately 2 million human deaths, and in 1968, which
resulted in approximately 1 million human deaths. The
currently evolving H5N1 virus, which could be the precur-
sor for the next pandemic, has disturbing similarities to
the highly virulent virus of 1918, which was reconstructed
through reverse genetics with the help of bits and pieces of
viral genome isolated from a human cadaver that had been
preserved in the arctic permafrost. H5N1 virus was first de-
tected in Asian poultry in 1997. By July 2006, 229 human
cases of H5N1 virus infection had been reported, mainly
from Asia, but also from Africa and Europe. These cases re-
sulted in 131 fatalities, which is far in excess of previously
observed mortality rates of influenza A virus infections.
So far the virus has been transmitted by human contact
with infected birds, and only a few isolated cases suggest
direct human-to-human transmission. Further mutations
of H5N1 virus, either in the form of adaptive point muta-
tions, that is, antigenic drift, or through reassortment in
humans concomitantly infected with a different influenza
A virus, called antigenic shift, could eventually allow for
sustained and efficient human-to-human transmission.

The human immunodeficiency virus (HIV)-1 was first
identified in 1981. It evolved from a simian immunode-
ficiency virus that infects chimpanzees and crossed the
species barrier less than 100 years ago. Since then it has
gained an irreversible foothold in the human population.

A corona virus that had spilled over for years into hu-
mans from a yet-to-be-identified animal reservoir failed to
cause serious symptoms, but then suddenly began to re-
sult in life-threatening acute respiratory infections in 2003.
This change in virulence was the result of a deletion mu-
tation within the viral genome.

Vaccines are currently available for only a fraction of
the identified human viral pathogens. Vaccines to viruses
that only infect humans, that is, without an animal reser-
voir, can eradicate a virus, as was shown for smallpoxvirus,
which was eliminated through global vaccination cam-
paigns by 1977. Other human viruses for which vaccines
are available, such as poliovirus, measles virus, or hepati-
tis B virus, could potentially be eliminated by global mass
vaccination as well.

SOME BASICS IN VIROLOGY

Virus Classification

The International Committee on Taxonomy of Viruses has
approved 3 orders, 56 families, 9 subfamilies, 233 genera,
and 1,550 virus species. The three orders include DNA
viruses, DNA and RNA reverse transcribing viruses, and
RNA viruses. DNA viruses are divided into double-stranded
(ds) DNA viruses (e.g., poxviruses, herpes viruses, aden-
oviruses, and papilloma viruses) and single-stranded (ss)

DNA viruses (e.g., parvoviruses). RNA viruses are divided
into dsRNA viruses (e.g., reoviruses), negative-sense ss-
RNA viruses (e.g., influenza virus and rabies virus), and
positive-sense ssRNA viruses (e.g., poliovirus and yellow
fever virus). The genome can be linear (e.g., poxvirus), cir-
cular (e.g., papillomaviruses), or segmented (e.g., influenza
virus) and can range in size from 375 kp (poxvirus) to 4 to
6 kb (adeno-associated viruses). Viruses are further classi-
fied into enveloped or naked, that is, nonenveloped viruses.
Viruses can also be divided according to their morphology,
which can be polymorphic or structured. To given an ex-
ample of the taxonomic division of viruses, measles virus
belongs to the genus Morbillivirus, the subfamily Paramyx-
ovirinea, and the family Paramyxoviridae. In this chapter,
examples of viruses are used to clarify antiviral immunity.
A list of these viruses, their classifications, abbreviations,
and antigens that are mentioned throughout the text is
given in Table 36.1.

Virus Transmission

Viruses are transmitted either through the mucosal sur-
faces of the airways, the intestinal or genital tract, or the
eye, abrasions of the skin, or by directly gaining access to
the bloodstream. Mucosal entry is most common. Viruses,
such as influenza viruses, parainfluenza viruses, certain
types of adenoviruses, or rhinoviruses spread through the
airways and are transmitted by droplets that are formed
during coughing or sneezing of an infected individual.
Such viruses can be extraordinarily contagious, as at-
tested by influenza viruses, which cause periodic pan-
demics that spread around the globe within less than half
a year. Aquatic birds serve as influenza A virus reservoirs.
The virus mutates rapidly, and antigenic variations of the
two surface proteins, the hemaglutinin (HA) and the neu-
raminidase (NA), allow for the development of antigenic
drift strains that can evade protective humoral immune re-
sponses induced by previous infections. Most annual epi-
demics are caused by antigenic drift variants. Rearrange-
ments of the HA or NA encoding gene segments between
viral strains circulating in humans with those endemic in
animals result in more dramatic changes, also called anti-
genic shifts, and the pandemics of 1957 with H2N2 and
1968 with H3N2 were caused by such new strains of in-
fluenza virus. Influenza A virus can also gain human-to-
human transmissibility through adaptive mutations. This
was the case with the H1N1 virus that caused the pan-
demic of 1918. During this and subsequent pandemics,
some countries prohibited public coughing or sneezing,
a control measure that was shown to be ineffective. Con-
trol measures such as quarantine of infected individuals
to stop transmission can be effective, as was shown dur-
ing the severe acute respiratory symptom (SARS) outbreak
caused by a corona virus in 2003–2004, but they will not
stop an influenza virus pandemic.
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◗ TABLE 36.1

Family Genus Virus Abbreviation Proteins

Poxviridae Orthopoxvirus Vaccinia virus — B18R, B13R, GIF, C10L, NIL, A46R, A52R, B8R,
M104L, E3L, K3L, MT1, T2, crmA-D, VCP

Ectromelia virus — p28
Leporipoxvirus Shope fibroma virus — N1R

Myxoma virus M57, M135R, F2, SEPP-2, M-T2, M-T4, M-T5
Mulluscipox Molluscum contagiosum

virus
MCV MC159, MC160, MC066. M11L, MC148

Herpesviridae Herpesvirus Human cytomegalovirus HCMV US11, US2, UL33, UL78, US27, US28, UL146, UL145,
UL147, UL111A, UL144, UL16, US10, US3, US6,
US11, UL40, UL35, UL36, UL18

Mouse cytomegalovirus MCMV m157, m144, m152, m6/gp48, m144
Karposi sarcoma–

associated herpesviruses
(human herpesvirus-8)

KSHV (HHV-8) K3, K4, K5, N5, mκ3

Herpesvirus samiri — CCPH
Epstein–Barr virus EBV BHRF1
Herpes simplex virus HSV ICP47, gc

Adenoviridae Adenovirus Human serotype
adenoviruses

—- E1B/19K, E1B/55K, E3/10.4K, E3/14.5K, E3/19K

Polyomaviridae Papillomavirus Human papillomavirus HPV E6, E7

Flaviviridae Hepacivirus Hepatitis C virus HCV NS3/4, NS5A, E2

Filoviridae Ebolavirus — — Vp35

Orthomyxoviridae Influenza virus A — — NS1

Intestinal transmission is caused by virus shedding in
feces, from where viruses gain access to oral ingestion.
Orally transmitted pathogens are in general remarkable
stable. They can pass through the acidic environment of
the stomach or survive in water for prolonged times. In-
fection of aquatic birds with influenza viruses, which are
transmitted orally in birds, is linked to contamination of
lake water. Outbreaks of rotaviruses have been caused by
contaminated water. Poliovirus, which prior to worldwide
immunization programs caused devastating infection of
children worldwide, was commonly transmitted in pub-
lic swimming pools. Hepatitis A virus can be transmitted
by ingestion of raw oysters that have become infected by
viruses in water.

Genital transmission by sexual contact maintains the
pandemic of acquired immunodeficiency (AIDS), which is
caused by human immunodeficiency virus (HIV). AIDS is
by now the leading cause of death in humans aged 18 to 59
worldwide. Between 1981 and 2003, an estimated 20 mil-
lion humans died of AIDS. By 2005, 40.3 million people
were infected with HIV-1. In 2005, it was estimated that
an additional 3.1 million humans had died of AIDS, while
4.9 million people became newly infected with HIV-1. Sub-
Saharan Africa has by far the highest incidence rates of
HIV-1 infections, and in some sub-Saharan nations, such
as in Botswana, a staggering 37.3% of the adult population
is infected. HIV-1 is starting to spread in other regions, in-

cluding highly populated countries of Asia such as India
and China. India has a population of 1 billion with an esti-
mated infection rate of 0.9%, China has a population of 1.2
billion with an estimated infection rate of 0.1%, and both
countries are at risk for an explosive increase in HIV-1
infection rates. Women are at a higher risk than men to
become infected by heterosexual contact, and currently
60% of all HIV-1 infected individuals are women. Infected
women in turn can transmit virus to their offspring during
pregnancy, birth, or breastfeeding, and it is estimated that
more than 2.2 million infants have become infected from
their mothers.

Certain types of human papillomaviruses (HPV), such
as types 16 and 18, are sexually transmitted. Although
these viruses cause benign infections in most men and
in the majority of women, who can clear virus-infected
cells through adaptive immune responses, oncogenic types
of papillomaviruses can persist and cause cervical can-
cer. Cervical cancer is currently the second most com-
mon cause of cancer death in women worldwide, claim-
ing approximately 300,000 to 400,000 lives each year. In
the United States, approximately 4,800 women die each
year from cervical cancer. Worldwide, cervical cancer af-
fects about 1% of all women and is the most common
cause of cancer death in women under the age of 50. A
vaccine to HPV-16 and HPV-18 was licensed recently, and
it is expected that this vaccine will reduce the incidence of
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cervical cancer induced by these two types of HPV.
Notwithstanding, over 50 types of HPV are known, and
some others besides types 16 and 18 are oncogenic.

A number of viruses can only infect humans if they gain
direct access to the bloodstream. These viruses rely on in-
termediate hosts, which commonly include blood-feeding
insects such as mosquitoes, ticks, or flies. Rabies virus
can only infect warm-blooded mammals. It causes a fa-
tal encephalitis, and one of the symptoms in rabies virus–
infected animals is increased aggressiveness resulting in
unprovoked attacks, which in turn allows rabies virus to
spread from the saliva of the infected animal into the bite
wound of its victim.

Virus Cell Entry

Many viruses enter cells through the use of specific cell
surface receptors, which in turn influences the tropism of
the virus. Examples of viral receptors include sialic acid
for influenza viruses, the coxsackie adenovirus receptor
(CAR) for coxsackie virus and most types of adenoviruses
(1,2), CD46, a complement component, for adenoviruses
of subfamily B2, measles virus, or human herpes virus
6 (3–5), CD4 for HIV-1, CD54, an intercellular adhesion
molecule used by 78 of the more than 100 rhinovirus types
(6), CD155 used by poliovirus (7), the herpes virus entry
mediator (HVEM), a member of the TNF family used by
herpes simplex virus (8), or heparan sulfate protoglycan
used by some strains of adeno-associated virus (AAV) (9).
Many viruses, in addition to their primary binding recep-
tor, use coreceptors for cell entry. For example, the enve-
lope protein of HIV-1, upon binding to CD4, changes its
structure and then binds to CCR5 to gain access into the
cells. Adenoviruses gain entry into cells after binding of
the fiber knob to CAR, followed by interactions between
the viral penton and cell surface–expressed integrins. Once
viruses bind to cell membranes, they employ a variety of
pathways to gain access into the cell. Naked virus particles
can cross the cell membrane directly, or they can form a
pore within the membrane and inject their genome into
the cytoplasm. Other nonenveloped viruses, such as aden-
oviruses or AAVs, sink into clathrin-coated pits upon bind-
ing to cell surface receptors, which invaginate and close
off, forming clathrin-coated vesicles within the cytoplasm.
There the clathrin dissociates into triskelions, which leave
the vesicles. The resulting uncoated vesicles transport the
virions to endosomes, from where virus can be released.

Enveloped viruses such as influenza virus enter cells
by receptor-mediated endocytosis. The membrane of some
enveloped viruses can fuse with cell and the release virus
components such as its protein-covered genome into the
cytoplasm. Parainfluenza viruses such as Sendai virus or
HIV-1 enter cells through direct fusion between the viral
and cell membrane, allowing the viral contents access into
the cytoplasm. Most but not all viruses replicate in the nu-
cleus. Poxviruses, which are the largest of all viruses and

encode several hundred proteins, can transcribe their DNA
in the cytoplasm, and the viruses carry the enzymes needed
for transcription of the early viral genes. Other viruses have
to transport their genome into the nucleus. Some viruses,
such as adenoviruses, travel through the cytoplasm to the
nuclear pore complex, taking advantage of cellular trans-
port systems such as microtubules. Once the virus reaches
the nuclear pores, it uncoates, and the genome, still com-
plexed with some of the viral proteins such as factor VII
for adenoviruses, is injected into the nucleus. HIV, an RNA
virus, carries a reverse transcriptase that in the cytoplasm
converts viral RNA into DNA. The DNA in turn moves into
the nucleus through nuclear pores.

Cells have evolved mechanisms to recognize viruses at
these early stages while viruses gain access to the host
cell replication machinery. Pathogen-recognition recep-
tors such as Toll-like receptors are located at the cell sur-
face or within cells. They recognize patterns, rather than
specific sequences, that are not present in normal healthy
cells but are associated with pathogens. Such patterns in-
clude motifs on viral proteins, DNA, or RNA. Viral RNA can
also be sensed by RNA helicases such as RIG-1, resulting in
the induction of interferon responses. Within the nucleus,
incoming viral DNA can be complexed into so-called nu-
clear dots, and there is circumstantial evidence that bind-
ing of viral genomes to such nuclear dots inhibits their rep-
lication and is thus part of the cellular defense machinery.

Virus Replication

Once the virus gains access to the nucleus, virus propaga-
tion is initiated. Transcription of the more complex DNA
viruses occurs in two stages and starts with transcription
of the so-called early genes, which encode proteins needed
for transcription and nuclear export of viral RNA, followed
by replication of the genome and then transcription of the
late genes, which encode the structural proteins.

This process can be exemplified by transcription of the
adenovirus genome, a double-stranded DNA virus with a
genome of 30 to 35 kb in length that is read in both direc-
tions and increases its repertoire of polypeptides through
further splicing (10). The E1A proteins are produced first.
They modulate the cellular metabolism to make the cell
more susceptible to virus replication, primarily by inter-
fering with NF-κB and p53 pathways. The E1B gene prod-
ucts prolong cell survival by inhibiting cell apoptosis. The
E2 gene products provide the machinery for replication
of virus DNA and, together with cellular factors, promote
transcription of late genes. The E3 gene products, which
are not essential for adenovirus replication, provide a com-
pendium of proteins that subverts the host defense mech-
anisms. The E4 gene products facilitate virus messenger
RNA metabolism and provide functions to promote virus
DNA replication and shutoff of host protein synthesis.
They also prevent viral DNA concatemer formation. Aden-
oviruses also transcribe a set of hairloop-structured RNAs
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that are not translated, termed virus-associated (VA)-
RNAs, and these play a role in combating cellular defense
mechanisms. DNA replication begins from both DNA ter-
mini, followed by transcription of the late genes that en-
code the structural proteins. The encapsidation process of
the viral DNA is governed by the presence of a packaging
signal at the conventional left end of the virus DNA, which
consists of a series of AT-rich sequences. These events are
accompanied by major changes in the nuclear infrastruc-
ture and the permeabilization of the nuclear membrane of
the host cells. This facilitates the egress of the virus into
the cytoplasm and is followed by the disintegration of the
plasma membrane and the release of infectious virus.

Some RNA viruses, such as influenza A viruses, carry
enzymes that are needed to initiate viral transcription. The
influenza A virus genome is composed of eight segments
of linear negative-sense single-stranded RNA. The genome
sequence has terminal repeated sequences at both ends
that are 12 to 13 nucleotides long. The viral endonucle-
ase (PB2) cuts terminal nucleotides from the RNA, which
are then used as primers for the transcription of the genes.
Once the initial proteins have been synthesized, eight com-
plementary positive-sense RNA strands are made from the
eight negative-sense RNA segments. From this cRNA, a
negative-sense RNA is produced. Assembly of virus par-
ticles takes place in the cytoplasm at the plasma mem-
brane.

Upon replication, some viruses exit their host cells by
budding through the plasma membrane, in a process of
reverse endocytosis. Other viruses are released upon the
death of the infected cells. Still other viruses pass from
one cell into adjacent cells without exposure to the extra-
cellular environment.

ANTIVIRAL IMMUNE RESPONSES

Immune responses are essential to protect their host
from pathogens. Humans with severe immnodeficien-
cies, whether due to inheritance, infection with HIV-1, or
immuno-ablating medical interventions, commonly die as
a result of overwhelming viral infections.

Viruses come in different flavors, and the immune
system has evolved to respond accordingly. Although all
viruses have the ultimate goal of replicating, their ap-
proach differs and can roughly be divided into “hit and
run” or “hit and hide” varieties. The hit-and-run variety in-
fects an individual, replicates rapidly, and then spreads to
the next victim. Such viruses can cause fulminate and fa-
tal infections, because survival of the host is not essential
for their continued existence once they have spread to the
next organism. Many of the small viruses, but also some of
the more complex DNA viruses, take this hit-and-run ap-
proach. A typical example is influenza virus, which causes
an acute infection and then spreads to the next host. The
host either dies or completely clears the infection. The suc-

cess of influenza virus is linked to its ease of transmission,
so there is no reason for this virus to rely on continued
infection of a given host.

Another example is rabies virus. This virus in interesting
because its incubation time varies tremendously; patients
can develop symptoms within 2 to 3 weeks, or the infection
can stay asymptomatic for decades and then suddenly flare
up. It is unknown where the virus hides during this time,
and it is also unknown why rabies virus suddenly starts to
replicate in the central nervous system years later, caus-
ing disease. Humans or animals that develop symptoms
of rabies nearly always die, and the very few humans who
have survived have severe neurologic deficits. The virus is
by no means as contagious as influenza virus but instead
requires direct and fairly intimate contact between an in-
fected host’s saliva and its next victim. Notwithstanding,
the virus is very successful, for it has a broad host range
and ensures that infected individuals who become conta-
gious at the end stage of their disease exhibit the aggressive
behavior that is needed for rabies virus to spread.

To ward off hit-and-run viruses requires a rapid and
robust immune response to blunt viral spread within an
individual without causing undue damage to the infected
host. Hit-and-hide viruses are usually more complex, be-
cause much of their genome is devoted to combating im-
mune responses. These viruses replicate upon infection,
but they do not focus on seeking a new host; rather, they
focus on extending their survival within an infected host.
Examples are herpes viruses, which, upon an acute and
lytic cycle, become latent and persist for the lifetime of an
infected host. Another example is HIV-1, which initially
replicates to high titers, causing influenzalike symptoms.
An adaptive immune response is triggered and reduces vi-
ral load. Nevertheless, the virus cannot be cleared and per-
sists until the host eventually succumbs to virus-associated
complications. HIV-1 is far less contagious than influenza
virus and does not have the luxury of the broad host range
of rabies virus. Chronic infections thus allow the survival
of viruses that are less easily transmitted. Chronic or per-
sistent infections pose different demands on the immune
system than transient and acute infections, because viral
loads need to be controlled for long periods of time.

VIRUSES AND THE INNATE
IMMUNE SYSTEM

The innate immune system has two roles: It provides an
early defense system against pathogens; and it alerts and
assists in activating the adaptive immune system.

Pathogen Recognition Receptors

The innate immune system lacks the exquisite specificity
of the adaptive immune system. Specificity for recognition
of foreign antigens is provided by receptors called pattern
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recognition receptors (PRRs), which recognize pathogen-
associated molecular patterns (PAMP) (11). Toll-like recep-
tors (TLR) serve as PRRs, and 12 TLRs have been identi-
fied to date in mammals (12). Of those, TLR-3, -7, -8, and
-9 recognize viral genomes (13); TLR-3 recognizes dsRNA,
TLR-7 and -8 recognize G/U-rich ssRNA, and TLR-9 recog-
nizes unmethylated CpG motifs on dsDNA present in bac-
teria or large DNA viruses such as herpes viruses. TLR-2
and TLR-4 recognize mainly bacterial products but can
also be activated by viral proteins, such as the hemagglu-
tinin of measles virus (TLR-2) (14) or the fusion protein
of respiratory syncytial virus (TLR-4) (15). TLRs that rec-
ognize viral genomes are in the endosome, whereas those
that bind proteins are on the cell surface. Expression of
TLRs in the endosomes ensures access to viral genomes
while preventing interaction with host cell–derived RNA.
Most of the TLRs use MyD88 as an adaptor molecule (16),
which upon binding to TIRAP activates IRAK and TRAF6
and then NF-κB and IRF-3. TLR-3 signals through TRIF
(17), which binds to TRAF6 and RIP1, which activate NF-
κB. Alternatively, TRIF can bind to TBK1, which activates
IRF3 and IRF7. The latter pathway can also be used by
TLR-4. Activation of NF-κB followed by its translocation
to the nucleus results in production of proinflammatory cy-
tokines such as IL-6, TNF-α, and IL-12; activation of IRF-3
or -7 causes production of type I interferons (IFN).

DsRNA is further recognized by two kinases, protein ki-
nase R (PKR) (18) and RNAseL (19). Upon activation, PKR
phosphorylates the eukaryotic initiation factor 2 (eIF-2)
α subunit. This inhibits translation in virus-infected cells.
PKR thus functions to protect cells against synthesis of vi-
ral proteins once the kinase is activated by dsRNA, a com-
mon by-product of viral propagation. Activation of PKR
furthermore induces production of type I interferons (20).
RNAseL affects degradation of RNA and thus also inhibits
protein synthesis.

DsRNA can activate two cytoplasmic IFN-inducible
DExD/H box RNA helicases termed retinoic acid–
inducible protein 1 (RIG-1) and melanoma differentiation–
associated gene 5 (mda-5) (21,22). In addition to helicase
domains, these proteins contain a tandem caspase recruit-
ment domain, which results in signal transduction cas-
cades that activate NF-κB and IRF-3. The specificity of the
helicases is comparable to that of TLR-3, and it is currently
unclear how their roles in antiviral defense differ. TLR-3 is
localized in intracellular vesicles and may encounter viral
RNA upon phagocytosis of viral particles. The helicases as
well as PKR are located in the cytoplasm and are likely to
react to dsRNA produced during viral replication. TLR-3
is expressed on NK cells and may play an important role in
their activation. Binding of West Nile virus to TLR-3 was
shown to initiate an inflammatory response that increases
the permeability of the blood–brain barrier, thus allowing
the virus to enter the brain (23). Overall, TLR3 is the most
abundantly expressed TLR in the central nervous system

(24), indicating that this TLR may have a specific and yet-
to-be-identified role in the brain.

Early Antiviral Cytokines

Stimulation of NF-κB or the interferon pathways by viral
PAMPs results in production of a series of proinflammatory
cytokines and chemokines. Some of the cytokines, such as
interferons, have direct antiviral activity. Interferons are
subdivided into type I interferons (IFN-1), which in hu-
mans include one type of IFN-ß, IFN-ε, IFN-κ , IFN-ω, and
at least 13 variants of IFN-α, type II interferon, also called
immune interferon or IFN-γ , and type III interferon, also
called IFN-λ or IL-28/29 (25).

All nucleated cells can produce type I IFNs, although
during a primary infection most of it originates from den-
dritic cells (DCs), especially plasmacytoid DCs (pDCs).
IFN-γ is produced mainly by T and NK cells. Type III IFN
can be produced by a number of cells, including DCs. Both
IFN-α and IFN-ß use the same receptor and have inter-
changeable functions. The receptor for type I IFNs consists
of two subunits, IFNAR-1 and IFNAR-2. Binding of type I
IFN to its receptor leads to phosphorylation of the tyrosine
kinase (Tyk)-2 and Janus kinase (Jak)-1 (26). This in turn
causes tyrosine phosphorylation of Stat1 and 2 proteins,
which upon translocation into the nucleus form a complex
with other proteins, leading to activation of interferon-
inducible genes (27). Type I IFN acts mainly through Stat1
and Stat2 but can also activate Stat3, Stat4, and Stat5.

Mainly NK cells produce IFN-γ in response to PAMPS
or other cytokines such as IL-12 or IL-18. Binding of IFN-γ
to its receptor, which contains two chains called IFNGR-1
and IFNGR-2, leads to the phosphorylation of Stat1 via
Jak-1 (28,29).

Type III IFN acts through a receptor complex com-
posed of the IL-28 receptor (R) α chain and the IL-10Rβ

chain. Binding of IFN-λ to its receptor activates Stat1 and
2 but, similar to type I IFN, can act through Stat3, 4, or
5. Type III IFN can signal through non-Jak-Stat pathways
either through the kinase AKT or mitogen-activated ki-
nases (MAPK) JNK and ERK1/2. Although type I IFN can
use some of these alternative pathways as well, its action
through JNK has not yet been reported. Type I and type III
IFNs are commonly produced by the same cells in response
to virus infections (25). However, in one study, expression
of IFN-λ but not type I IFNs was demonstrated from liver
biopsy samples of patients infected with hepatitis C virus
(HCV), indicating differential regulation of their expres-
sion (25,30).

Type I IFNs are in general 10 to 100 times more po-
tent as antiviral agents compared to IFN-γ . All types of
IFNs affect viral multiplication at several levels. They
can inhibit entry of the viruses into host cells by reduc-
ing expression of the viral receptors. IFN-1 induces pro-
duction of the Mx protein that inhibits transcription of
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influenza viruses through a still ill-defined pathway (31).
IFNs downregulate viral promoters. They trigger expres-
sion of 2′5′-oligoadenylsynthase and double-stranded RNA
kinase, which inhibits production of viral progeny. For
some viruses, IFN-γ can promote transcription. For ex-
ample, the long terminal repeat of HIV-1 is activated by
IFN-γ (32). IFN-γ induces nitric oxide synthases, which
converts L-arginine to L-citrulline and NO. The latter has
direct effects on poxviruses and herpes viruses by inhibit-
ing DNA replication, synthesis of late viral proteins, and
viral assembly (33).

In addition to their antiviral activity, IFNs play a domi-
nant role in other host defense mechanisms. They activate
macrophages and NK cells. They promote Th1-type im-
mune responses. They drive maturation of DCs, induce or
augment expression of MHC class I and II determinants,
costimulatory molecules of the B7 family, and proteins in-
volved in antigen processing. They enhance cross-priming.
IFN or IFN-receptor knockout mice show increased sus-
ceptibility to some viral infections. IFN-α has been li-
censed for treatment of chronic infections with hepatitis
B (34) and C virus (35) and for treatment of human pa-
pilloma virus–associated genital warts (Condyloma acumi-
nata) (36).

Activation of Cells of the Innate
Immune System

Chemokine-mediated Recruitment of Leukocytes

Most viruses cause an inflammatory reaction through
chemokine-mediated recruitment of leukocytes to the site
of infection. At least 50 different chemokines have been
identified in humans to date (37,38). Most of them can
be divided into CXC or CC chemokines, depending on
the positioning of their cystein residues. Chemokines are
either constitutively expressed to maintain normal traf-
ficking of leukocytes, or they are induced under condi-
tions of inflammation to recruit a cellular infiltrate. The
chemokine system is redundant, and receptors and their
ligands involved in inflammatory reactions are commonly
promiscuous. Chemokines as well as cytokines are induced
in response to interactions between PAMPs and PRRs.
This affects a local increase of the expression of adher-
ent molecules on blood vessel walls, which causes leuko-
cytes to slow down and to start rolling. This is followed
either by detachment of the rolling cells as a result of the
shearing forces of the blood flow or by firm adhesion and
then extravasation from the blood into the tissue, where
leukocytes migrate to the site of infection. The latter two
events are controlled by chemokines. Neutrophils are at-
tracted first through CXC chemokines such as CXCL8,
CXCL5, and CXCL1. Monocytes and other mononuclear
cells that express CCR2, CCR3, or CCR5 are recruited later
through CCL2, CCL3, and CCL5 chemokines. The role of

chemokines that recruit different NK cell subsets remains
controversial. Resting NK cells express CXCR4, whereas
activated NK cells upregulate CCR2, CCR4, CCR7, and
CCR8, indicating that they migrate in response to the cor-
responding chemokines.

Activity of Natural Killer (NK) Cells

NK cells are activated by viruses either directly, upon
recognition of viral sequences by TLRs such as TLR-3,
or indirectly through IL-12. NK cells contribute to early
viral control through direct lysis of virus-infected cells
and through the production of IFN-γ (39,40). NK cells
carry a multitude of activating as well as inhibitory re-
ceptors to ensure selective lysis of infected cells (41,42).
The overall balance of signals through both types of recep-
tors determines NK-cell activity. Some of the NK-cell re-
ceptors belong to the killer immunoglobulinlike receptors
(KIR), which can be activating or inhibitory and which
differ in their specificity to HLA. Inhibitory KIRs con-
tain immunotyrosine-based inhibitory motifs in their cy-
toplasmic tail. Some of the inhibitory KIR receptors rec-
ognize MHC class I determinants, and loss of MHC class I
molecules upon virus infections activates NK cells, pro-
vided that an activating receptor is engaged by a host-
cell ligand or a pathogen-derived sequence. Some acti-
vating KIRs are sensitive not only to modulation of MHC
class I expression, but also to peptides displayed by class I
molecules. This specificity for viral peptides displayed by
MHC class I is not as exclusive as that of T-cell recep-
tors but rather resembles that of PRRs. The inhibitory
KIR receptors include KIR2DL1 specific for HLA-C/C2,
KIR2DL2/3 specific for HLA C/C1, KIR3DL1 specific for
HLA-B Bw4, and KIR3DL2 specific for HLA-a/A3/A11. The
corresponding activating receptors KIR2DS1, KIR2DS2,
and KIR3DS1 have the same specificity, whereas KIR2DL4
appears to recognize HLA-G. Of the two lectinlike recep-
tors, CD94/NKG2A is inhibitory whereas CD94/NKG2C is
activating. Both recognize HLA-E, which binds the leader
sequence of HLA-A, -B, and -C molecules as well as the
leader sequence of nonclassical MHC molecules, and thus
signals global changes in MHC expression. Additional ac-
tivating receptors are NKG2D, NKp46, and NKp30, which
are constitutively expressed on NK cells, whereas NKp44
is induced upon activation of NK cells. These receptors
are termed cytotoxicity receptors because their ligation
causes release of perforin or granzyme, which kills the
target cells through pore formation in the cell membrane.
NKG2D recognizes the stress-induced MHC class I–related
MICA and MICB proteins, whereas NKp46 and NKp44
recognize viral hemagglutinins (43). NK cells also express
TLRs involved in viral sensing, although the role of such
TLRs remains to be established. IL-12 and type I interferon
also provide potent activating signals to NK cells. NK cells
are linked to the adaptive immune system through their
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interactions with immature DCs. Activated NK cells can
lyse immature DCs upon ligation of the NKp30 receptor.
Upon maturation, DCs upregulate MHC class I molecules
and become resistant to NK-cell lysis. NK cells can drive
maturation of DCs through production of proinflam-
matory cytokines such as TNF-α. In turn, mature DCs
can activate the CD56high subset of NK cells through
IL-12. NK cells are pivotal in providing early control
of virus infection, as was shown in animal models, in
which lack of NK cells resulted in enhanced susceptibil-
ity to infections with a number of different viruses such
as sendai virus, influenza virus, or cytomegalovirus, a
finding that was confirmed in human patients with NK
deficiency (44).

Dendritic Cells

DCs provide a crucial connection between the innate and
the adaptive immune system. Two main subsets of DCs
have been identified to date, called myeloid DCs (mDCs)
(45) and plasmacytoid DCs (pDCs) (46), which differ in
morphology, surface marker expression, and function. A
third subset, called lymphoid DCs, has also been described
(47). mDCs have a typical dendroid morphology. They are
CD11b+ and CD11c+. pDCs have a plasma cell-like mor-
phology. They are CD11clow and CD11b−. Human pDCs
express CD123, whereas mouse pDCs express Ly6c. Both
mDCs and pDCs are bone marrow–derived. They show
distinct migration patterns; immature mDCs migrate to
peripheral tissues, whereas immature pDCs, which are
CD62Lhigh, migrate to lymphatic tissues, where they enter
the T-cell zones. Immature mDCs constantly monitor their
environment by phagocytosing particles including viruses,
but are unsuited to present antigen to naive T cells until
they differentiate into mature DCs. Such differentiation
signals are provided by cytokines such as TNF-α or type I
IFNs and by activation of PRRs such as the TLRs. Inter-
estingly, mDCs express many of the TLRs that recognize
bacterial products such as TLR-2, -4, and -5. They also
express TLR-3. In contrast, pDCs express TLRs that rec-
ognize viral genomes such as TLR-7, -8 (expressed only
by mouse pDC, not by human pDCs), and -9, indicating a
pivotal role of pDCs in antiviral defense (48). Upon receiv-
ing an activation signal, mDCs initially increase phagocy-
tosis and start secreting chemokines that attract an addi-
tional inflammatory infiltrate, which includes cells of the
innate and adaptive immune system and additional imma-
ture mDCs and pDCs. Activated mDCs then cease to take
up antigen, rearrange their actin cables, and upregulate
CCR7 expression, which drives their migration to drain-
ing lymph nodes. Activated DCs furthermore upregulate
their antigen-processing machinery as well as expression
of MHC class I molecules, and translocate MHC class II de-
terminants from intracellular vesicles to the cell surface. At
this stage, MHC molecules are loaded with antigen-derived

peptides. In addition, mature DCs start to express or up-
regulate positive costimulatory molecules of the B7 family
such as CD80 and CD86 as well as CD40, and secrete cy-
tokines such as IL-12 and type I IFNs. Once mature mDCs
reach the lymph nodes, they migrate to the T-cell zones
and commence activation of naı̈ve T cells. In contrast,
upon activation, pDCs produce type I IFN at levels that
are 10 to 100 times higher on a per-cell basis than those
produced by mature mDCs. In mDCs, stimulation through
a PAMP, through cytokines, or through CD40 ligation acti-
vates IRF-3, which leads initially to the production of low
amounts of type I IFN. Upon binding to its receptor, type I
IFN then increases its own production through a posi-
tive feedback mechanism, which requires upregulation of
IRF-7. pDCs constitutively express IRF-7, which renders
these cells independent of positive feedback, and they can
therefore produce large amounts of type I IFN immediately
upon activation (49). pDCs can present antigen to naı̈ve
T cells; they upregulate MHC determinant and costimu-
latory molecules upon differentiation into mature pDCs.
Nevertheless, levels of these crucial cell surface molecules
are lower than those on mature mDCs. Furthermore, pDCs
do not phagocytose antigen and are thus poorly suited to
present antigen (50). It is unclear whether pDCs indeed
present antigen in vivo to cells of the adaptive immune
system or if their primary role is to produce type I IFNs
and to assist maturation of mDCs.

Antigen presentation by DCs can influence the homing
behavior of activated T cells. Mucosal surfaces are partic-
ularly vulnerable to pathogen invasion. Especially the in-
testinal mucosal membrane is constantly bombarded with
bacteria and food-derived antigens and has thus evolved
a distinct immune system. DCs within the intestine have
been shown to activate T cells that preferentially home
to gut-associated lymphoid tissues. Such homing is medi-
ated by expression of CCR9 and α4β7 on T cells. Lamina
propria–derived DCs, unlike DCs in the spleen or in central
lymph nodes, express the integrin chain of CD103, which
induces T cells with gut-homing preference (51).

DCs not only activate adaptive immune responses, they
also have important regulatory functions. Immature DCs
fail to activate T-cell responses but instead cause T-cell
anergy once a T cell encounters its cognate antigen on
DCs, which lack expression of costimulatory signals. In
addition, immature or “semimature” DCs are thought to
induce regulatory T cells, which suppress adaptive im-
mune responses (52,53). Mature DCs can also downreg-
ulate T-cell activation through the expression of negative
costimulatory molecules. CD28 expressed on T cells can
bind to CD80 and CD86, which provide positive costimu-
lation. CD80 and CD86 bind with higher affinity to CTLA-4,
which is expressed later on activated T cells and delivers
a negative signal (54). The ICOS:ICOS ligand pathway has
overlapping functions with CD28 and appears to be partic-
ularly important for stimulating cytokine production by
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effector T cells (55). However, ICOS also has a negative
regulatory role, influencing the function of IL-10 produc-
tion by regulatory T cells (56). Functional studies support
both stimulatory and inhibitory roles for B7-H3 (57). The
newest member of the B7 family, B7-H4, has a negative
regulatory function (58). PD-1 is an inhibitory receptor
expressed on T cells and B cells, and it induces cell cy-
cle arrest (59). PD-1 interacts with two receptors, PD-L1
and PD-L2, which exhibit distinct patterns of expression.
PD-L1 is expressed more broadly than PD-L2; PD-L1 is
expressed on T cells, B cells, macrophages, DCs, endothe-
lium, syncytiotrophoblasts, and other cell types, whereas
PD-L2 expression is restricted to macrophages and DCs.
Chronic viral infection seems to cause activation of the
PD1-PDL1/L2 pathways, potentially resulting in an impair-
ment of T-cell functions (60). The B- and T-lymphocyte
attenuator (BTLA) (34) provides inhibitory signals upon
binding to the herpes virus entry mediator (HVEM) (61),
which is expressed on DCs, and also interacts with gD of
herpes virus and with a distinct region with two TNF fam-
ily members, LIGHT and lymphotoxin-A.

ANTIGEN-SPECIFIC IMMUNE RESPONSES

Activation of the innate immune system is followed
by stimulation of adaptive immune responses to viral
pathogens. Cells of the adaptive immune system have
exquisite specificity to their respective antigen through
clonally expressed receptors that maintain a complex
repertoire through genetic rearrangement and, in the case
of B-cell receptors, through additional somatic hypermu-
tations. To maintain the large repertoire that is needed to
mount a response against the multitude of pathogens, cells
with a given receptor specificity are present at very low
numbers. Upon activation, B and T cells need to undergo
extensive proliferation to reach more effective numbers.
T and B cells replicate very rapidly, with an approximate
doubling time of 6 hours. Notwithstanding, viruses can
multiply 1,000 fold during the same period. The 4- to 5-day
delay between viral infection and onset of adaptive immu-
nity caused by the initial proliferation of T and B cells with
the appropriate receptor specificities leaves the host sus-
ceptible to capacious virus replication, which at this stage
is controlled mainly by cells and factors of the innate im-
mune system.

The adaptive immune system is composed of B and
T cells; T cells are divided into CD4+ and CD8+ T cells.
T cells are stimulated by peptides derived from foreign
antigens that are displayed by MHC molecules on the sur-
face of mature DCs. CD4+ T cells, which have immunoreg-
ulatory functions, are activated by peptides derived from
exogenous antigen displayed by MHC class II molecules,
whereas CD8+ T cells, which have effector functions and
can lyse virus-infected cells directly, are activated by pep-

tides that are in general derived from de novo–synthesized
antigens, and that are displayed on MHC class I molecules.
B cells are activated by native antigen. Effector T cells
have the task of eliminating virus-infected cells prefer-
entially by killing them before new viral progeny have
been assembled. Restricting their receptor specificity to
virus-derived peptides that are bound to transplantation
antigens prevents them from being sidetracked by free
virus.

CD8+ T Cells

During a primary virus infection, viral control is achieved
predominantly by specific CD8+ T cells that can elimi-
nate virus-infected cells through direct lysis of MHC class
I–expressing infected cells, and that can further reduce
virus replication through the release of cytokines such as
IFN-γ .

Antigen Processing and Presentation
for CD8+ T-Cell Activation

CD8+ T cells respond to peptides that are 8 to 10 amino
acids long and displayed by MHC class I determinants
(62). Such peptides are commonly derived from early vi-
ral proteins and allow for early destruction of the infected
cells (63). Naı̈ve CD8+ T cells are activated by MHC class
I/peptide complexes displayed on mature DCs. Other cells,
such as B cells, macrophages, or tissue cells, cannot acti-
vate naı̈ve CD8+ T cells (64), although they can trigger a
recall response. Minute amounts of MHC class I/peptide
complexes suffice to trigger activation of CD8+ T cells,
though immunogenic levels most likely vary and depend
in part on the affinity between the MHC peptide complex
and the T-cell receptor, as well as on the duration of antigen
presentation.

Peptide loading of MHC complexes in most cases oc-
curs in the endoplasmic reticulum (ER) although, at least
in vitro, empty cell surface–expressed MHC class I
molecules can bind exogenous peptides. Because empty
cell surface–expressed MHC class I molecules are unsta-
ble, this process may not play a role in vivo. The most com-
mon pathway for peptide/MHC class I complex formation
involves productive infection of cells followed by synthe-
sis of viral antigens. Proteins that are not translated faith-
fully or that are folded incorrectly are degraded in the cyto-
plasm into peptides by proteolytic enzymes that form the
proteosome complex (65). Synthesis and posttranslational
modifications of this complex are increased by IFN-γ
(66). Peptides that are derived upon enzymatic cleavage of
proteins are transported into the ER through transporter
associated with antigen presentation (TAP) (67,68). TAP
shows preference for peptides that are 8 to 13 amino acids
in length and, depending on the species of the host cell, for
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peptides with certain motifs such as hydrophobic carboxy
termini (69).

Newly synthesized MHC class I heavy chains are also
transported into the ER, where they bind to calnexin,
which promotes appropriate folding of the protein. The
folded heavy chain then binds β2 microglobulin. The cor-
rect folding of the MHC class I heavy chain is further fa-
cilitated by calreticulin. The resulting complex binds to
tapasin, providing a link to TAP (70). Upon TAP-facilitated
transport into the ER, peptides with the appropriate an-
choring residues bind to the groove that is displayed on
top of the MHC class I heavy-chain/β2 microglobulin com-
plexes. If necessary, peptides are further clipped by pep-
tidase present in the ER until they reach a size that is
optimal for binding to MHC. Some peptides contain sig-
nal sequences that allow for TAP-independent transport
into the ER. Binding of peptides to MHC class I molecules
causes release of calreticulin and tapasin and is followed by
transport of the MHC/peptide complex through the Golgi
apparatus to the cell surface.

Not all viruses infect DCs directly, so alternative path-
ways exist to ensure that their antigens are presented to
CD8+ T cells. DCs present exogenous antigen in the con-
text of MHC class I determinant through a process called
cross-presentation or cross-priming (71). This process is
enhanced by type I IFNs. Cross-priming involves direct
uptake of viruses or viral proteins by DCs through phago-
cytosis or pinocytosis into lysosomes, from where they are
transported to early endosomes. Here some of the viral
proteins are degraded by enzymes present in these com-
partments. Viruses and viral degradation products can
egress the endosomes and reach the cytoplasm for further
degradation by proteasome complexes and TAP-dependent
transport of peptides into the ER. Alternatively, phago-
somes (the endosomal vehicles that contain material that
is phagocytosed by DCs) can fuse directly with the ER, gen-
erating compartments that have been dubbed ergosomes
(72). Loading of peptides onto MHC class I molecules
within ergosomes was shown to be TAP-dependent, sug-
gesting that viruses, proteins, or peptides first have to leave
the ergosome and then re-enter the ergosomes with the
help of TAP, most likely upon further degradation. Upon
association with MHC class I molecules, the peptide/MHC
class I complexes within the ergosomes are transported to
the cell surface through a process that is not completely
inhibited by the drug brefeldin, which blocks transport
through the Golgi complex, suggesting that ergosomes can
fuse directly with the outer cell membrane like endosomes
(73).

A second mechanism of cross-priming has been sug-
gested in which preformed MHC class I/peptide complexes
are transferred from cells that are productively infected
with a virus to DCs. Direct proof that this pathway is
used in vivo is missing. A third and related pathway has
been suggested in which peptides formed in infected cells

are transported by chaperone proteins to DCs (74). Again,
proof that this pathway is used in vivo is missing, and
current evidence suggests that the chaperone model of
cross-presentations is likely to be an in vitro artifact, as
the efficiency of cross-priming was shown to correlate
directly with the stability of the antigen. The model of
cross-presentation through chaperones would predict that
unstable proteins that are readily degraded into peptides
would be more efficiently presented by cross-presentation
than antigens that are relatively resistant to proteolysis,
but, in contrast, cross-presentation of unstable proteins
can be increased through proteasome inhibitors.

Once MHC/peptide complexes reach the cell surface,
they are remarkably stable. It has been estimated that each
MHC class I molecule has the potential to bind any of
10,000 different peptides. Nevertheless, upon virus infec-
tion, CD8+ T-cell populations that recognize one or two
epitopes of a virus commonly dominate the response. This
in turn allows viruses to escape immunosurveillance by
CD8+ T cells through mutation of such epitopes (75).

Nonclassical MHC class I molecules such as CD1
(76) can also present antigen, in part nonpeptide anti-
gens such as lipids, to the immune system. The role of
these alternative pathways for antiviral defense is not yet
understood.

Primary CD8+ T-Cell Responses

Activation of primary CD8+ T-cell responses occurs in
lymphatic tissues and requires antigen presentation by
DCs. Activation occurs rapidly, within hours after peptide-
loaded mature DCs reach the T-cell–rich zones of lym-
phatic tissues. DCs migrate primarily to lymph nodes
draining the site of infection, and T cells are stimulated
primarily within these draining nodes. Viruses that cause
systemic infections are presented in multiple lymph nodes
as well as in the spleen. Upon receiving activation sig-
nals, CD8+ T cells proliferate extensively in a 6- to 8-hour
cycle. For example, during an experimental infection of
mice with lymphocytic choriomeningitis virus (LCMV),
102 naive CD8+ T cells can expand within a few days
to 107 effector cells. Activation of CD8+ T cells to some
viruses is dependent on help from CD4+ T cells, whereas
other viruses induce CD8+ T cells in the absence of CD4+

T cells. It has been suggested that CD4+ T cells provide
additional differentiation signals to DCs, enabling them
to prime CD8+ T cells (77). Some viruses can apparently
induce a similar differentiation pathway of DCs, allow-
ing for activation of CD8+ T cells in the absence of T
help. CD8+ T cells that are deprived of CD4+ T-cell help
are commonly short-lived and fail to establish functional
memory (78).

During activation, CD8+ T cells undergo a num-
ber of phenotypic changes (79). They reduce expression
of CD62L and CCR7, which allows their egress from
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lymphatic tissues. Early during activation, they transiently
upregulate expression of CD69 and CD25. The latter is
the receptor for IL-2 and may be required for IL-2–driven
T-cell proliferation. Upon activation, CD8+ T cells upregu-
late expression of CD27 and CD44. A subset of CD8+ effec-
tor T cells augments expression of the IL-7 receptor αchain
(CD127). CD8+ effector T cells express granzyme and per-
forin, and they produce cytokines and chemokines upon
encounter with their cognate antigens, including IFN-γ ,
TNF-α, IL-2, and MIP-1α/β. A number of parameters dur-
ing antigen presentation, such as costimulatory signals,
type of T-cell help, strength of T-cell–receptor engagement,
and duration of presentation, are likely to influence the
breadth of CD8+ T-cell functions, which in turn determines
their effectiveness in limiting viral spread (80). Once they
are fully activated, CD8+ T cells leave the lymph nodes and
migrate to sites of infection. Activated T cells express dif-
ferent chemokine receptors and a higher density of certain
types of adhesion molecules (LFA-1 or integrin α4) than
naı̈ve T cells, which allows them to leave the blood vessels
and enter sites of inflammation (81). Once activated T cells
reach an area of inflammation, their adhesion molecules
interact with P- and E-selectins, ICAM, VCAM, and CD34,
which are expressed at increased levels on vascular en-
dothelial cells in the presence of cytokines such as IL-1
or TNF-α. This interaction initially causes a loose attach-
ment of the lymphocytes, followed by their rolling along
the vessel walls (82). Chemokines secreted at the site of
inflammation carry heparin-binding sites that cause them
to be retained in the extracellular matrix close to their site
of origin. Once the lymphocytes reach an area that is rich
in chemokines corresponding to their receptors, they bind
firmly to the vascular endothelial cells and eventually em-
igrate out of the vessels into the tissue. Recruitment of
activated T cells is thus driven by chemokines and not by
the antigen specificity of the T-cell receptors (83). Once
CD8+ T cells reach infected tissue and re-encounter their
antigen on MHC class I–positive cells, they commence ef-
fector functions by releasing cytokines and mediating lysis
of virus-infected cells. IFN-γ , which is released by most
activated antiviral CD8+ T cells, upregulates the antigen-
processing machinery and MHC class I expression, thus fa-
cilitating interactions between infected cells and activated
CD8+ T cells. CD8+ T cells predominantly lyse their target
cells through the release of granzyme and perforin, which
form pores in target-cell membranes and cause apoptotic
cell death. Another lytic pathway involves interactions be-
tween Fas ligand (CD95) expressed by activated T cells and
Fas expressed by some types of target cells. Interactions
between CD95 and Fas trigger activation of caspases and
apoptotic cell death of the target cells (84). Although each
CD8+ T cell can lyse several target cells, direct lysis ap-
pears to be rather inefficient, because it requires direct
interactions between CD8+ T cells and each infected cell.
Nevertheless, it is crucial for viral clearance. Mice that lack

perforin were shown to have an increased susceptibility to
a number of viral infections.

CD8+ T-Cell Memory and Recall Responses

Once virus-infected T cells have been eliminated during
an acute viral infection, approximately 90% of the acti-
vated CD8+ T cells undergo activation-induced cell death.
Effector T cells that express high levels of CD127 pref-
erentially survive the contraction phase and differentiate
into memory cells (85). During this process they undergo
a number of functional and phenotypic changes. At least
two types of memory CD8+ T cells have been identified
to date, so-called central memory CD8+ T cells (TCM) and
effector memory CD8+ T cells (TEM) (86,87). TCM T cells
express CD62L and CCR7 and home to lymphatic tissues,
whereas effector memory T cells lack expression of CCR7
and CD62L and remain in peripheral tissues. It was ini-
tially argued that upon re-encounter of antigen, TEM can
immediately commence effector function such as secre-
tion of cytokines or target cell lysis, whereas TCM initially
need to proliferate and hence assume effector functions
with a delay (88). Accordingly, it was argued that TEM pro-
vide a crucial first barrier against virus infections. Sub-
sequent studies showed that TCM can release cytokines as
rapidly as TEM and that they also assume lytic activity quite
rapidly, although not as instantaneously as TEM. In addi-
tion, it was shown that in some virus infections, such as
with LCMV, TCM provide superior protection to TEM (89).
This may in part reflect that, although both memory CD8+

T cells can proliferate upon re-encounter of their antigen,
TCM have a higher proliferative capacity than TEM, allowing
for a more robust recall response. In other virus infections,
such as pulmonary infection with influenza A virus or with
sendai virus, TEM rather than TCM were shown to protect
from virus-associated disease (90). One would assume that
the type of virus and the site of infection in part dictate
which subset is needed for efficient early viral clearance,
and that in most cases both subsets are beneficial. TEM

have the advantage of location, TCM have the advantage of
numbers.

Whether TEM and TCM reflect distinct T-cell subsets or
rather distinct stages of differentiation remains debated.
Overall, numbers of CD8+ memory T cells are maintained
at remarkably stable levels during the lifetime of a crea-
ture. Each individual memory CD8+ T cell has a finite
lifespan of about 2 months and requires IL-7 as a survival
factor. At the population level, constant numbers are main-
tained through homeostatic proliferation, which is depen-
dent on IL-15 and takes place primarily in the bone marrow
(91). In the absence of antigen, numbers of TEM gradually
decline while numbers of TCM increase. As demonstrated
in the LCMV system, this is caused by differentiation of
TEM into TCM, suggesting a linear relation between these
two T-cell populations (92).
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Upon repeated re-exposure to antigen, the overall ratio
of TEM to TCM increases, with more of the memory CD8+

T cells retaining an activated phenotype (93). CD8+ T cells
induced by repeated immunization have a reduced prolif-
erative capacity and accumulate preferentially in nonlym-
phatic tissues.

Effect of Chronic or Persistent Infections
on CD8+ T Cells

During chronic viral infections, CD8+ T cells can become
exhausted (94). In mice persistently infected with LCMV,
specific CD8+ T cells gradually lose the ability to medi-
ate target cell lysis, secrete TNF-α or IFN-γ . Exhausted
CD8+ T cells lose the ability to proliferate to antigen. Ex-
hausted T cells express high levels of PD-1, an inhibitory
receptor of the CD28 family. Blockage of PD-1/PD-L1 in-
teraction by monoclonal antibodies was shown to restore
T-cell functions and their proliferative capacity (95). Im-
pairments of CD8+ T cells were also observed in humans
chronically infected with HIV-1, hepatitis B virus (HBV),
or HCV. In HIV-infected patients, CD8+ T-cell functionality
rather than frequencies was shown to correlate with pro-
gression; compared to patients with HIV-1–specific CD8+

T cells showing a broad range of functions, patients with
CD8+ T cells showing limited function progress faster to
disease, reflected by increased viral loads, loss of CD4 T
cells, and opportunistic infections (80).

Other persistent infections are characterized by peri-
odic virus replication rather than perpetually high levels of
replication. For example, certain types of herpes viruses,
such as herpes simplex virus (HSV) or cytomegalovirus
(CMV), persist in a latent form during which viral pro-
tein synthesis is virtually shut off. Upon reactivation of the
virus as a result of certain stress factors, viral replication
is reinitiated and, in response, specific memory CD8+ T
cells expand and in healthy individuals rapidly control the
infection. The repeated recall responses result in very high
frequencies of specific memory CD8+ T cells over time.
In the elderly, who have commonly impaired immune re-
sponses, frequencies of CD8+ T cells with a naı̈ve phe-
notype decline while those with a memory phenotype in-
crease, suggesting exhausting of the repertoire as a result
of chronic exposure to antigens. It is not uncommon that in
elderly humans up to 30% of peripheral CD8+ T cells show
specificity to antigens of herpes viruses. It has been sug-
gested that aging is infectious, as morbidity and mortality
of the elderly is linked to the functionality of their immune
system (96).

Mucosal CD8+ T Cells

The immune system can be roughly subdivided into two
separate, albeit interactive, entities: a central immune sys-
tem localized in the spleen and lymph nodes, which pa-

trols the inner tissues and organs; and a mucosal im-
mune system, which in humans covers a total surface area
of approximately 400 m2 of mucosa of the airways, the
intestines, and the urogenital tract, which are the most
common ports of entry for pathogens. Mucosal surfaces,
such as those of the intestinal tract or the airways, are
constantly bombarded with “harmless” antigens that are
best ignored. The inner tissues and organs, on the other
hand, are in a sterile environment, warranting more strin-
gent control against foreign antigens. The two immune
systems that control the central and the mucosal sur-
faces are faced by different challenges and in consequence
have distinct characteristics. The central immune sys-
tem has been exceedingly well characterized over the last
30 years. Less is known about the mucosal immune system,
which provides the first line of defense against most viral
infections.

The mucosal immune system consists anatomically of
local inductive sites, called organized mucosa-associated
lymphoid tissue (O-MALT), such as tonsils, Peyer patches,
and the appendix, and effector sites that are present di-
rectly in the mucosa, called diffuse mucosa-associated
lymphoid tissue (97). In the intestine, T cells can be found
within the lamina propria (LP), and these T cells are pheno-
typically similar to those found in the central immune sys-
tem. T cells can also be found within the epithelium. The
intraepithelial lymphocytes (IELs) are distinct from those
that reside in the LP. The epithelium that covers the mu-
cosal surfaces differs depending on the anatomic location;
for example, the intestine is covered by a single epithelial
layer, whereas the vagina is covered by a multilayered squa-
mous epithelium that varies in thickness with the men-
strual cycle. Transport of antigen from the mucosal surface
to the O-MALT system or the local lymph nodes is accom-
plished by M cells in the intestine and the airways, whereas
mucosal surfaces covered by a squamous epithelium rely
on local DCs for transport of antigen to the inductive sites.
Mucosal DCs may differ functionally from those in the
central immune system (98). For example, they express
CD103, which induces α4β7 expression of CD8+ T cells.
This in turn promotes their homing to mucosal sites (31).
The best-studied mucosal T-cell populations are the in-
traepithelial lymphocytes (IELs) of the intestine. They ap-
pear relatively late in development (about 2 to 4 weeks after
birth in mice) (99) and are initially composed mainly of T
cells that express the γ /δ receptor (100). These γ /δ+ cells
are eventually joined by T cells that carry the α/β receptor
(100). A portion of α/β T cells is double-positive for CD4
and CD8, in contrast to T cells found in the spleen or lymph
nodes. The majority of these double-positive T cells carry
homodimers of the CD8α chain. T cells that carry the γ /δ
T-cell receptor (TcR) and are single-positive for CD8 also
lack CD8β-chain expression (101). A portion of the intraep-
ithelial T cells (both α/β and γ /δ TcR+) develop within the
mucosal immune system independent of the thymus (102).
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Antigen recognition by double-positive CD8α/β and
TcRγ /δ T cells is different from that of single-positive and
α/β TcR-expressing T cells. The latter subsets, which are
present in the central and the mucosal immune system,
recognize antigenic peptides in association with classi-
cal MHC class I or II determinants. The double-positive
CD8α/βT cells of the mucosal immune system fail to re-
spond to activation with anti-TcR antibodies and further-
more express potentially autoreactive antigen receptors
(103). T cells that express the γ /δ receptor have been
shown to have effector functions; they conduct antimicro-
bial activity (104–107) and promote the development of
IgA-secreting B cells (108). Many of the γ /δ+ T cells seem
to recognize antigen directly, including nonprotein struc-
tures, without the need for presentation by classical MHC
determinants (109). T cells that express either the α/β or
γ /δ receptor are present in vaginal epithelium. The vagi-
nal γ /δ T cells have a distinctive phenotype that resembles
those in the skin: They are CD4−CD8−, CD45+ and express
an invariant TcR (110).

Mucosal T cells show an activated phenotype. They can
be primed locally within Peyer patches by viruses that tar-
get the intestine, such as rotavirus or reovirus. In some
instances, CD8+ T cells induced in lymphatic tissues of
the central immune system migrate to mucosal sites. This
migration is facilitated by expression of α4β7 (111) and
certain chemokine receptors such as CCR9 (112). Mucosal
homing of effector CD8+ T cells has been observed upon
systemic infection of mice with LCMV virus. Other sys-
temic infections fail to trigger CD8+ T cells that migrate
efficiently to the mucosa, suggesting that the quality and
strength of the activation signal may influence mucosal
homing of CD8+ T cells. Mucosal CD8+ T cells have lytic
activity and secrete cytokines such as IFN-γ in response
to antigen. Memory CD8+ T cells can also be detected at
mucosal sites (113). Memory CD8+ T cells within the LP
differ from those within the intestinal epithelium, and the
presence of such cells in the LP is not indicative of the pres-
ence of such cells within the epithelium. Memory CD8+ T
cells within the LP resemble TEM cells within other tissues,
whereas the phenotype of memory CD8+ T cells within the
epithelium differs. Memory CD8+ T cells within the epithe-
lium express granzyme. They express high levels of CD69,
CD103, and the integrin chain β7. They express only low
levels of CD27, CD122, or Ly6C. Levels of CD127 are inter-
mediate. They can proliferate upon re-exposure to antigen,
albeit less efficiently than CD8+ TCM. They produce IFN-γ
and TNF-α but no IL-2. Overall, this phenotype suggests
that memory CD8+ T cells within the intestinal epithelium
are highly activated. Lack of expression of receptors for
memory CD8+ T-cell survival and proliferation factors in-
dicate that either they will decline over time, that homeo-
static proliferation within the mucosa is driven by other
cytokines than those that operate to maintain central
memory CD8+ T cells, or that the mucosal memory CD8+ T

cells are constantly being replaced from the pools of mem-
ory CD8+ T cells within the central immune system.

Role of CD8+ T Cells in Viral Infections

CD8+ T cells are crucial to control acute viral infec-
tions caused by cytopathic viruses that kill the infected
cells. Accordingly cytopathic viruses are either cleared
successfully by the immune system or they result in
the death of the infected individual. Examples of cyto-
pathic viruses include orthomyxoviruses (influenza virus),
paramyxoviruses (mumps virus, measles virus, respiratory
syncytial virus), reoviruses (rotavirus), picornaviruses (po-
liovirus, hepatitis A virus, rhinoviruses), Ebola virus, or
poxviruses. In mice, clearance of infections with influenza
virus, Theiler virus, HSV-1, Ebola virus (114), and Friends
retrovirus depends on CD8+ T cell–derived perforin or
granzyme rather than IFN-γ . Clearance of neuronal infec-
tions such as measles also requires CD8+ T cells, although
within the central nervous system IFN-γ production by
CD8+ T cells rather than release of toxic granules is needed
to resolve viral infections (115). Neurons lack expression
of MHC class I determinants, although such molecules are
induced by IFN-γ . Neurons have limited capacity for self-
renewal, and it is tempting to speculate that viral inhibi-
tion by antiviral cytokines is more beneficial to the host
than killing irreplaceable neutrons. The relative paucity of
MHC class I determinants on neurons may favor cytokine
release over directly lytic mechanisms.

Noncytopathic viruses can establish very long-lasting
infections and successfully evade complete destruction by
immune effector mechanisms. CD8+ T cells are instru-
mental in controlling such infections. A role for CD8+ T
cells in controlling infections with retroviruses was doc-
umented in nonhuman primates infected with a chimeric
simian/human immunodeficiency virus, which, like HIV-1,
infects CD4+ cells and causes their eventual loss (116).
Similarly, in human HIV-1 patients, protection against
CD4+ T-cell loss and control of viral load is correlated with
the functionality of virus-specific CD8+ T cells.

HPVs can cause persistent infections upon integration
into the host cells’ genome. Most types of HPV cause harm-
less proliferation of keratinocytes in the skin or the genital
mucosa. Skin warts, which are common in children, of-
ten regress spontaneously, presumably upon activation of
an immune response. Genital warts that are highly infec-
tious can be treated either surgically or by topic applica-
tion of interferon. Genital infections with oncogenic types
of HPV, most notably 16 and 18, are cleared by most pa-
tients rapidly as a result of cellular immune responses to
the early viral proteins. Some patients develop persistent
infections, which after years of latency can lead to cervi-
cal cancer. Immunosuppressed women have a significantly
higher incidence of cervical cancer, indicating that viral
clearance is mediated by cellular immune responses.
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HCV, a flavivirus, and HBV, a hepadnavirus, can estab-
lish persistent hepatic infections that cause chronic in-
flammatory liver disease and liver failure or hepatocellular
carcinoma. It is currently not clear why a fraction of pa-
tients develop persistent infections whereas others clear
the viruses completely during the acute infection. Patients
chronically infected with HBV have relatively weak CD8+

T-cell responses to this virus, which may contribute to the
lack of complete eradication of virus-infected cells. In con-
trast, carriers of HCV have vigorous CD8+ T-cell responses
to multiple viral antigens. HCV mutates more rapidly than
HBV, and the resulting viral variants may continuously es-
cape immune-mediated destruction. During chronic infec-
tions, CD8+ T cells control the viral load and at the same
time contribute to liver injury. Patients with chronic hep-
atitis virus infections are currently treated with type 1 IFN,
which in some but not all patients results in clearance of
the virus-infected cells.

Some strains of LCMV can cause chronic infections
in mice. In these mice, LCMV-specific CD8+ T cells be-
come exhausted and cease to function. Exhausted T cells
express PD-1, and elegant studies by the Ahmed group
showed that treatment of mice with monoclonal antibod-
ies that block PD-1/PD-L1 interactions can restore CD8+

T-cell functions, which in turn results in a reduction of
virus titers in infected tissue, again proving that CD8+ T
cells are required to control chronic infections.

Persistent infections, which are characterized by peri-
odic production of low levels of virus such as seen with
most types of herpes virus, do not appear to impair T-cell
functions, although they may take a toll on the overall ca-
pacity of the immune system as a result of very high fre-
quencies of CD8+ T cells activating over time, thus reduc-
ing the number of T cells available for other infections.
Chronic infections during which large numbers of virus
particles are produced each day, on the other hand, do im-
pair T-cell functions over time, which in the extreme can
lead to CD8+ T-cell exhaustion. Attempts to improve the
outcome of chronic viral infections through vaccination
should take this into account, as immunization with ad-
ditional antigen without signals that readjust the impair-
ment of the CD8+ T cell responses are unlikely to be of
benefit to the host.

The role of memory CD8+ T cells in protecting against
reinfection remains debated. Once an individual has
cleared an infection, the ensuing immune response in gen-
eral provides life-long protection against the same virus.
This was already appreciated in ancient history. In China,
during smallpoxvirus epidemics, patients were inoculated
with scab material from infected individuals because it
was known that this would provide long-term resistance
to a natural infection. Needless to say, this practice killed
many and was eventually abandoned. In 1781, a measles
epidemic struck the isolated islands of Faeroe off the coast
of Scandinavia. Once the epidemic ran its natural course,

Faeroe did not re-encounter this pathogen until 65 years
later, when a new epidemic infected nearly every one of
its inhabitants except for the elderly population that had
been infected more than six decades earlier. Immunologic
memory is long-lived and provides protection against some
pathogens for life without further encounter of the antigen.

What is not clear is whether and to what degree dif-
ferent adaptive immune mechanisms contribute to this
long-lasting protection in humans. In many viral infec-
tions, CD8+ T cells do not appear to prevent reinfection,
and resistance is linked to virus-neutralizing antibodies.
For example, different strains of influenza A viruses show
heterogeneity of their surface antigens, which bind neu-
tralizing antibodies. Their internal proteins, which carry
T-cell epitopes, are relatively conserved. Humans infected
with a given strain of influenza virus are rendered resis-
tant to reinfection with the same virus, but remain sus-
ceptible to infection with a serologically distinct influenza
A virus even if this virus shares T-cell epitopes with the
initially infecting strain. The same applies for infections
with adenoviruses. Fifty-six serotypes of adenovirus have
been identified in humans to date. They cause a variety
of symptoms ranging from mild to deadly respiratory in-
fections, gastroenteritis, or conjunctivitis. Adenoviruses
are grouped into six families, and members of each fam-
ily show extensive sequence homology (>90%). Most of
the sequence variability is seen in the viral hexon, which
binds neutralizing antibodies. Humans infected with one
serotype of adenovirus are rendered resistant to reinfec-
tion with the same serotype but remain fully susceptible
to infection with a different serotype even if this serotype
belongs to the same subfamily. Both of these findings sug-
gest that CD8+ T cells are inefficient to protect against a
second infection, although there is some evidence that hu-
mans with high frequencies of circulating CD8+ T cells to
influenza A virus develop relatively milder forms of dis-
ease following infections with a serologically different in-
fluenza virus strain (117). Both influenza A viruses and
adenoviruses cause infections that are limited to the respi-
ratory tract, the intestinal tract, or the eye. Although this
remains to be confirmed experimentally, one could postu-
late that CD8+ TEM cells that home to these compartments
are required for solid protection, and that this subset of
T cells is relatively short-lived and differentiates over time
into TCM, which home to lymph nodes. In other viral infec-
tions, when viruses are spread throughout the organism or
infect lymphatic tissues, long-lived TCM may provide better
protection against infection-associated disease. In one of
his articles, Rolf Zinkernagel compared memory CD8+ T
cells to an urban police force that tries to protect taxpay-
ers from thieves (118). The police cars mainly cruise on
highways, so thieves who target houses in little alleys (the
equivalent of tissues) get away, for by the time the victim
calls the police and they actually arrive, the deed is done.
Police may happen to cruise by a robbery of a store next
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to a major highway (the equivalent of viremia, i.e., virus
in the bloodstream), notice that something is amiss, and
apprehend the culprits. Thieves that are dumb enough to
rob the police station (the lymphatic tissues) would most
likely be stopped instantly unless the police are totally in-
competent (impaired immune system).

Answers to the question of whether and to what degree
antigen-specific memory CD8+ T cells can prevent viral in-
fections are needed in order to develop effective vaccines
to viral pathogens that continue to take a major toll on
human lives. One example is HIV-1. Currently available
vaccines to many other viral agents provide protective im-
munity mainly through the induction of circulating virus-
neutralizing antibodies. Passive transfer studies have in-
dicated that neutralizing antibodies to HIV-1 can protect
nonhuman primates from an experimental mucosal infec-
tion with a pathogenic chimeric simian/human immuno-
deficiency virus (119). Unfortunately, attempts to generate
vaccines that express the HIV-1 envelope protein in a form
able to induce protective titers of broadly cross-reactive
HIV-1–neutralizing antibodies have failed thus far (120),
and current vaccine efforts are focused mainly on inducing
protection through T cells directed against more conserved
epitopes of HIV-1 (121). Unfortunately, it is unknown if
vaccine-induced T cells can indeed prevent infections, or
at least reduce viral setpoint loads and thus lessen progres-
sion to disease and further spread of the virus.

Vaccines against influenza A virus used annually against
the prevailing human strains are available. They induce
protective immunity through the induction of subtype-
specific neutralizing antibodies. The most commonly used
vaccines are based on whole, subunit, or surface (HA +
NA) formulations of influenza virus grown in embryonated
chicken eggs. Vaccines are usually trivalent, containing
two strains of influenza A and one strain of influenza
B virus. As influenza vaccines induce protection through
strain-specific neutralizing antibodies, vaccine composi-
tion is reviewed annually and updated to incorporate anti-
genic drift or shift strains. It takes approximately 6 months
to develop sufficient stockpiles of an influenza virus vac-
cine, so new vaccine compositions are designed in spring to
have the annual vaccines available to prevent the seasonal
influenza virus outbreaks that typically occur in winter.

Influenza virus pandemics are caused by newly evolved
strains of influenza A virus. Advanced stockpiling of a pan-
demic influenza virus vaccine is unrealistic, as the vaccine’s
antigen composition, especially that of HA and NA, must
closely resemble the pandemic strain. Once such a strain
has evolved, it is expected to spread throughout the world
within less than 6 months, overwhelming production ca-
pacity of vaccine manufacturers. Rather that relying on
rapid production of traditional vaccines to induce protec-
tion through stimulation of type-specific neutralizing an-
tibodies, and for which precise knowledge of the molecu-
lar composition of the coming pandemic influenza A virus

strain is a prerequisite, one could develop and stockpile
vaccine compositions that induce CD8+ T cell–mediated
cross-reactive protection against heterotypic strains of in-
fluenza A virus. Such vaccines provide resistance to het-
erotypic strains of influenza virus in experimental animals,
but it is unknown whether and to what degree such T-cell–
inducing vaccines would protect humans against influenza
A virus–associated disease.

CD4+ T Cells

CD4+ T cells have regulatory functions; CD4+ T-helper
cells promote activation of B and CD8+ T cells, while CD4+

regulatory T cells inhibit the induction or the effector func-
tions of such responses.

Antigen Processing and Presentation
for CD4+ T-Cell Activation

CD4+ T cells recognize peptides displayed by MHC
class II molecules (122). Although MHC class I and II
molecules are closely related structurally, their peptide-
binding grooves are distinct. The MHC class I groove is
closed at both ends, which limits access to peptides of 8
to 10 amino acids in length, whereas the MHC class II
groove is open at both ends, permitting association with
peptides of varied lengths. Unlike MHC class I molecules,
which are displayed on nearly all nucleated cells, MHC
class II expression is restricted to a small subset of cells
such as macrophages, B cells, and DCs. Upon synthesis
of the α and β subunits, MHC class II molecules assem-
ble in the ER into a nonameric complex composed of
three α chains, three β chains, and three invariant chains.
Binding of the invariant chain stabilizes the overall struc-
ture of the complex. The invariant chain contains a pep-
tide sequence termed CLIP (Class II–associated invariant
peptide) that binds promiscuously to the groove of MHC
class II dimmers, thus preventing binding of other peptides
within the ER. The MHC class II–invariant chain com-
plexes are translocated to endosomes/lysosomes, where
proteins taken up from the extracellular domain are bro-
ken down by disulfide reduction and enzymatic proteo-
lysis. Within the endosomes the invariant chain, which
blocks access of peptides to the MHC class II groove,
is degraded by cathepsin S. Upon dissociation of the in-
variant chain, an accessory protein termed DM associates
with the N-terminal part of the peptide-binding groove.
DM is then replaced with an antigenic polypeptide. These
polypeptides can be short and fit readily into the groove,
or they can be quite large, with long chains extending be-
yond the groove at either end. The portions of the polypep-
tides that fit into the groove are protected from proteoly-
sis, while the overhanging parts are removed by cleavage.
The MHC class II peptides complexes are then transported
to the cell surface. In immature DCs, most MHC class II
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molecules are stored within the endosome and are released
to the cell surface once DCs receive a maturation sig-
nal. Although immature DCs constantly synthesize MHC
class II molecules to replace those that are degraded in the
endosomes/lysosomes, mature DCs shut off synthesis of
MHC class II molecules and rely on the long (>10 hours)
half-life of cell surface–expressed and recycled MHC
class II molecules to present antigen to CD4+ T cells.

CD4+ T-Cell Responses

Activation of naı̈ve CD4+ T cells requires presentation of
antigen by MHC class II molecules in context of the co-
stimulatory molecules CD80 and CD86 and the adhesion
molecule CD54 (123). Upon antigen recognition, CD4+ T
cells proliferate in response to autocrine IL-2. Prolifera-
tion of CD4+ T cells is not as extensive as that of CD8+ T
cells, and during most infections the frequencies of spe-
cific CD8+ effector T cells exceed those of CD4+ T cells.
It has been estimated that CD4+ T cells undergo approx-
imately 8 to 10 cycles, whereas CD8+ T cells can cycle 20
times or more, depending on the scope of the infection. Ac-
tivation and proliferation of CD4+ T cells is augmented by
proinflammatory cytokines such as IL-1, IL-6, and TNF-α,
which are produced by cells of the innate immune sys-
tem in response to viral infections. The type of activation
determines CD4+ T-helper cell polarization into Th1- or
Th2-type cells; Th1 cells are induced in the presence of
IFN-γ and IL-12 or agents that block IL-4, whereas Th2
cells develop in the presence of IL-4. Once T cells commit
to either pathway, epigenitic imprinting of the chromatin
ensures the stability of this phenotype.

Virus infections induce both Th1 and Th2 cells. Th1 cells
secrete IL-2, IFN-γ , and TNF-α; Th2 cells produce IL-4,
IL-5, IL-10, and IL-13. Some viruses, such as measles virus,
induce a non-antigen–specific global shift toward Th2, re-
sulting in transient suppression of Th1-linked immune
responses (124). Once CD4+ T cells are activated in the
T-cell–rich zones of the lymph nodes, they are ready to
commence effector functions. Within the lymph nodes,
CD4+ T cells are needed for formation of germinal cen-
ters at which CD4+ T cells interact with B cells through
CD40–CD40 ligand interactions. CD4+ T-cell–derived cy-
tokines are instrumental for isotype switching of B cells.
In mice, Th1-cell–derived IFN-γ promotes switching to
IgG2a, whereas Th2-derived IL-4 preferentially induces
IgG1 switching. CD4+ T-cell–derived cytokines also drive
proliferation of B cells and their differentiation into long-
lived antibody-secreting plasma cells. As mentioned pre-
viously, some of the cytopathic viruses, such as LCMV,
sendai virus, influenza virus, or ectromelia virus (a mouse
poxvirus), can induce CD8+ effector T cells without CD4+

T help, although the help is required for efficient memory
CD8+ T-cell formation. Other viruses, such as mouse hep-
atitis virus, HSV, or adenoviruses, only elicit a CD8+ T-cell

response in the presence of functional CD4+ T cells. CD4+

T cells help differentiation of naı̈ve CD8+ T cells into ef-
fector cells by providing activation signals to DCs and by
secretion of growth factors, most notably IL-2, which pro-
motes CD8+ T-cell proliferation and under certain circum-
stances CD8+ T-cell survival.

Once they are activated, CD4+ T cells downregulate
CCR7 and CD62L, which allows their migration to periph-
eral tissues. In the periphery, CD4+ T cells can contribute
to viral clearance either indirectly, through the release of
antiviral cytokines produced in response to viral peptides
displayed on MHC class II–positive cells, which are dis-
persed throughout most tissues and accumulate at sites of
inflammation, or directly, by killing infected MHC class II
molecule–expressing cells. MHC class II antigens are con-
stitutively expressed on some cells such as B cells, and it
has been shown that CD4+ T cells can kill Epstein–Barr
virus (EBV)–infected B cells (125). In other cell types that
normally fail to express MHC class II, expression can be
induced by cytokines such as IFN-γ . Following the effec-
tor phase, CD4+ T-cell responses contract, and about 10%
of the cells survive to form the memory CD4+ T-cell pool
(126). Whereas contraction of CD8+ T cells occurs very
rapidly, within a few days, CD4+ T cells undergo activation-
induced cell death over a period of several weeks. Similarly
to CD8+ T cells, memory CD4+ cells can be grouped into
TEM and TCM memory cells, which can be differentiated
based on expression levels of CD62L and CCR7. Memory
CD4+ T cells are maintained at constant levels through
IL-7–regulated homeostatic proliferation. Nevertheless,
the longevity of CD4+ T-cell memory and its dependence on
antigen remains debated. Upon re-encounter of antigen,
memory CD4+ T cells proliferate and differentiate into ef-
fector T cells. Memory CD4+ T cells assume effector func-
tions more rapidly than naı̈ve T cells, in part through stor-
age of RNA for key cytokines and chemokines, which are
available for immediate translation once the T-cell receptor
has been engaged. Reactivation of memory CD4+ T cells
is relatively independent of costimulation, allowing for re-
activation by antigen-presenting B cells or macrophages.
Notwithstanding, costimulation affects the quality of the
recall response; CD4+ T cells activated in the absence of
costimulation proliferate and produce IL-2 but fail to pro-
duce IFN-γ and are poorly suited to assist reactivation of
CD8+ T cells.

Role of CD4+ T Cells in Protection against
Viral Infections

In adoptive transfer studies in which naı̈ve mice were in-
jected with T-helper cells generated in vitro, CD4+ T cells
have been shown to protect against a subsequent pul-
monary challenge with a lethal dose of influenza A virus.
Protection was in part mediated by perforin, suggesting
that the T-helper cells eliminated infected cells by direct
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killing. Protection was also linked to an accelerated an-
tibody response (127). Earlier studies showed that selec-
tive presence of CD4+ T cells in the absence of CD8+ T
cells or neutralizing antibodies increases influenza virus–
associated immunopathology and thus mouse mortality
following infection (128). In other mouse models of viral
infections, CD4+ T cells were also shown to contribute to
protection, commonly acting in concert with CD8+ T cells.
One would expect that because of their restricted recogni-
tion of cells that express MHC class II, CD4+ T cells would
be poorly suited to single-handedly control virus infections
unless such infections are limited to MHC class II–positive
cells. Their primary role is indirect; they facilitate stimu-
lation of naive CD8+ T cells, assist in memory CD8+ T-cell
development, and promote antibody responses.

Regulatory CD4+ T Cells

The notion of T cells that suppress activation of adaptive
T cells was first proposed in the 1970s (129). These cells
were supposed to act through complicated idiotypic–anti-
idiotypic receptor interactions in which antigen-specific
(that is, idiotypic) receptors on effector T cells induced T
cells with corresponding anti-idiotypic receptors that then
released suppressor factors. The suppressor T cells could
never be isolated, and the experimental evidence for their
existence was circumstantial. Experiments that were con-
ducted to prove the existence of suppressor T cells were so
complex that artifacts were probable. By the late 1970s the
majority of immunologists concluded that suppressor T
cells were a product of fantasy and poor experimentation,
and for two decades manuscripts that described suppres-
sor T cells or grant applications that proposed to study
such T cells were viewed with scorn. In the mid-1990s,
suppressor T cells were finally isolated. To avoid public
ridicule, they were termed regulatory T cells (129,130). A
number of cell subsets can have immunomodulatory func-
tions, including NK cells and CD8+ T cells. By far the best-
studied populations of regulatory cells are two subsets of
CD4+ T cells; one subset is constitutively present and is
termed natural Treg, while the other is induced by antigen
and is called Tr.

Natural Treg are CD4+CD25+CTLA-4+GITR+ and ex-
press the transcription factor forkhead box (Fox)p3
(131,132). They comprise approximately 5% to 10% of the
circulating pool of CD4+ T cells. Natural Treg respond to
self-antigens and are crucial to maintain tolerance. They
play a role in infectious diseases by reducing the mag-
nitude of primary immune responses, by limiting effec-
tor T-cell functions, and by reducing secondary immune
responses. Treg recognize antigen through polyclonal T-
cell receptors, and it is assumed that their receptors that
respond primarily to self-antigens cross-react with anti-
gens expressed by pathogens. They control adaptive im-
mune responses through secretion of anti-inflammatory

cytokines such as IL-10 or TGF-β, through modulation of
DCs, and through direct cell-to-cell contact. Treg express
TLRs including TLR-7 and -8 and are activated by infec-
tious agents. After activation, they migrate to the sites of
infection. Mice that lack Treg are better able to control vi-
ral infections, but they are also prone to more damaging
immune responses, indicating that Treg activity reduces
immunopathology, which in turn can allow for more exten-
sive and prolonged survival of infectious agents and for the
development of persisting infections. This has been docu-
mented for a number of bacterial infections and for HCV,
for which the degree of liver inflammation in humans cor-
relates inversely with frequencies of circulating Treg. Dur-
ing ocular infections with HSV, CD4+ T cells cause severe
blinding infections of the eye in the absence of Treg. That
Treg reduce the adaptive immune system’s ability to elimi-
nate infected cells and consequently promotes persistence
of the pathogen was also shown in mice chronically in-
fected with Friend leukemia virus, in which depletion of
Treg restored CD8+ T-cell functions, resulting in a reduc-
tion of viral loads.

Antigen-induced suppressor T cells are commonly re-
ferred to as Th3 or Tr cells (133). They appear to be trig-
gered preferentially upon mucosal immunization, presum-
ably to prevent induction of immune responses against
antigens present in food or inhaled air. Tr cells are induced
by DCs and preferentially by mucosal DCs that are not
fully matured and secrete IL-10. This immunosuppressive
cytokine appears also to favor Tr induction if it is derived
from other cell types. For example, nonstructural proteins
of HCV induce monocytes to produce IL-10, which in turn
promotes Tr activation. Other cytokines, such as IL-4, IL-6,
and TGF-β, have been implicated to sponsor Tr differenti-
ation. The role of Tr cells during viral infections appears to
be similar to that of CD4+CD25+ Treg. Tr cells inhibit T-cell
responses and thus infection-associated immunopathol-
ogy, which in turn promotes viral persistence.

B Cells

B cells recognize viral antigens through cell surface–
expressed receptors, which are membrane-anchored im-
munoglobulin molecules. Upon virus infection, antigen is
translocated by DCs to the T-cell zones of lymph nodes
draining the sites of infection. Here they induce antigen-
specific CD4+ T cells, which, once activated, migrate to
the T/B interphase of the primary B-cell follicles. Naı̈ve
B cells can pick up their antigen through specific cell
surface–expressed IgM. The antigen is internalized and
degraded within the lysosomes/endosomes into peptides
that, provided they have suitable anchoring residues, asso-
ciate with MHC class II molecules. The peptide/MHC com-
plexes are transported back to the cell surface. Once B cells
receive activation signals through PAMPs, they move to the
T/B border of the follicles, where they interact with
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CD4+ T cells that recognize the MHC/peptide complex on
the B cells’ surface. T-cell help requires direct interactions
between T and B cells in which CD40 expressed on B cells
binds to CD40 ligands expressed by T-helper cells. A num-
ber of other surface molecules on B cells and their cor-
responding ligands on T cells participate in forming the
synapsis between activated T cells and naive B cells. Cy-
tokines secreted by activated CD4+, such as IL-4 and IL-6,
are also required for B-cell proliferation and differentia-
tion. Once B cells are primed, they migrate to the T-cell
zones and develop into short-lived plasma cells, or they
return to the B-cell zones, where they initiate formation
of germinal centers. In either case, isotype switching oc-
curs through genetic rearrangement of the immunoglobu-
lin genes. Hypermutation, on the other hand, happens only
in B cells that differentiate into long-lived plasma cells.
Short-lived plasma cells start to secrete antibodies within
3 to 5 days but then die rapidly. B cells that return to the
B-cell zones undergo more massive proliferation, creat-
ing regions that are called secondary follicles, which even-
tually form the germinal centers. Formation of germinal
centers requires T-cell help. Within the germinal centers,
B cells undergo affinity maturation through hypermuta-
tion of their immunoglobulin (Ig) variable-region genes. B
cells with deleterious Ig mutation die by apoptosis, while
those that produce antibodies with increased affinity to the
antigen continue to proliferate. T-helper cells are present
in the germinal center and are thought to deliver signals
to promote B-cell memory formation.

Two other B-cell subsets have been described in addi-
tion to the B cells that home to the B-cell–rich areas of lym-
phatic tissues. One subset, which is commonly found in the
peritoneal cavity, carries an activated phenotype, presum-
ably due to interactions with self-peptides. These B cells
secrete IgM and IgG3 and are the source of naturally oc-
curring antibodies that are found in naı̈ve animals (134).
Natural antibodies play a crucial role in inhibiting early vi-
ral dissemination. They are able to form complexes with a
wide variety of viral pathogens. Such complexes are selec-
tively retained in lymphoid tissues, facilitating induction
of adaptive immune responses and reducing the spread
of the pathogen to other vital organs. An additional B-cell
subset is found in the marginal zone of the spleen at the
juncture of white and red pulp (135). This subset, called
marginal-zone B cells, also has a preactivated phenotype
and is able to respond very rapidly to viral pathogens by
secretion of IgM antibodies. This response, which is inde-
pendent of T-helper cells, peaks after 3 to 4 days and is
then followed by antibodies originating from follicular B
cells in lymph nodes and spleens. Once peritoneal-cavity
B cells or marginal-zone B cells become activated, they
terminally differentiate into plasma cells. They do not con-
tribute to the memory response but instead undergo pro-
grammed cell death. B cells have thus evolved to respond
very rapidly with “unedited” antibodies of low affinity to

an incoming pathogen. These antibodies are secreted with-
out further input from T-helper cells that are not yet fully
activated at this early stage after an infection. A T-helper
cell–independent B-cell response has an increased risk for
cross-reactivity with self-antigen. To lessen the threat of
permanent damage due to auto-antibodies, the B cells that
provide early antibodies are not destined to become part
of the memory B-cell pool.

B-cell effector functions are mediated by secreted an-
tibodies. B cells can produce five different types of anti-
bodies, IgA, IgD, IgE, IgG, and IgM, which can express the
same antigen-binding site but differ in the composition
of their constant regions. IgA, IgG, and IgM contribute to
the control of viral infections. IgM is produced first and
is then, over time, replaced by IgG upon isotype switch-
ing. IgGs are most commonly found in blood, and they
are divided into four subtypes. All IgGs with the appropri-
ate specificity can prevent infection of cells by neutraliz-
ing viruses. Antibodies can lyse virus particles directly, or
they can activate the complement cascade to disrupt the
viral membrane. Human IgG3 is particularly effective at
activating complement. IgGs can also facilitate uptake of
viruses by Fc receptor–positive phagocytes, which degrade
the virus. IgA has similar functions to IgG but can be trans-
ported actively across epithelial surfaces, allowing for its
secretion at mucosal surfaces. IgA is thus crucial for pro-
tection against pathogens that invade through the mucosal
epithelium.

B cells terminally differentiate either into antibody-
producing plasma cells or into memory B cells (136). Mem-
ory B cells are long-lived and persist for many years. It is
unknown whether this survival involves homeostatic pro-
liferation or whether individual cells have an extended
lifespan. Survival of memory B cells requires expression
of the B-cell receptor, which led to the notion that periodic
receptor engagement is required through low-affinity inter-
action with cross-reactive self-proteins or through periodic
exposure to antigen. Antigen can form very stable com-
plexes with antibodies, and such complexes can be cap-
tured by Fc receptors expressed on follicular DCs within
lymphatic tissues, from where they are released slowly over
a long period of time. These small amounts of antigen may
suffice to maintain memory B cells.

Antibodies have short half-lives. Nevertheless, after vi-
ral infections, specific antibodies can commonly be de-
tected years later. This suggested that antibody-producing
plasma cells are maintained for a very long time, either
through longevity or by periodic activation of memory
B cells through exposure to antigen. Plasma cells die
rapidly in culture, and it was initially assumed that they
were short-lived and that antibody titers were maintained
through constant antigen-driven activation by memory B
cells. Subsequent studies showed that plasma cells that
home to bone marrow are long-lived. Their survival de-
pends on IL-6 and on interactions with bone marrow
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stromal cells. An alternative pathway to maintain
antibody-producing plasma cells has been proposed; dur-
ing infections with unrelated pathogens that carry PAMPs,
memory B cells receive signals through PRRs such as
TLRs, which drives antigen-independent differentiations
of memory B cells into antibody-producing plasma cells
(137).

Antiviral antibodies play a role in primary infections.
Pre-existing natural antibodies provide an immediate layer
of defense, which is rapidly joined by antibodies secreted
by marginal-zone B cells or B cells that reside outside lym-
phoid tissues. Peak production of affinity-matured anti-
bodies takes up to 2 weeks, and such antibodies would
not be expected to play a dominant role in primary in-
fections, although they are crucial to ward off secondary
infections. Most antiviral vaccines are based on the con-
cept that circulating IgG antibodies or IgA antibodies se-
creted at mucosal surfaces prevent infections by immedi-
ately neutralizing viral pathogens. Under ideal conditions
such neutralization leads to so-called sterilizing immu-
nity, in which none of the virus particles are able to in-
fect host cells. Protection by neutralizing antibodies has
been documented for rabies virus, influenza A virus, po-
liovirus, human papillomavirus, and many others. Non-
neutralizing antibodies also contribute to protection. For
example, antibodies to the ectodomain of the matrix pro-
tein of influenza A virus lack neutralizing activity but can
nevertheless prevent fatal infection with influenza A virus
in animal models (138). Sexually transmitted viruses cross
the epithelial cell layer of the genital tract by transcytosis.
This can be blocked intracellularly by IgA antibodies, as
was shown in experimental SIV infections of nonhuman
primates (139).

Antibodies of the IgG isotype are transferred from fe-
males to their offspring through transport across the pla-
centa. After birth, IgAs and IgGs are secreted in breast
milk and are taken up by the infants’ intestines, which are
highly permeable shortly after birth. The immune system
of newborns is relatively incompetent, and during the time
needed for the neonatal immune system to mature, ma-
ternally transferred antibodies provide protection against
common pathogens. R. Zinkernagel has argued that im-
munologic memory evolved solely to protect newborns
through maternal antibodies (140). He argues that anyone
who survives a first infection is likely to be of sufficient
genetic fitness to survive a second infection with the same
pathogen and that therefore immunologic memory does
not offer a survival advantage to a species. One could coun-
terargue that most common infections strike in childhood.
Individuals who develop protective immunologic memory
against common infectious agents have a far better chance
to reproduce successfully once they are sexually mature
than those who are constantly ill because of crippling in-
fections with viruses, which not only affect the desire of the
prospective parents to become parents but are also com-

monly transmitted across the placenta, causing abortion
or malformations of the fetus.

Autoimmunity/Allergies and
Viral Infections

Although epidemiologic data implicate pathogens as
causative agents for autoimmune diseases, a direct infec-
tious etiology has yet to be proven. Evidence implicat-
ing viruses or bacteria in triggering destructive responses
against self-antigens remains circumstantial, at least in a
clinical setting. Direct evidence has been gained in trans-
genic mouse models in which T-cell–receptor transgenic
mice that express the corresponding antigen in selective
tissues were shown to develop autoimmunity upon stimu-
lation of the T cells by external addition of antigen (141).

Several mechanisms can be envisioned for viruses to
cause autoimmune responses. Some viruses cause poly-
clonal activation of adaptive immune responses, which
could lead to inadvertent activation of T and/or B cells with
self-reactive receptors. Such polyclonal activation signals
may be provided by so-called superantigens that are ex-
pressed by some bacteria or viruses (142). Superantigens
can activate CD4+ T-cell responses without processing and
presentation by MHC class II molecules. They bind to MHC
II molecules directly, outside the conventional peptide-
binding groove, and then interact with the variable region
of the β chain of the T-cell receptor. Each superantigen
can bind to a number of different Vβ chains and cause ac-
tivation of the corresponding CD4+ T cells independent of
their antigen specificity. A superantigen can thus activate
up to 25% of the entire CD4+ T-cell repertoire, resulting
in fulminate cytokine release, which can cause toxic shock
and death. A number of viral antigens have superantigen
activity, such as the nucleoprotein of rabies virus, nef of
HIV-1, and a yet-to-be-identified component of EBV. The
polyclonal activation of T cells by contact with superanti-
gens is thought to lead to stimulation of self-reactive T
cells that are otherwise kept in check through negative im-
munoregulatory mechanisms.

Antigenic mimicry, in which a viral antigen resembles a
self-antigen, could also elicit autoimmune responses (143).
Bioinformatic searches for sequence homology between
viral proteins and self-proteins show that such homologies
are quite common. For example, a sequence in Coxsackie B
virus is homologous to one in glutamic acid decarboxylase
(GAD), a protein expressed by insulin-producing pancre-
atic islet cells. Antibodies to GAD are linked to type I dia-
betes, and Coxsackie B virus has been shown to trigger loss
of insulin production in animals. The polymerase of HBV
mimics myelin basic protein, and immunization of rabbits
with the shared peptide sequence induces pathology that
resembles allergic encephalomyelitis. Nevertheless, in hu-
mans, neither multiple sclerosis (which is similar to aller-
gic encephalomyelis) nor type I diabetes has been linked
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to specific infections, which may in part reflect the long
latency between a certain infection and overt symptoms
caused by either autoimmune disease.

Organ-specific autoimmunity may be caused by local vi-
ral infections in which the strong inflammatory response
to viral antigens promotes presentation of self-antigens.
For example, upon infection with Theiler virus, mice de-
velop a virus-associated encephalomyelitis in which T cells
respond to the antigens of the virus. This is replaced by T
cells recognizing myelin basic protein or proteolipid pro-
tein, causing continued neurologic damage (144). Infec-
tion of mice with Coxsackie B3 viruses causes cardiomy-
opathy that develops in two stages: at first, virus-specific T
cells develop and damage the infected cells; they are then
replaced by an even more destructive autoimmune T-cell
response (145). In either model, the damage caused by
antigen-specific T cells is limited to clearance of infected
cells, but the associated inflammation triggers self-reactive
T cells, which prolong and exacerbate disease.

Viral and bacterial infections have not only been im-
plicated in causing autoimmunity, they are also thought to
protect against autoimmunity and allergy (146). In the last
30 years, developed countries have experienced a steady
and alarming increase in autoimmune diseases and aller-
gies. This epidemic is not seen in undeveloped countries,
and it is more pronounced in colder countries than in
warmer countries. Although these allergies and autoimmu-
nity have opposing underlying mechanisms, with allergies
being basically a misguided Th2 response while autoim-
munity is associated with Th1 responses, epidemiologic
evidence shows that their prevalence is linked to increased
hygiene and decreased infections. One could postulate sev-
eral mechanisms for this linkage. One could argue that
adaptive immune responses against strong antigens of
pathogens will outcompete the comparatively weaker im-
mune responses to self-antigens or allergens. One could ar-
gue that immune responses to infectious agents increase
negative regulatory responses that dampen adaptive im-
munity to strong antigens and abolish weaker responses
to self-antigens or allergens.

IMMUNOEVASION BY VIRUSES

Viruses and their hosts coevolved through the millen-
nia. While the hosts developed a more sophisticated im-
mune system to limit damage inflicted by viral infections,
viruses changed in tandem and acquired traits that al-
lowed them to dodge destruction by their hosts’ immune
responses. RNA viruses, which have small genomes, pri-
marily but not exclusively evade by rapid mutations caused
by the infidelity of their replication machinery that lacks
the proofreading capacity of mammalian polymerases. Al-
though lack of faithful genome replication is costly in that
many of the resulting viruses lack the fitness of the par-

ent virus, in the end it serves the virus population, which
produces thousands of new infectious viruses from each
original virus and can thus afford to lose some to defective
genomes. The larger, more complex DNA viruses have the
space to devote a significant percentage of their genome
to encode polypeptides that allow their evasion from the
forces of the hosts’ immune systems. Considering the size
limitations of the genomes of even the larger viruses, the
multitude of genes that serve to subvert immune responses
must clearly provide them with an evolutionary advantage.
Also, pathways that are targeted by viruses give insight to
immunologists to what degree such pathways play a role
in the immunologic defense against viruses.

Escape by Hiding

Viruses can hide by changing their molecular shape
through mutations that modify sites targeted by antibod-
ies, T-cell receptors, or antiviral cytokines. In the face of
neutralizing antibodies, viral variants, also termed qua-
sispecies, are selected for that have lost or modified the
neutralizing antibodies’ target sites, which are generally
located on viral surface proteins (147). Selection of viral
variants with mutated internal viral proteins is prompted
by the activity of T cells (148). The latter is found dur-
ing HIV-1 or HCV infections, in which, over time, virus
particles are selected for that carry mutations in domi-
nant CD8+ T-cell epitopes. IFNs, which have potent an-
tiviral activity, can drive outgrowth of viral mutants with
increased resistance to its activity. This has been observed
in chronic infections with HCV, in which lack of a response
to IFN therapy can be associated with selection of therapy-
resistant viral variants (149).

The central nervous system is an immunologically priv-
ileged site where viruses are relatively sheltered from the
immune system. A number of viruses take advantage of
this and establish neuronal infections. A typical example
is rabies virus, which multiplies in neurons. Once the virus
is ready to be transmitted to the next host, it spreads via
axonal flow to the periphery to infect, for example, cells of
the salivary gland. Although effector or memory T lympho-
cytes can cross the blood–brain barrier, the immune sys-
tem lacks the needed signals in the periphery to efficiently
activate rabies virus-specific T cells and is thus incapable of
controlling the infection. Herpes viruses can shut off viral
protein synthesis upon infection of cells and enter a state of
latency. The immune system remains ignorant of latently
infected cells that do not express viral antigens. This allows
the virus to evade complete destruction during the height
of an acute immune response. Once the immune system as-
sumes a more relaxed stage of memory, the virus can reacti-
vate and replicate unhindered for a few days, until T cells
convert from memory cells back to effector cells. These
short bursts of viral replication suffice to produce ample
amounts of virus to allow its spread to other organisms.
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FIGURE 36.1 Activation of innate immune responses through viral PAMPs. FADD, Fas-
associated protein with death domain; IKK, IκB kinase; IRAKs, IL-1R–associated kinases; IRF,
interferon regulatory factor/interferon response factor; MAVS, mitochondrial antiviral signal-
ing protein; MyD88, myeloid differentiation factor 88; NFκB, nuclear factor κB; RIG1, retinoid-
inducible gene 1; RIP3, receptor-interacting protein 3; TAB1/TAB2, adaptor proteins that associate
with TAK1; TAK1, TGFβ-activating kinase 1; TANK, TNFR-associated factor family member-
associated NF-κB activator; TBK1, (TANK)-binding kinase; TLR, Toll-like receptors; TRAF, TNF
receptor-associated factor; TRIF, Toll-IL-1 receptor domain-containing adapter-inducing IFN-β
factor; Uev1A, Ubc, ubiquitination proteins—Uev1A, together with Ubc13, serves as an E2 in the
ubiquitination of Tak1.

Escape by Destruction of Immune Cells

A number of viruses infect cells of the adaptive immune
system, leading to their demise. The best example is HIV-1
virus, which infects and destroys CD4+ T cells (150). This
is probably mediated in part by the viral envelope protein,
which forms spikes on the surface of the virions that can
contribute to killing uninfected CD4+ T cells, susceptible
to being killed by cells that express Fas.

Escape from Early Innate Immune
Responses

Inhibition of PRR Activation

Innate immune responses are rapidly initiated once a vi-
ral PAMP is recognized by a cellular PRR. A number of

viruses, such as poxviruses, HCV, and adenoviruses, have
evolved pathways to block activation of cellular inflamma-
tory reactions to their PAMPs (Figure 36.1).

The poxvirus protein N1L interrupts TLR signaling
to NF-κB by blocking the TANK-binding kinase (TBK)1,
which is part of the TLR–NF-κB and TLR–TRF-3 acti-
vation pathways (151). The vaccinia virus A46R protein
has a toll-like-interleukin-1 resistance (TIR) domain and
inactivates MyD88, a crucial adapter molecule for TLR
signaling. In addition, A46R interferes with the activity
of TRIF, thus also shutting off MyD88-independent path-
ways used by TLR-4 and TLR-3. Vaccinia virus protein
A52R blocks tumor necrosis–activated factor 6 (TRAF6)
and interleukin 1-receptor–associated kinase 2 (IRAK2),
inhibiting activation of NF-κB or IRF-3 upon TLR
signaling (152).
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The single-stranded RNA genome of HCV can form
double-stranded hairloops that activate TRL-3 or RIG-1,
resulting in activation of NF-κB and IRF-3. The viral
protease NS3/4 cleaves the mitrochondrial signaling pro-
tein (MAVS), which is downstream of the RIG-1 path-
way, thereby blocking interferon induction by its genome.
NS3/4 also cleaves TRIF, inhibiting TLR-3 signaling (153).

The A238L protein of African swine fever virus inhibits
KF-κB activation by encoding a homolog of IκB (154).

Inhibition of Interferons

Immunosubversion of the interferon pathways by viral
proteins is shown in Figure 36.2. Because HCV replication
is very sensitive to the antiviral effects of IFNs, the virus de-
veloped multiple strategies to interfere with the induction
of early proinflammatory cytokine responses, which are
induced through several pathways upon HCV infection.
The viral NS5A protein induces signaling to activate Stat3,
resulting in production of IFN. The viral core protein acti-
vates PKR, which shuts off protein synthesis and induces
IFN. The genomic PAMP activates TLR-3 and RIG-1. As
described previously, the viral protease blocks signaling
through either PRR. The HCV core protein inhibits Jak-

Stat signaling by IL-6 (155). The viral NS5A induces IL-8,
which through yet-to-be-defined mechanisms inhibits the
activity of IFNs (156). In addition, NS5A and E2 inhibit
PKR, blocking activation of IFN production through this
pathway (157). Furthermore, the HCV genome encodes de-
coy sequences for RNAseL, protecting its transcript from
degradation.

Adenoviruses, which carry a double-stranded DNA
genome, encode one or two species of viral-associated RNA
that are folded into double-stranded RNA hairloops, which
inhibit activation of PKR (158). The ebolavirus VP35 pro-
tein prevents production of IFN by blocking phosphory-
lation of IRF-3 (159). The NS-1 protein of influenza A
virus inhibits activation of NF-κB by viral RNA (160). The
NSs protein of Bunyamwera virus, which is transmitted
by mosquitoes and causes febrile infections in humans,
also blocks induction of IFN production through yet-to-
be-identified pathways (161).

Viruses of the paramyxovirus family, which is composed
of a number of different viruses including sendai virus,
human parainfluenza viruses, and mumps virus, have sev-
eral strategies to abrogate interferon signaling. They can
cause proteolytic degradation of Stat-1, thus inhibiting sig-
naling through both type I and type II IFNs. They inhibit
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FIGURE 36.2 IFN-regulated genes. IFNAR, interferon α/β receptor; IFNGR, interferon γ re-
ceptor 1; IRF, interferon regulatory factor/interferon response factor; JAK, Janus kinase; STAT,
signal transducers and activators of transcription; TYK, tyrosine kinase.
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formation of transcription complexes essential for IFN sig-
naling or they prevent phosphorylation of serine 727 on
Stats, which is needed for their optimal transcriptional ac-
tivity (162).

HPVs inhibit the activity of interferon through the early
proteins E6 and E7 that interfere with cell-cycle regulation
in oncogenic types of papillomavirus. The E6 protein binds
and inactivates IRF-3 (230). The E7 protein binds to IRF-1
and histone deacetylase, thus silencing the activity of the
transactivator on IFN-inducible promoters (163).

IL-18 is a cytokine that, like IL-12, induces IFN-γ pro-
duction. Molluscum contagiosum virus (MCV) as well
as orthopoxviruses secrete IL-18–binding proteins, which
prevent the cytokine’s interaction with its natural receptor.
IL-18 is produced as a precursor molecule that is cleaved
by caspase 1 into its active form. The crmA protein of vac-
cinia virus inhibits the activity of this caspase (164).

Other viral proteins act downstream on the activity of
IFN-induced proteins. The M-T7 protein of myxoma virus
and the B8R protein of vaccinia virus (both belonging to
the poxvirus family) show sequence homology with the
IFN-γ receptor (165). Both proteins bind to IFN-γ , inhibit-
ing ligation to its receptor. Vaccinia virus also encodes a
type I interferon inhibitor that shows sequence homology
with the IFN-1 receptor.

The E3L protein of vaccinia virus inhibits activation of
PKR. The K3L protein of vaccinia virus is a homolog of
eIF-2, which serves as a decoy for activated PKR (166).

Interference with Other Cytokines/Chemokines

Collectively, herpes and poxviruses encode 40 members
of the chemokine receptor family that serve as de-
coys for chemokines (167). Four proteins of human cy-
tomegalovirus (HCMV), UL33, UL78, US27, and US28,
show homology with the CCR1 receptor. UL146 and
UL147 of HCMV encode CXC chemokine homologies;
mouse CMV (MCMV) encodes a CC chemokine homolog,
MC148 protein of Molluscipox virus shows similarity to
the CCR8 chemokine receptor. Both leporipox (infectious
for rodents) and orthopoxviruses encode secreted proteins
(M-T1 and p35, respectively) that have functional ho-
mology to chemokine receptors. The M104L protein of
poxvirus shows some similarity to MIG, an interferon-
induced CXC chemokine. The effect that these different
chemokine receptor mimetics have on the innate and adap-
tive immune responses to pox and herpes viruses remains
under investigation. One would assume that sequestration
of chemokines will affect leukocyte migration and thus re-
duce inflammatory reactions to the infections.

Herpes and poxviruses in addition produce proteins
that bind or mimic cytokine receptors. The B8R protein of
vaccinia virus binds to IFN-γ (168), whereas B18R binds
to type I IFN (169). The poxvirus-encoded GIF binds to
both GM-CSF and IL-2 (170). Poxviruses encode M135R

(myxoma virus) and B18R (vaccinia virus), two proteins
that bind and consequently inhibit IL-1ß. The C10L pro-
tein of vaccinia virus encodes a protein that blocks the IL-1
receptor. IL-1ß is synthesized as a precursor that requires
cleavage by caspase 1 to gain functional activity. The same
caspase also cleaves the precursor molecule of IL-18. Cow-
poxvirus encodes a serine protease inhibitor called crmA
that inhibits the function of caspase 1. The activity of crmA
is not restricted to caspase 1 but also affects additional cas-
pases involved in apoptosis (171).

Parapoxvirus, which infects sheep and goats, as well as
CMV and EBV, encode an IL-10–like protein that inhibits
synthesis of IL-12 and thus generation of Th1 immune
responses. Similarly, the UL111A open reading frame of
HCMV has sequence homology with IL-10 (172). UL146
and 147 of HCMV encode an IL-8–like molecule that may
affect lymphocyte trafficking and IFN activity (173). IL-
18 mimics are encoded by poxviruses such as mollus-
cum contagiosum, ectromelia, cowpox, or vaccinia viruses
(171). Kaposi sarcoma–associated herpes virus (KSHV),
also called human herpes virus 8 (HHV-8), encodes an
IL-6–like protein (174).

HCMV encodes UL144, which is a homolog of the TNF-
receptor (TNFR) supergene family [222]. Its functions
are currently unknown. Shope fibroma virus and myx-
oma virus encode a single TNFR homolog called T2 (223),
whereas orthopoxviruses encode one to three different
TNFR homologs called crmB, crmC, and crmD (224). T2,
crmB, and crmD bind TNFI and lymphotoxin A, whereas
crmC associates only with TNFα. T2, crmC, and crmD
block TNFα−mediated cell lysis. The T2 protein in addi-
tion prevents apoptosis of CD4+ T cells. This activity is
independent of TNF-α (175).

Inhibition of NK Cell and Macrophage Activity

Cells infected with some viruses have reduced MHC class
I surface expression and become susceptible to lysis by
NK cells. In order to avoid this destruction by NK cells,
some viruses either selectively spare downregulation of
certain types of MHC, they encode MHC class I homologs,
they directly inhibit the activating receptors on NK cells,
they reduce recruitment of NK cells by interfering with
chemokines as described earlier, or they affect NK cells di-
rectly (176) (Figure 36.3). MCMV and HCMV encode two
proteins, m144 and UL18, which serve as MHC class I de-
coys. MCMV m157 interacts with inhibitory and activating
NK receptors; in MCMV-resistant strains of mice, m157 is
a ligand for the NK-activating Ly49H receptor, whereas in
susceptible strains of mice it binds the inhibitory Ly491
receptor. HCMV proteins US2, US3, US6, and US11 down-
regulate the expression of most types of HLA molecules.
They do not impair HLA-C and HLA-E expression, which
are the dominant ligands for the inhibitory receptors of
NK cells. Cell surface expression of HLA-E is generally
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FIGURE 36.3 Immunopathogenesis of malaria.

TAP-dependent. In uninfected cells, HLA-E presents a pep-
tide present in the signal sequence of HLA-C. Processing
of this peptide, needed for its transport into the endoplas-
mic reticulum for binding to HLA-E, requires TAP, which
is inhibited in HCMV-infected cells. The signal sequence of
UL40, another HCMV-encoded protein, carries a sequence
with a potential binding motif to HLA-E. It is possible that
this peptide associates with HLA-E independently of TAP,
thus allowing its translocation to the cell surface. KSHV
encodes K3 and K5, which reduce MHC class I expression
by causing their rapid endocytosis and degradation in lyso-
somes. Although K3 reduces expression of all of the HLA
class I molecules, K5 selectively downregulates HLA-A
and HLA-B but spares HLA-C and HLA-E. The nef gene
of primate lentiviruses such as HIV-1 or SIV encodes a
protein that acts in a similar way; it selectively downreg-
ulates expression of HLA-A and HLA-B but not of HLA-C
or HLA-E.

Viruses not only increase the strength of inhibitory sig-
nals to NK cells but also interfere with activating receptors.
HCMV downregulates expression of LFA-3, an adhesion
molecule that binds to CD2 on NK cells. MCMV encodes
a protein m152 that reduces expression of H60, a ligand
for the NK-cell–activating receptor KG2D. N5 of KSHV re-
duces expression of ICAM-1 and CD86, which can both

serve as ligands for activating NK receptors. NKG2D, one
of the activating receptors of NK cells, binds to the UL16-
binding protein (ULBP), which triggers the release of toxic
granules. HCMV encodes UL16, which can bind ULBP and
thus prevent its interaction with NKG2D. The tat protein of
HIV binds to a calcium channel on NK cells, which blocks
calcium influx and calcium-calmodulin kinase II, which is
needed for NK-cell cytotoxicity.

Some viruses, such as HSV and HIV, can infect and kill
NK cells directly. The major envelope protein E2 of hepati-
tis C virus binds to CD81, which in turn inhibits NK-cell
activation and effector functions (177).

Activated phagocytes in particular macrophages pro-
duce inducible nitric oxide synthase (iNOS), which gen-
erates nitric oxide, a compound with antimicrobial func-
tions. Production of iNOS is induced by type I IFNs, and
viruses indirectly reduce iNOS production by interfering
with the type I IFN pathways.

Inhibition of Complement Activation

Complement can directly lyse some viruses, promote
phagocytosis, or kill virus-infected cells upon binding
of antibodies to cell surface–expressed viral antigens.
Viruses have thus evolved strategies to subvert activation of
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FIGURE 36.4 Interference of activation of the complement cascade pathways. CCPH, com-
plement control protein homolog; CD, cluster of differentiation; HBV, hepatitis B virus; HCV,
hepatitis C virus; HIV, human immunodeficiency virus; MBL, mannose-binding lectin; SPICE,
smallpox inhibitor of complement enzymes; VCP, vaccinia virus complement control protein.

complement (178) (Figure 36.4). The complement system
is composed of dozens of proteins that are sequentially
activated through three distinct pathways called the clas-
sical, alternative, and lectin pathways. The classical path-
way is activated once a virus, such as HIV or HCMV, or
an antigen–antibody complex, binds to C1q, which forms
a complex with C1r and C1s. Conformational changes of
C1q enable the protein to activate C1r, which cleaves C1s
into a protease, which in turn cleaves C4. Complement is
activated through the alternative pathway as a direct con-
sequence of C3b deposition on the surface of membranes.
The mannose-binding lectin (MBL) pathway is induced

through the binding of monosaccharides to MBL, which
activates the attached protease and causes cleavage of C4.
A number of viruses can bind MBL, such as HIV, HCV, HBV,
and influenza virus. All three pathways converge after for-
mation of the C3 complex, and after a few more steps,
eventually form a complex that pokes holes into mem-
branes, causing cell or viral death. Complement activa-
tion is tightly controlled through inhibitory molecules such
as the C1 inhibitor, the decay-accelerating factor (DAF or
CD55), the membrane cofactor protein (MCP or CD46),
the C4-binding protein, CD59, and factor H. Many of
these molecules contain a short 60-amino acid consensus
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sequence with four conserved cystein bonds. Viruses have
evolved three strategies to a avoid destruction by comple-
ment: (a) They can interfere with activation of the classical
pathway by shedding antigen–antibody complexes from
the surface of infected cells or by expressing Fc receptor–
like structures that complex antibodies that are bound to
viral surface proteins; (b) they can encode complement
inhibitors; and (c) they can incorporate host-derived com-
plement inhibitors into their envelope.

The first mechanism is used by alpha herpesviruses,
which rapidly eliminate antigen–antibody complexes from
the cell surface. Other herpes viruses and coronaviruses
express Fc receptors on infected cells. Binding of these Fc
receptors to antibodies can sterically block formation of
antigen–antibody complexes, or they may bind to antigen–
antibody complexes in such a way as to block complement
activation.

The second pathway is used by vaccinia virus, which
encodes the vaccinia virus complement control protein
(VCP). This protein has the typical consensus sequence
of complement inhibitors and binds to C3b and C4b. It
also acts as a cofactor to complement-regulating factor I.
Variola virus, which causes smallpox in humans, encodes
the smallpox inhibitor of complement enzymes (SPICE),
which inactivates C3b. Herpes virus saimiri encodes a
complement control protein homolog (CCPH), which re-
sembles DAF and inhibits C3 convertase activity. Alpha her-
pesviruses produce glycoprotein gC, which can bind C3b.
EBV can cleave serum C3 into an inactive form, preventing
activation of the alternative pathway.

The third pathway is used by enveloped viruses. Bud-
ding of such viruses from the cell membrane takes place at
lipid rafts that are rich in cholesterol and other lipids and
also contain glycosyl phosphatidyl inositol anchored com-
plement control proteins such as CD46, CD55, and CD59,
which are incorporated into the membrane of the extra-
cellular enveloped form of poxviruses, herpesviruses, and
HIV. Alpha viruses pick up sialic acid residues on their
surface during budding, inhibiting C3b deposition on the
virus surface, which would initiate the alternative pathway
of complement activation.

It should be noted that CD46, one of the inhibitors of
complement activation, is used as a receptor by several
viruses, such as adenoviruses of subfamily B2 and measles
virus. To what degree this affects complement activation
is unknown.

Inhibition of Apoptosis

The damage caused by virus infection can induce cells to
undergo programmed cell death. Premature cell death is
counterproductive for viruses if it occurs before they have
successfully completed their replication cycle. Viruses, es-
pecially poxviruses, have developed a number of pathways
to inhibit apoptosis (179,180) (Figure 36.5).

Apoptosis can be triggered by fas–fas ligand (CD95) in-
teractions. The intracellular domain of CD95 contains a
death effector domain (DED), which binds to correspond-
ing DEDs on adaptor proteins such as FADD. Upon ligation
of the extracellular part of the receptor, the cytoplasmatic
tail binds to the death-inducing signal complex (DISC),
which contains the caspase FLICE. This results in activa-
tion of caspase 8, which in turn activates caspase 3, which,
through cleavage of cellular proteins, induces apoptotic
cell death. Activation of caspase 8 is inhibited by cellular
FLICE-like inhibitor proteins (cFLIP). Another apoptotic
pathway involves mitochondial damage, which, upon per-
meabilization of the mitrochondrial membrane, causes ac-
tivation of caspase 9. Apoptosis can also be induced by
overexpression of p53, which mediates apoptosis through
a pathway involving activation of Bax and its transloca-
tion from the cytosol to mitochondrial membranes, cy-
tochrome c release from mitochondria, and caspase 9 ac-
tivation, followed by the activation of caspase 3, 6, and 7.
p53-Mediated apoptosis can be blocked at multiple check-
points, by inhibiting p53 activity directly, by Bcl-2 family
members regulating mitochondrial function, and by cas-
pase inhibitors.

Poxviruses inhibit apoptosis of infected cells through
a number of pathways. Molluscum contagiosum virus
(MCV) prevents caspase 8 activation through two vi-
ral proteins called MC159 and MC160, which bind to
FADD and procaspase 8, inhibiting activation of caspase 8.
Some poxviruses produce a serine protease inhibitor–like
molecule called crmA or SPI-2. CrmA inhibits the activity
of caspases such as ICE (IL-1β–converting enzyme) and
caspase 8, which are part of the death pathway. In addi-
tion, both proteins bind to granzyme B, a serine protease
that is part of the lytic granules secreted by cytolytic T cells
upon recognition of their target antigen. The SPI-2 family
of poxvirus serpins, such as B13R from vaccinia virus, can
inhibit fas- or TNF-mediated apoptosis. SERP-2, another
serpin expressed by myxoma virus, inhibits caspase 1 and
granzyme B protein. PKR not only inhibits translation of
proteins, it may also activate caspase 8.

Intracellular reactive oxygen intermediates trigger
apoptotic cell death. H2O2 can be reduced by cellu-
lar enzymes such as glutathione peroxidase, which is a
selenocysteine-containing protein. The MC066 of MCV
shows 74% sequence homology to this enzyme and was
shown to protect cells from death due to reactive oxygen
intermediates. MC066 does not interfere with apoptosis
induced through fas.

The p28 of ectromeliavirus (mousepox) and the N1R
of Shope fibroma virus have a RING finger motif that
inhibits apoptosis induced by UV light. Inhibition is up-
stream of caspase 3. The M11L protein of myxoma virus
localizes to mitochondrial membranes and prevents their
permeabilization upon cell damage, thus inhibiting ac-
tivation of caspase 3. The M-T4, M-T2, and M-T5 of
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FIGURE 36.5 The pathway to
viral apoptosis. Apaf-1, apoptosis
protease activating factor-1;
Bax, Bcl-2–associated X protein;
Bcl-2, B-cell lymphoma 2; CAD,
caspase-activated DNase; Cyt-c,
cytochrome c; DISC, death-
inducing signaling complex;
FADD, Fas-associated death-
domain protein; FAS, fatty acid
synthase; FLICE, Fadd-like ICE
(caspace 8); ICAD, inhibitor of
CAD; PKR, dsRNA-dependent
protein kinase.

myxomaviruses also inhibit apoptosis through as-yet-
undefined pathways.

HCMV encodes at least two proteins that interfere di-
rectly with pathways that cause programmed cell death.
UL35 protein is an inhibitor of caspase 8–induced apopto-
sis. UL36 binds to pro-caspase 8 and blocks its recruitment
to the death-inducing signaling complex (DISC), a step pre-
ceding caspase 8 activation. vMIA binds and sequesters
Bax at mitochondria, and interferes with BH3-only-death-
factor/Bax-complex-mediated permeabilization of mito-
chondria.

A number of viruses encode antiapoptotic proteins with
Bcl2-like activity. Examples include the E1B 19K polypep-
tide of adenoviruses, BHRF1 of EBV, and A179 of African
swine fever. The E1B/55K protein of adenovirus, further-
more, inhibits p53-mediated apoptosis, whereas E3/10.4K
and 14.5K proteins accelerate degradation of Fas and
TRAIL receptors from the cell surface.

Escape by Subverting Antigen Processing
and Antigen Presentation

A number of viruses have devised strategies to impair pre-
sentation of their antigens by the MHC class I pathway,
thus reducing activation and effector functions of antigen-

specific CD8+ T cells, again stressing the importance of
this cell subset for antiviral defense (181,182). Nearly ev-
ery step of the MHC class I presentation pathway can be
interfered with, and some viruses encode multiple proteins
that act at different levels of the MHC class I processing
pathway. Interference of MHC class II processing is less
common but has also been described (Figure 36.6).

Viruses can escape detection T cells by inhibiting syn-
thesis of MHC molecules. For example, tat of HIV-1
represses the MHC class I promoter. Human cy-
tomegalovirus (HCMV) can impair MHC class II expres-
sion through two pathways. MHC class II molecules are ex-
pressed on only a subset of cells, and their transcription is
tightly regulated, mainly through the class II transcactiva-
tor (CIITA), a non-DNA–binding protein that interacts with
transcription factors that associate with the MHC class II
promoter. CIITA is the rate-limiting factor of MHC class
II production and thus determines the expression pattern
of these molecules. CIITA production is regulated by four
promoters, two of which sponsor constitutive expression
of CIITA in antigen-presenting cells. One is activated by
IFN-γ and causes increased MHC class II expression in
the presence of this cytokine. Upon binding of IFN-γ to its
receptor, Jak1 and Jak2 thyrosine-phosphorylate the intra-
cellular domain of the receptor, which then recruits Stat1.
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FIGURE 36.6 MHC class II processing. CD2, cluster of differentiation 2; HCMV, human cy-
tomegalovirus; HLA, human leukocyte antigen; LFA-3, lymphocyte function–associated antigen
type 3; MHC, major histocompatibility complex.

Stat1 phosphorylated by Jak1 and Jak2 forms a homo-
dimer that is translocated to the nucleus. The Stat1 homo-
dimers bind to the IFN-γ activation sequence GAS present
in promoters of IFN-γ –inducible genes. This causes pro-
duction of IRF-1 (interferon regulatory factor-1), a tran-
scription factor that, together with Stat-1 homodimers and

the ubiquitously expressed upstream factor-1 (USF-1), ac-
tivate the inducible promoter of CIITA. Proteins of HCMV
can increase degradation of Jak1 kinase and can further
decrease CIITA activity in a Stat1-independent way.

Transport of MHC molecules to the cell membranes re-
quires their binding to peptides, which for loading of MHC
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class I molecules depends on active transport of peptides
from the cytoplasm to the ER with the help of TAP. The
E7 of HPV-18 and the E1A protein of adenovirus human
serotype 12 inhibit the promoter controlling TAP produc-
tion. The mK3 protein of mouse gamma herpesviruses
such as HHV-8 binds to TAP and tapasin, resulting in their
ubiquination and degradation. The 19K polypeptide en-
coded by the E3 domain of adenoviruses binds to TAP
and prevents association between TAP and tapasin. Other
herpesviruses, such as HSV and HCMV, encode proteins
that inhibit TAP-mediated peptide transport. US6, a pro-
tein encoded by HCMV, binds to TAP and prevents binding
of ATP, which is needed for peptide transport. The ICP47
polypeptide from herpes simplex virus (HSV) inhibits TAP
by blocking its peptide-binding site, thus preventing its as-
sociation with other peptides. EBV encodes a protein that
weakly binds the IL-10 receptor. Similar to cellular IL-10,
the EBV protein reduces expression of TAP.

CD10 and CD13 serve aminopeptidases to trim pep-
tides to a size that allows their binding to the groove of
MHC class I or II molecules. Yet-to-be-identified proteins
of HCMV block the activity of CD10 and CD13. Although
CD10 expression is apparently blocked at the transcrip-
tional or translational level, CD13 seems to be retained
within the ER.

Once MHC class I molecules have bound peptides, they
are transported to the cell surface to present the peptides
to CD8+ T cells. A number of viral products interfere with
this transport, by retaining MHC class I molecules within
the ER, by affecting their export into the cytoplasm, or by
interfering with passage through the Golgi apparatus. The
cytosolic tail of the 19K gene product of the E3 domain
of adenovirus contains a dilysine motif that inhibits MHC
class I trafficking by acting as an ER retrieval motif. The
US3 and US10 proteins of HCMV also prevent the exit of
MHC class I from the ER through pathways that are still
poorly understood. The m152 of murine cytomegalovirus
(MCMV), which encodes a 40-kDa glycoprotein, affects re-
tention of peptide-loaded MHC class I molecules in a pre-
Golgi compartment.

US11 and US2 of HCMV dislocate the MHC class I
molecules from the ER to the cytoplasm, where they are
rapidly degraded. In the presence of US2, the intracellu-
lar half-life of MHC class I is reduced from about 6 hours
to less than 2 minutes, demonstrating that this pathway
of MHC class I destruction is highly efficient. US2 binds
to MHC class I molecules in the ER while the protein is
being glycosylated, causing its incorrect folding. The com-
plex is then transported through Sec61 pores back into the
cytoplasm, where, upon deglycosylation, both proteins—
i.e., the MHC class I molecule and the viral protein—are
degraded. US11 has a similar mode of action, but unlike
US2, it does not become demolished upon translocation
into the cytoplasm. The m6/gp48 protein of MCMV binds
to MHC class I/β2-microglobulin complexes in the ER.

During transport of the complex to the cell surface, the
m6/gp48 protein, whose cytoplasmic tail has a dileucin
motif, targets the complex to lysosomes where they are
proteolytically digested.

The K3 and K4 proteins of HHV8 lower expression of
cell surface MHC class I molecules by enhancing their en-
docytosis into clathrin-coated pits. In addition, K5 down-
regulates cell surface expression of the costimulatory
molecule CD86. Nef of HIV-1 reduces cell surface expres-
sion of MHC class I by redirecting the molecules from the
trans-Golgi network to the endosomes. In addition, nef
reduces expression of costimulatory molecules of the B7
family.

USE OF VIRAL VECTORS FOR
GENE TRANSFER

The ease with which viruses move their genes into mam-
malian host cells has led scientists to explore their use
for gene replacement therapy to correct missing or faulty
genes. Needless to say, after millions of years of evolution
that empowered complex organisms to fight virus infec-
tions, 20 years of viral gene replacement therapy research
has thus far met with very little success in humans.

To allow for their use in gene replacement therapy,
viruses are typically rendered replication-defective, and
part or all of their genome is replaced with the gene
that produces the therapeutic protein under the control
of regulatory elements. Numerous types of viruses have
been explored or are currently under scrutiny. Two of
those, replication-defective adenovirus vectors and adeno-
associated virus (AAV) vectors, well attest to the vows of
viral gene therapy.

Twenty years ago, E1-deleted adenovirus vectors, most
commonly based on the human serotype 5, were heralded
as the potential solution to all genetic diseases (183). E1-
deleted adenovirus vectors, or subsequent second-, third-,
and fourth-generation vectors in which more and more of
the viral genome had been removed, indeed succeeded in
transferring genes into experimental animals (184). In an-
imals that were immunoincompetent, such as SCID mice,
expression of the transferred genes was sustained. In im-
munocompetent animals the transgene product and the
antigens of the vector stimulated, as one would expect,
potent B- and T-cell responses; CD8+ T cells rapidly elimi-
nated the transduced cells, while neutralizing antibodies to
the hexon protein of adenovirus prevented successful reap-
plication of the vectors. In spite of limited success in exper-
imental animals, human trials were initiated, in which the
potent innate immune responses to the adenovirus vectors
caused significant morbidity and resulted in the death of
one patient (185).

AAVs vectored for use in gene replacement therapy are
so-called dependo-viruses of the parvovirinae subfamily
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that in nature infect concomitantly with a helper virus such
as adenovirus or herpes virus. Helper viruses are needed
for multiple steps in the replicative cycle of AAV. So far, six
distinct serotypes have been identified in humans, termed
AAV-1 through -6. Of those, AAV-2–based vectors have been
used most commonly for gene therapy. The AAV-2 genome
is composed of a 4.7-kb single-stranded DNA flanked by
inverted terminal repeats (ITRs). ITRs initiate DNA repli-
cation and are required for encapsidation of the genome.
The genome contains two open reading frames (ORFs),
one encoding proteins needed for DNA replication and for
integration, the other encoding the three capsid proteins,
which are generated from a single ORF by alternative splic-
ing and distinct translation-initiation sites. In AAVs used
for gene transfer, the ORFs are removed and replaced with
the gene of interest, including regulatory elements flanked
by the ITRs (186). The resulting vector can be grown in
cells that provide the proteins encoded by AAV in trans and
that furthermore provide helper virus functions commonly
provided through gene products of adenovirus. Humans
are naturally exposed to AAV, which they acquire together
with a helper virus. The gene therapy literature shows that
AAV vectors, depending on the dose, the amount of vec-
tor, the type of the transgene product, and the host’s ge-
netic makeup, can be poorly immunogenic, allowing for
long-term expression of the transferred gene in mice, ca-
nines, and nonhuman primates (187). In particular, AAVs
appear to escape detection by the innate immune system
and thus fail to elicit the inflammatory reactions (188) that
are needed to induce adaptive immunity. Nevertheless, in
spite of very promising preclinical data, in a clinical trial
in which AAV-2 expressing factor IX was transferred to the
liver for correction of hemophilia B, patients eliminated
the transduced hepatocytes, most likely through CD8+ T
cells directed against the capsid proteins of AAV-2 (189).
It is likely that in humans during natural infections with
AAV together with a helper virus, the innate immune re-
sponse to the helper virus promotes adaptive immune re-
sponses including CD8+ T cells against antigens of AAV.
Upon AAV-mediated gene transfer, even if AAV by itself
fails to cause a strong inflammatory reaction, pre-existing
memory CD8+ T cells would be expected to be reactivated
and do what they are supposed to do—eliminate the AAV
vector-transduced cells.

It is of interest to note that both E1-deleted adenovirus
vectors and AAV vectors that remain favored tools of gene
therapists are currently in clinical trials as vaccine carriers
(190,191).

CONCLUSION

Our immune system is in constant battle with viruses,
which in spite of their puny sizes are formidable oppo-
nents. Viruses continue to take a tremendous toll on hu-

man lives, outpacing wars and natural disasters combined.
Although vaccines and antiviral drugs have lessened the
impact of some viral infections, new viruses that can cause
disease and death in humans are constantly evolving, rais-
ing havoc in human societies. Our best defense against
viruses remains our immune system, which in most cases
can rapidly control acute infections. Adaptive immunity
appears to be less suited to eliminate viruses that have
mastered the art to establish chronic infections. This re-
sults in part from defense mechanisms of those viruses, but
it also results from a shortcoming in adaptive immunity,
which has to eliminate pathogens without causing undue
damage to its own host. During chronic infection, negative
immunoregulatory mechanisms hamper the effectiveness
of adaptive immune responses. A full understanding of the
delicate balance between immunity and persistent viruses
is still evolving, and further knowledge may help to devise
treatments that lessen the burden of chronic viral infec-
tion.

REFERENCES

1. Bergelson JM, Cunningham JA, Droguett G, et al. Isolation of a com-
mon receptor for Coxsackie B viruses and adenoviruses 2 and 5.
Science. 1997;275:1320–1323.

2. Roelvink PW, Lizonova A, Lee JG, et al. The coxsackievirus-
adenovirus receptor protein can function as a cellular attachment
protein for adenovirus serotypes from subgroups A, C, D, E, and F.
J Virol. 1998;72:7909–7915.

3. Gaggar A, Shayakhmetov DM, Liszewski MK, et al. Localization
of regions in CD46 that interact with adenovirus. J Virol. 2005;79:
7503–7513.

4. Naniche D, Varior-Krishnan G, Cervoni F, et al. Human membrane
cofactor protein (CD46) acts as a cellular receptor for measles virus.
J Virol. 1993;67:6025–6032.

5. Santoro F, Kennedy PE, Locatelli G, et al. CD46 is a cellular receptor
for human herpesvirus 6. Cell. 1999;99:817–827.

6. Giranda VL, Chapman MS, Rossmann MG. Modeling of the hu-
man intercellular adhesion molecule-1, the human rhinovirus major
group receptor. Proteins. 1990;7:227–233.

7. Lopez M, Aoubala M, Jordier F, et al. The human poliovirus recep-
tor related 2 protein is a new hematopoietic/endothelial homophilic
adhesion molecule. Blood. 1998;92:4602–4611.

8. Montgomery RI, Warner MS, Lum BJ, et al. Herpes simplex virus-1
entry into cells mediated by a novel member of the TNF/NGF recep-
tor family. Cell. 1996;87:427–436.

9. Summerford C, Samulski RJ. Membrane-associated heparan sulfate
proteoglycan is a receptor for adeno-associated virus type 2 virions.
J Virol. 1998;72:1438–1445.

10. Liu H, Naismith JH, Hay RT. Adenovirus DNA replication. Curr Top
Microbiol Immunol. 2003;272:131–164.

11. Janeway CA Jr, Medzhitov R. Innate immune recognition. Annu Rev
Immunol. 2002;20:197–216.

12. Takeda K, Akira S. Toll-like receptors in innate immunity. Int Im-
munol. 2005;17:1–14.

13. Schroder M, Bowie AG. TLR3 in antiviral immunity: key player or
bystander? Trends Immunol. 2005;26:462–468.

14. Bieback K, Lien E, Klagge IM, et al. Hemagglutinin protein of wild-
type measles virus activates toll-like receptor 2 signaling. J Virol.
2002;76:8729–8736.

15. Kurt-Jones EA, Popova L, Kwinn L, et al. Pattern recognition recep-
tors TLR4 and CD14 mediate response to respiratory syncytial virus.
Nat Immunol. 2000;1:398–401.

16. Akira S. Toll-like receptors: lessons from knockout mice. Biochem
Soc Trans. 2000;28:551–556.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-36 Paul-3627G GRBT293-Paul-v1.cls April 16, 2008 11:27

Immunity to Viruses 1161

17. Yamamoto M, Takeda K, Akira S. TIR domain-containing adaptors
define the specificity of TLR signaling. Mol Immunol. 2004;40:861–
868.

18. Samuel CE, Kuhen KL, George CX, et al. The PKR protein kinase—
an interferon-inducible regulator of cell growth and differentiation.
Int J Hematol. 1997;65:227–237.

19. Samuel CE. Antiviral actions of interferons. Clin Microbiol Rev.
2001;14:778–809.

20. Diebold SS, Montoya M, Unger H, et al. Viral infection switches non-
plasmacytoid dendritic cells into high interferon producers. Nature.
2003;424:324–328.

21. Meylan E, Tschopp J. Toll-like receptors and RNA helicases: two
parallel ways to trigger antiviral responses. Mol Cell. 2006;22:561–
569.

22. Werts C, Girardin SE, Philpott DJ. TIR, CARD and PYRIN: three
domains for an antimicrobial triad. Cell Death Differ. 2006;13:798–
815.

23. Wang T, Town T, Alexopoulou L, et al. Toll-like receptor 3 mediates
West Nile virus entry into the brain causing lethal encephalitis. Nat
Med. 2004;10:1366–1373.

24. McKimmie CS, Johnson N, Fooks AR, et al. Viruses selectively up-
regulate Toll-like receptors in the central nervous system. Biochem
Biophys Res Commun. 2005;336:925–933.

25. Ank N, West H, Paludan SR. IFN-lambda: novel antiviral cytokines.
J Interferon Cytokine Res. 2006;26:373–379.

26. Honda K, Yanai H, Takaoka A, et al. Regulation of the type I IFN
induction: a current view. Int Immunol. 2005;17:1367–1378.

27. Taniguchi T, Ogasawara K, Takaoka A, et al. IRF family of tran-
scription factors as regulators of host defense. Annu Rev Immunol.
2001;19:623–655.

28. Platanias LC. Mechanisms of type-I- and type-II-interferon-
mediated signalling. Nat Rev Immunol. 2005;5:375–386.

29. Darnell JE Jr. Studies of IFN-induced transcriptional activation un-
cover the Jak-Stat pathway. J Interferon Cytokine Res. 1998;18:549–
554.

30. Mihm S, Frese M, Meier V, et al. Interferon type I gene expression
in chronic hepatitis C. Lab Invest. 2004;84:1148–1159.

31. Zurcher T, Pavlovic J, Staeheli P. Mechanism of human MxA pro-
tein action: variants with changed antiviral properties. EMBO J.
1992;11:1657–1661.

32. Warfel AH, Belsito DV, Thorbecke GJ. Activation of an HIV-LTR-
CAT transgene in murine macrophages by interferon-gamma in
synergism with other cytokines or endotoxin. Adv Exp Med Biol.
1995;378:489–492.

33. Karupiah G, Xie QW, Buller RM, et al. Inhibition of viral replica-
tion by interferon-gamma-induced nitric oxide synthase. Science.
1993;261:1445–1448.

34. Malik AH, Lee WM. Chronic hepatitis B virus infection: treatment
strategies for the next millennium. Ann Intern Med. 2000;132:723–
731.

35. Lauer GM, Walker BD. Hepatitis C virus infection. N Engl J Med.
2001;345:41–52.

36. Gross G. Therapy of human papillomavirus infection and associated
epithelial tumors. Intervirology. 1997;40:368–377.

37. Nelson PJ, Krensky AM. Chemokines, lymphocytes and viruses: what
goes around, comes around. Curr Opin Immunol. 1998;10:265–270.

38. Salazar-Mather TP, Hokeness KL. Calling in the troops: regulation
of inflammatory cell trafficking through innate cytokine/chemokine
networks. Viral Immunol. 2003;16:291–306.

39. Hamerman JA, Ogasawara K, Lanier LL. NK cells in innate immu-
nity. Curr Opin Immunol. 2005;17:29–35.

40. Bottino C, Moretta L, Pende D. Learning how to discriminate be-
tween friends and enemies, a lesson from Natural Killer cells. Mol
Immunol. 2004;41:569–575.

41. Yokoyama WM, Plougastel BF. Immune functions encoded by
the natural killer gene complex. Nat Rev Immunol. 2003;3:
304–316.

42. Tomasello E, Blery M, Vely F, et al. Signaling pathways en-
gaged by NK cell receptors: double concerto for activating recep-
tors, inhibitory receptors and NK cells. Semin Immunol. 2000;12:
139–147.

43. Mandelboim O, Porgador A. NKp46. Int J Biochem Cell Biol.
2001;33:1147–1150.

44. Eidenschenk C, Dunne J, Jouanguy E, et al. A novel primary im-
munodeficiency with specific natural-killer cell deficiency maps
to the centromeric region of chromosome 8. Am J Hum Genet.
2006;78:721–727.

45. Leon B, Lopez-Bravo M, Ardavin C. Monocyte-derived dendritic
cells. Semin Immunol. 2005;17:313–338.

46. Barchet W, Cella M, Colonna M. Plasmacytoid dendritic cells—virus
experts of innate immunity. Semin Immunol. 2005;17:253–261.

47. McLellan AD, Kampgen E. Functions of myeloid and lymphoid den-
dritic cells. Immunol Lett. 2000;72:101–105.

48. Barchet W, Cella M, Colonna M. Plasmacytoid dendritic cells—virus
experts of innate immunity. Semin Immunol. 2005;17:253–261.

49. Honda K, Ohba Y, Yanai H, et al. Spatiotemporal regulation of
MyD88-IRF-7 signalling for robust type-I interferon induction.
Nature. 2005 21;434:1035–1040.

50. Haeryfar SM. The importance of being a pDC in antiviral immu-
nity: the IFN mission versus Ag presentation? Trends Immunol.
2005;26:311–317.

51. Johansson-Lindbom B, Svensson M, Pabst O, et al. Functional spe-
cialization of gut CD103+ dendritic cells in the regulation of tissue-
selective T cell homing. J Exp Med. 2005;202:1063–1073.

52. Bacchetta R, Gregori S, Roncarolo MG. CD4+ regulatory T cells:
mechanisms of induction and effector function. Autoimmun Rev.
2005;4:491–496.

53. Mahnke K, Enk AH. Dendritic cells: key cells for the induction of
regulatory T cells? Curr Top Microbiol Immunol. 2005;293:133–150.

54. Linsley PS, Ledbetter JA. The role of the CD28 receptor during T cell
responses to antigen. Annu Rev Immunol. 1993;11:191–212.

55. Wassink L, Vieira PL, Smits HH, et al. ICOS expression by activated
human Th cells is enhanced by IL-12 and IL-23: increased ICOS
expression enhances the effector function of both Th1 and Th2 cells.
J Immunol. 2004;173:1779–1786.

56. Herman AE, Freeman GJ, Mathis D, et al. CD4+CD25+ T regulatory
cells dependent on ICOS promote regulation of effector cells in the
prediabetic lesion. J Exp Med. 2004;199:1479–1489.

57. Loke P, Allison JP. Emerging mechanisms of immune regulation:
the extended B7 family and regulatory T cells. Arthritis Res Ther.
2004;6:208–214.

58. Kryczek I, Wei S, Zou L, et al. Cutting Edge: Induction of B7-H4 on
APCs through IL-10: novel suppressive mode for regulatory T cells.
J Immunol. 2006;177:40–44.

59. Greenwald RJ, Latchman YE, Sharpe AH. Negative co-receptors on
lymphocytes. Curr Opin Immunol. 2002;14:391–396.

60. Barber DL, Wherry EJ, Masopust D, et al. Restoring function
in exhausted CD8 T cells during chronic viral infection. Nature.
2006;439:682–687.

61. Croft M. The evolving crosstalk between co-stimulatory and co-
inhibitory receptors: HVEM-BTLA. Trends Immunol. 2005;26:292–
294.

62. Yewdell J, Anton LC, Bacik I, et al. Generating MHC class I ligands
from viral gene products. Immunol Rev. 1999;172:97–108.

63. Koszinowski U, Ertl H. Role of early viral surface antigens in cel-
lular immune response to vaccinia virus. Eur J Immunol. 1976;6:
679–683.

64. Larsson M, Messmer D, Somersan S, et al. Requirement of mature
dendritic cells for efficient activation of influenza A-specific memory
CD8+ T cells. J Immunol. 2000;165:1182–1190.

65. York IA, Goldberg AL, Mo XY, et al. Proteolysis and class I ma-
jor histocompatibility complex antigen presentation. Immunol Rev.
1999;172:49–66.

66. Pamer E, Cresswell P. Mechanisms of MHC class I–restricted antigen
processing. Annu Rev Immunol. 1998;16:323–358.

67. Elliott T. How does TAP associate with MHC class I molecules?
Immunol Today. 1997;18:375–379.

68. McCluskey J, Rossjohn J, Purcell AW. TAP genes and immunity. Curr
Opin Immunol. 2004;16:651–659.

69. Latron F, Pazmany L, Morrison J, et al. A critical role for conserved
residues in the cleft of HLA-A2 in presentation of a nonapeptide to
T cells. Science. 1992;257:964–967.

70. Cresswell P, Bangia N, Dick T, et al. The nature of the MHC class I
peptide loading complex. Immunol Rev. 1999;172:21–28.

71. Heath WR, Carbone FR. Cytotoxic T lymphocyte activation by cross-
priming. Curr Opin Immunol. 1999;11:314–318.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-36 Paul-3627G GRBT293-Paul-v1.cls April 16, 2008 11:27

1162 Chapter 36

72. Gagnon E, Duclos S, Rondeau C, et al. Endoplasmic reticulum-
mediated phagocytosis is a mechanism of entry into macrophages.
Cell. 2002;110:119–131.

73. Yewdell JW, Haeryfar SM. Understanding presentation of viral anti-
gens to CD8+ T cells in vivo: the key to rational vaccine design. Annu
Rev Immunol. 2005;23:651–682.

74. Srivastava P. Interaction of heat shock proteins with peptides and
antigen presenting cells: chaperoning of the innate and adaptive im-
mune responses. Annu Rev Immunol. 2002;20:395–425.

75. Lichterfeld M, Yu XG, Le Gall S, et al. Immunodominance of HIV-
1-specific CD8(+) T-cell responses in acute HIV-1 infection: at the
crossroads of viral and host genetics. Trends Immunol. 2005;26:
166–171.

76. Brossay L, Burdin N, Tangri S, et al. Antigen-presenting function
of mouse CD1: one molecule with two different kinds of antigenic
ligands. Immunol Rev. 1998;163:139–150.

77. Ridge JP, Di Rosa F, Matzinger P. A conditioned dendritic cell can
be a temporal bridge between a CD4+ T-helper and a T-killer cell.
Nature. 1998;393:474–478.

78. Shedlock DJ, Shen H. Requirement for CD4 T cell help in generating
functional CD8 T cell memory. Science. 2003;300:337–339.

79. Henkart PA, Catalfamo M. CD8+ effector cells. Adv Immunol. 2004;
83:233–252.

80. Betts MR, Exley B, Price DA, et al. Characterization of functional and
phenotypic changes in anti-Gag vaccine-induced T cell responses
and their role in protection after HIV-1 infection. Proc Natl Acad Sci
U S A. 2005;102:4512–4517.

81. LFA-1/ICAM-1 in the binding and transendothelial migration of T
lymphocytes and T lymphoblasts across high endothelial venules.
Int Immunol. 2000;12:241–251.

82. Li X, Abdi K, Rawn J, et al. LFA-1 and L-selectin regulation
of recirculating lymphocyte tethering and rolling on lung mi-
crovascular endothelium. Am J Respir Cell Mol Biol. 1996;14:
398–406.

83. Kowalczyk DW, Wlazlo AP, Blaszczyk-Thurin M, et al. A method
that allows easy characterization of tumor-infiltrating lymphocytes.
J Immunol Methods. 2001;253:163–175.

84. Podack ER. Execution and suicide: cytotoxic lymphocytes enforce
Draconian laws through separate molecular pathways. Curr Opin
Immunol. 1995;7:11–16.

85. Kaech SM, Tan JT, Wherry EJ, et al. Selective expression of
the interleukin 7 receptor identifies effector CD8 T cells that
give rise to long-lived memory cells. Nat Immunol. 2003;4:1191–
1198.

86. Lefrancois L. Development, trafficking, and function of memory
T-cell subsets. Immunol Rev. 2006;211:93–103.

87. Wherry EJ, Ahmed R. Memory CD8 T-cell differentiation during viral
infection. J Virol. 2004;78:5535–5545.

88. Masopust D, Vezys V, Marzo AL, et al. Preferential localization of ef-
fector memory cells in nonlymphoid tissue. Science. 2001;291:2413–
2417.

89. Wherry EJ, Teichgraber V, Becker TC, et al. Lineage relationship and
protective immunity of memory CD8 T cell subsets. Nat Immunol.
2003;4:225–234.

90. Cerwenka A, Morgan TM, Dutton RW. Naive, effector, and memory
CD8 T cells in protection against pulmonary influenza virus infec-
tion: homing properties rather than initial frequencies are crucial.
J Immunol. 1999;163:5535–5543.

91. Surh CD, Sprent J. Regulation of mature T cell homeostasis. Semin
Immunol. 2005;17:183–191.

92. Wherry EJ, Teichgraber V, Becker TC, et al. Lineage relationship and
protective immunity of memory CD8 T cell subsets. Nat Immunol.
2003;4:225–234.

93. Masopust D, Ha SJ, Vezys V, et al. Stimulation history dictates mem-
ory CD8 T cell phenotype: implications for prime-boost vaccination.
J Immunol. 2006;177:831–839.

94. Wherry EJ, Blattman JN, Murali-Krishna K, et al. Viral persis-
tence alters CD8 T-cell immunodominance and tissue distribution
and results in distinct stages of functional impairment. J Virol.
2003;77:4911–4927.

95. Barber DL, Wherry EJ, Masopust D, et al. Restoring function
in exhausted CD8 T cells during chronic viral infection. Nature.
2006;439:682–687.

96. Pawelec G, Koch S, Franceschi C, et al. Human immunosenes-
cence: does it have an infectious component? Ann NY Acad Sci.
2006;1067:56–65.

97. Neutra M, Pringault E, Kraehenbuhl JP. Antigen sampling across ep-
ithelial barriers and induction of mucosal immune responses. Annu
Rev Immunol. 1996;14: 275–300.

98. Holt PG, Stumbles PA, McWilliam AS. Functional studies on den-
dritic cells in the respiratory tract and related mucosal tissues.
J Leukoc Biol. 1999;66:272–275.

99. Ferguson A, Parrott DVM. The effect of antigen deprivation on
thymus-dependent and thymus-independent lymphocytes in the
small intestine of the mouse. Clin Exp Immunol. 1972;12: 477–488.

100. Yoshikai Y, Ishida A, Murosaki S, et al. Sequential appearance of
T-cell receptor γ δ- and αβ-bearing intestinal intra-epithelial lym-
phocytes in mice after irradiation. Immunology. 1991;74: 583–588.

101. Poussier P, Julius M. Thymus independent T cell development
and selection in the intestinal epithelium. Annu Rev Immunol.
1994;12:521–553.

102. Bandiera A, Itohara S, Bonneville M, et al. Extrathymic origin of
intestinal epithelial lymphocytes bearing T-cell antigen receptor γ δ.
Proc Natl Acad Sci U S A. 1991;88:43–47.

103. Poussier P, Edouard P, Lee C, et al. Thymus-independent develop-
ment and negative selection of T cells expressing T cell receptor α/β in
the intestinal epithelial: evidence for distinct circulation patterns of
gut- and thymus derived T lymphocytes. J Exp Med. 1992;176:187–199.

104. Beagley KW, Husband AJ. Intraepithelial lymphocytes: origins, dis-
tribution, and function. Crit Rev Immunol. 1998;18:237–254.

105. Hiromatsu K, Yoshikai Y, Matsuzaki G, et al. A protective role of
γ δ T-cells in primary infection with Listeria monocytogenes in mice.
J Exp Med. 1992;175:49–56.

106. Rosat J, MacDonald H, Louis J. A role for γ δ+ T-cells during ex-
perimental infection of mice with Leishmania major. J Immunol.
1993;150:550–555.

107. Beagley K, Fujihashi K, Black C, et al. The Mycobacterium tubercu-
losis 71-kDa heat-shock protein induces proliferation and cytokine
secretion by murine gut intraepithelial lymphocytes. Eur J Immunol.
1993;23:2049–2052.

108. Horner A, Jabara H, Ramesh N, et al. γ -δ T lymphocytes express
CD40 ligands and induce isotype-switching in B lymphocytes. J Exp
Med. 1995;181:1239–1244.

109. Chien Y, Jores R, Crowley MP. Recognition by γ /δ T cells. Annu Rev
Immunol. 1996;14:511–532.

110. Nandi D, Allison JP. Phenotypic analysis and γ /
 T cell receptor
repertoire of murine T cells associated with the vaginal epithelium.
J Immunol. 1991;147:1773–1778.

111. Shaw SK, Brenner MB. The beta 7 integrins in mucosal homing and
retention. Semin Immunol. 1995;7:335–342.

112. Williams IR. Chemokine receptors and leukocyte trafficking in the
mucosal immune system. Immunol Res. 2004;29:283–292.

113. Cheroutre H, Madakamutil L. Mucosal effector memory T cells: the
other side of the coin. Cell Mol Life Sci. 2005;62:2853–2866.

114. Gupta M, Greer P, Mahanty S, et al. CD8-mediated protection
against Ebola virus infection is perforin dependent. J Immunol.
2005;174:4198–4202.

115. Patterson CE, Lawrence DM, Echols LA, et al. Immune-mediated
protection from measles virus-induced central nervous system dis-
ease is noncytolytic and gamma interferon dependent. J Virol.
2002;76:4497–4506.

116. Miller CJ, Abel K. Immune mechanisms associated with protec-
tion from vaginal SIV challenge in rhesus monkeys infected with
virulence-attenuated SHIV 89.6. J Med Primatol. 2005;34:271–281.

117. Rhodes CJ, Anderson RM. A scaling analysis of measles epidemics in
a small population. Phil Trans R Soc Lond B Biol Sci. 1996;351:1679–
1688.

118. Epstein SL. Prior H1N1 influenza infection and susceptibility of
Cleveland Family Study participants during the H2N2 pandemic of
1957: an experiment of nature. J Infect Dis. 2006;193:49–53.

119. Zinkernagel RM. On natural and artificial vaccinations. Annu Rev
Immunol. 2003;21:515–546.

120. Ferrantelli F, Rasmussen RA, Buckley KA, et al. Complete protection
of neonatal rhesus macaques against oral exposure to pathogenic
simian-human immunodeficiency virus by human anti-HIV mono-
clonal antibodies. J Infect Dis. 2004;189:2167–2173.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-36 Paul-3627G GRBT293-Paul-v1.cls April 16, 2008 11:27

Immunity to Viruses 1163

121. McMichael AJ, Hanke T. HIV vaccines 1983–2003. Nat Med. 2003;
9:874–880.

122. Castellino F, Zhong G, Germain RN. Antigen presentation by MHC
class II molecules: invariant chain function, protein trafficking, and
the molecular basis of diverse determinant capture. Hum Immunol.
1997;54:159–169.

123. Swain SL. CD4 T cell development and cytokine polarization: an
overview. J Leukoc Biol. 1995;57:795–798.

124. Ward BJ, Griffin DE. Changes in cytokine production after measles
virus vaccination: predominant production of IL-4 suggests induc-
tion of a Th2 response. Clin Immunol Immunopathol. 1993;67:171–
177.

125. Nikiforow S, Bottomly K, Miller G, et al. Cytolytic CD4(+)-T-cell
clones reactive to EBNA1 inhibit Epstein-Barr virus-induced B-cell
proliferation. J Virol. 2003;77:12088–12104.

126. Swain SL, Agrewala JN, Brown DM, et al. CD4+ T-cell memory:
generation and multi-faceted roles for CD4+ T cells in protective
immunity to influenza. Immunol Rev. 2006;211:8–22.

127. Brown DM, Roman E, Swain SL. CD4 T cell responses to influenza
infection. Semin Immunol. 2004;16:171–177.

128. Leung KN, Ada GL. Cells mediating delayed-type hypersensitivity in
the lungs of mice infected with an influenza A virus. Scand J Im-
munol. 1980;12:393–400.

129. Bach BA, Greene MI, Benacerraf B, et al. Mechanisms of regu-
lation of cell-mediated immunity. IV. Azobenzenearsonate-specific
suppressor factor(s) bear cross-reactive idiotypic determinants the
expression of which is linked to the heavy-chain allotype linkage
group of genes. J Exp Med. 1979;149:1084–1098.

130. Sugihara S, Maruo S, Tsujimura T, et al. Autoimmune thyroiditis
induced in mice depleted of particular T cell subsets. III. Analysis
of regulatory cells suppressing the induction of thyroiditis. Int Im-
munol. 1990;2:343–351.

131. Suvas S, Rouse BT. Treg control of antimicrobial T cell responses.
Curr Opin Immunol. 2006;18:344–348.

132. Belkaid Y, Rouse BT. Natural regulatory T cells in infectious disease.
Nat Immunol. 2005;6:353–360.

133. Veldman C, Nagel A, Hertl M. Type I regulatory T cells in au-
toimmunity and inflammatory diseases. Int Arch Allergy Immunol.
2006;140:174–183.

134. Boes M. Role of natural and immune IgM antibodies in immune
responses. Mol Immunol. 2000;37:1141–1149.

135. Zandvoort A, Timens W. The dual function of the splenic marginal
zone: essential for initiation of anti-TI-2 responses but also vital in
the general first-line defense against blood-borne antigens. Clin Exp
Immunol. 2002;130:4–11.

136. McHeyzer-Williams MG, Ahmed R. B cell memory and the long-lived
plasma cell. Curr Opin Immunol. 1999;11:172–179.

137. Lanzavecchia A, Bernasconi N, Traggiai E, et al. Understanding and
making use of human memory B cells. Immunol Rev. 2006;211:303–
309.

138. Mozdzanowska K, Feng J, Eid M, et al. Induction of influenza
type A virus-specific resistance by immunization of mice with a syn-
thetic multiple antigenic peptide vaccine that contains ectodomains
of matrix protein 2. Vaccine. 2003;21:2616–2626.

139. Schwartz-Cornil I, Benureau Y, Greenberg H, et al. Heterologous
protection induced by the inner capsid proteins of rotavirus requires
transcytosis of mucosal immunoglobulins. J Virol. 2002;76:8110–
8117.

140. Zinkernagel RM. On natural and artificial vaccinations. Annu Rev
Immunol. 2003;21:515–546.

141. Yang Y, Santamaria P. T-cell receptor-transgenic NOD mice: a reduc-
tionist approach to understand autoimmune diabetes. J Autoimmun.
2004;22:121–129.

142. Samarkos M, Vaiopoulos G. The role of infections in the patho-
genesis of autoimmune diseases. Curr Drug Targets Inflamm Allergy.
2005;4:99–103.

143. Fujinami RS, von Herrath MG, Christen U. Molecular mimicry, by-
stander activation, or viral persistence: infections and autoimmune
disease. Clin Microbiol Rev. 2006;19:80–94.

144. Miller SD, Katz-Levy Y, Neville KL, et al. Virus-induced autoimmu-
nity: epitope spreading to myelin autoepitopes in Theiler’s virus in-
fection of the central nervous system. Adv Virus Res. 2001;56:199–
217.

145. Maier R, Krebs P, Ludewig B. Immunopathological basis of virus-
induced myocarditis. Clin Dev Immunol. 2004;11:1–5.

146. Christen U, von Herrath MG. Infections and autoimmunity—good
or bad? J Immunol. 2005;174:7481–7486.

147. Burns DP, Desrosiers RC. Envelope sequence variation, neutralizing
antibodies, and primate lentivirus persistence. Curr Top Microbiol
Immunol. 1994;188:185–219.

148. Sanchez-Merino V, Nie S, Luzuriaga K. HIV-1-specific CD8+ T cell
responses and viral evolution in women and infants. J Immunol.
2005;175:6976–6986.

149. Pavio N, Lai MM. The hepatitis C virus persistence: how to evade
the immune system? J Biosci. 2003;28:287–304.

150. Perfettini JL, Castedo M, Roumier T, et al. Mechanisms of apoptosis
induction by the HIV-1 envelope. Cell Death Differ. 2005;12:916–923.

151. DiPerna G, Stack J, Bowie AG, et al. Poxvirus protein N1L targets
the I-kappaB kinase complex, inhibits signaling to NF-kappaB by
the tumor necrosis factor superfamily of receptors, and inhibits
NF-kappaB and IRF3 signaling by toll-like receptors. J Biol Chem.
2004;279:36570–36578.

152. Bowie A, Kiss-Toth E, Symons JA, et al. A46R and A52R from vac-
cinia virus are antagonists of host IL-1 and toll-like receptor signal-
ing. Proc Natl Acad Sci U S A. 2000;97:10162–10167.

153. Breiman A, Grandvaux N, Lin R, et al. Inhibition of RIG-I-
dependent signaling to the interferon pathway during hepatitis C
virus expression and restoration of signaling by IKKepsilon. J Virol.
2005;79:3969–3978.

154. Dixon LK, Abrams CC, Bowick G, et al. African swine fever virus
proteins involved in evading host defence systems. Vet Immunol Im-
munopathol. 2004;100:117–134.

155. Hosui A, Ohkawa K, Ishida H, et al. Hepatitis C virus core pro-
tein differently regulates the JAK-STAT signaling pathway un-
der interleukin-6 and interferon-gamma stimuli. J Biol Chem.
2003;278:28562–28571.

156. Polyak SJ, Khabar KS, Paschal DM, et al. Hepatitis C virus nonstruc-
tural 5A protein induces interleukin-8, leading to partial inhibition
of the interferon-induced antiviral response. J Virol. 2001;75:6095–
6106.

157. Reyes GR. The nonstructural NS5A protein of hepatitis C virus:
an expanding, multifunctional role in enhancing hepatitis C virus
pathogenesis. J Biomed Sci. 2002;9:187–197.

158. Burgert HG, Ruzsics Z, Obermeier S, et al. Subversion of host de-
fense mechanisms by adenoviruses. Curr Top Microbiol Immunol.
2002;269:273–318.

159. Hartman AL, Towner JS, Nichol ST. A C-terminal basic amino acid
motif of Zaire ebolavirus VP35 is essential for type I interferon antag-
onism and displays high identity with the RNA-binding domain of
another interferon antagonist, the NS1 protein of influenza A virus.
Virology. 2004;328:177–184.

160. Wang X, Li M, Zheng H, et al. Influenza A virus NS1 protein prevents
activation of NF-kappaB and induction of alpha/beta interferon.
J Virol. 2000;74:11566–11573.

161. Weber F, Bridgen A, Fazakerley JK, et al. Bunyamwera bunyavirus
nonstructural protein NSs counteracts the induction of alpha/beta
interferon. J Virol. 2002;76:7949–7955.

162. Young DF, Didcock L, Goodbourn S, et al. Paramyxoviridae use
distinct virus-specific mechanisms to circumvent the interferon re-
sponse. Virology. 2000;269:383–390.

163. Nees M, Geoghegan JM, Hyman T, et al. Papillomavirus type 16
oncogenes downregulate expression of interferon-responsive genes
and upregulate proliferation-associated and NF-kappaB-responsive
genes in cervical keratinocytes. J Virol. 2001;75:4283–4296.

164. Xiang Y, Moss B. IL-18 binding and inhibition of interferon gamma
induction by human poxvirus-encoded proteins. Proc Natl Acad Sci
U S A. 1999;96:11537–11542.

165. Mossman K, Upton C, McFadden G. The myxoma virus-soluble
interferon-gamma receptor homolog, M-T7, inhibits interferon-
gamma in a species-specific manner. J Biol Chem. 1995;270:3031–
3038.

166. Langland JO, Jacobs BL. The role of the PKR-inhibitory genes,
E3L and K3L, in determining vaccinia virus host range. Virology.
2002;299:133–141.

167. Seet BT, McFadden G. Viral chemokine-binding proteins. J Leukoc
Biol. 2002;72:24–34.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-36 Paul-3627G GRBT293-Paul-v1.cls April 16, 2008 11:27

1164 Chapter 36

168. Symons JA, Tscharke DC, Price N, et al. A study of the vaccinia virus
interferon-gamma receptor and its contribution to virus virulence.
J Gen Virol. 2002;83:1953–1964.

169. Alcami A, Symons JA, Smith GL. The vaccinia virus soluble al-
pha/beta interferon (IFN) receptor binds to the cell surface and pro-
tects cells from the antiviral effects of IFN. J Virol. 2000;74:11230–
11239.

170. Deane D, McInnes CJ, Percival A, et al. Orf virus encodes a
novel secreted protein inhibitor of granulocyte-macrophage colony-
stimulating factor and interleukin-2. J Virol. 2000;74:1313–1320.

171. Moss B, Shisler JL. Immunology 101 at poxvirus U: immune evasion
genes. Semin Immunol. 2001;13:59–66.

172. Redpath S, Ghazal P, Gascoigne NR. Hijacking and exploitation of
IL-10 by intracellular pathogens. Trends Microbiol. 2001;9:86–92.

173. Beisser PS, Goh CS, Cohen FE, et al. Viral chemokine receptors and
chemokines in human cytomegalovirus trafficking and interaction
with the immune system. CMV chemokine receptors. Curr Top Mi-
crobiol Immunol. 2002;269:203–34.

174. Klouche M, Carruba G, Castagnetta L, et al. Virokines in the patho-
genesis of cancer: focus on human herpesvirus 8. Ann NY Acad Sci.
2004;1028:329–339.

175. McFadden G, Murphy PM. Host-related immunomodulators en-
coded by poxviruses and herpesviruses. Curr Opin Microbiol.
2000;3:371–378.

176. Braud VM, Tomasec P, Wilkinson GW. Viral evasion of natural killer
cells during human cytomegalovirus infection. Curr Top Microbiol
Immunol. 2002;269:117–129.

177. Agrati C, Nisii C, Oliva A, et al. Lymphocyte distribution and intra-
hepatic compartmentalization during HCV infection: a main role
for MHC-unrestricted T cells. Arch Immunol Ther Exp. 2002;50:
307–316.

178. Favoreel HW, Van de Walle GR, Nauwynck HJ, et al. Virus comple-
ment evasion strategies. J Gen Virol. 2003;84:1–15.

179. Aubert M, Jerome KR. Apoptosis prevention as a mechanism of im-
mune evasion. Int Rev Immunol. 2003;22:361–371.

180. Cuff S, Ruby J. Evasion of apoptosis by DNA viruses. Immunol Cell
Biol. 1996;74:527–537.

181. Hewitt EW. The MHC class I antigen presentation pathway: strate-
gies for viral immune evasion. Immunology. 2003;110:163–169.

182. Yewdell JW, Bennink JR. Mechanisms of viral interference with MHC
class I antigen processing and presentation. Annu Rev Cell Dev Biol.
1999;15:579–606.

183. Kozarsky KF, Wilson JM. Gene therapy: adenovirus vectors. Curr
Opin Genet Dev. 1993;3:499–503.

184. Cao H, Koehler DR, Hu J. Adenoviral vectors for gene replacement
therapy. Viral Immunol. 2004;17:327–333.

185. Marshall E. Gene therapy death prompts review of adenovirus vector.
Science. 1999;286:2244–2245.

186. Grieger JC, Samulski RJ. Adeno-associated virus as a gene therapy
vector: vector development, production and clinical applications.
Adv Biochem Eng Biotechnol. 2005;99:119–45.

187. High KA. Gene therapy: a 2001 perspective. Haemophilia. 2001;7:
23–27.

188. Bessis N, GarciaCozar FJ, Boissier MC. Immune responses to gene
therapy vectors: influence on vector function and effector mecha-
nisms. Gene Ther. 2004;11:S10–S17.

189. Manno CS, Pierce GF, Arruda VR, et al. Successful transduction of
liver in hemophilia by AAV-Factor IX and limitations imposed by the
host immune response. Nat Med. 2006;12:342–347.

190. Clinical trials yield promising results from two adenovirus-based
vaccines. IAVI Rep. 2005;9:24.

191. Use of AAV vectors in AIDS vaccine. Expert Rev Vaccines. 2002;1:7.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-37 Paul-3627G GRBT293-Paul-v1.cls April 8, 2008 0:16

• •C h a p t e r 3 7

◗ Immune Responses to
Intracellular Bacteria

Eric Pamer

Introduction

Interactions between Intracellular Bacteria and

the Immune System

Effect of Cell Wall Composition
Effect of Bacterial Growth Rate
Targeting Different Host Cells
Traversing Epithelial Barriers
Effect of Subcellular Localization

Route of Acquisition: Implications for Systemic

and Mucosal Immunity

Innate Immune Responses to Intracellular

Bacteria

Toll-like Receptors (TLRs) in Defense against
Intracellular Bacteria

Nod Signaling in Defense against Intracellular
Bacterial Infection

Inflammasome-Mediated Defense against
Intracellular Bacteria

Neutrophils and Defense against Intracellular

Bacteria

Monocyte-mediated Defense against Intracellular

Bacteria

Cytokines Mediating Defense against Intracellular

Bacterial Infection

T-Cell Responses to Intracellular Bacteria

Interactions of Intracellular Bacteria with
Dendritic Cells

CD4 T-Cell Responses to Intracellular Bacteria
T-Regulatory Cells in Defense against Intracellular

Bacteria
MHC Class I–Restricted T-Cell Responses
MHC Class Ib–Restricted T-Cell Responses

CD1 Molecules and Presentation of Mycobacterial

Lipids

Killing of Intracellular Bacterial Pathogens

Bacterial Mechanisms to Subvert Host Immune

Responses

Conclusion

INTRODUCTION

Despite the development of new antibiotics and vaccines,
bacterial pathogens remain a major cause of human in-
fection. Bacteria are diverse prokaryotic organisms that
can be classified according to morphology (rod vs. coccus),
staining characteristics (gram-positive vs. gram-negative),
oxygen tolerance (anaerobe vs. aerobe), and growth rates
(slow vs. rapid grower). Bacterial pathogens—i.e., those or-
ganisms that can cause disease in higher forms of life—can

also be divided into those that infect the host and remain
extracellular and those that invade host cells and become
intracellular. Invasion of eukaryotic cells and intracellular
survival and replication represent the strategy that a sub-
set of pathogenic bacteria, the intracellular bacteria, have
developed in order to survive and replicate within a mam-
malian host. Intracellular bacteria express factors that cir-
cumvent or inactivate microbicidal effector mechanisms
that eukaryotic cells have evolved to eliminate invading
pathogens. These bacterially expressed factors are referred
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to as virulence factors because they enable intracellular
bacteria to cause disease by invading cells and promot-
ing bacterial survival, replication, and spread. Pathogenic
intracellular bacteria that lose these virulence factors, for
example, by mutation or loss of a virulence factor-encoding
plasmid, generally become avirulent, that is, incapable of
causing disease.

In contrast to intracellular bacteria, extracellular bacte-
rial pathogens survive and replicate outside of mammalian
cells and have evolved a variety of mechanisms to avoid
complement-mediated killing or phagocytic uptake by in-
flammatory cells. Although extracellular pathogens do not
replicate within mammalian cells, some, such as Staphy-
lococcus aureus, are capable of surviving within phago-
cytic cells (1) and others, such as Neisseria meningitidis,
transiently invade cells to traverse epithelial barriers (2).
Some extracellular pathogens, such as Pseudomonas aeri-
gunosa, cause disease by injecting microbial proteins into
the cytosol of adjacent epithelial cells (3), and in this fash-
ion manipulate host cells using virulence mechanisms that
are shared by some intracellular bacteria (4). Thus, the
dividing line between intra- and extracellular pathogens
is not completely distinct, and the immune mechanisms
that are activated in defense against intracellular and ex-
tracellular bacteria share many features. Nevertheless, the
components of the immune system that provide protection
against intracellular and extracellular bacterial pathogens
are only partially overlapping. With respect to protec-
tion against intracellular bacterial infection, macrophages,
T cells and cytokines and accessory cells that facilitate
antigen-specific T-cell responses are especially important
for immune defense. On the other hand, neutrophils and
humoral immunity play a more important role in defense
against extracellular bacterial pathogens.

INTERACTIONS BETWEEN INTRACELLULAR
BACTERIA AND THE IMMUNE SYSTEM

Intracellular bacterial pathogens differ from one another
in a variety of ways that affect the innate and adaptive
immune responses induced in the mammalian host. In
the following sections, some of the key characteristics of
different intracellular bacterial pathogens are described.
and their implications for the host immune response are
discussed.

Effect of Cell Wall Composition

The bacterial cell wall and outer membrane represent one
of the major ligands for innate immune receptors and trig-
ger signals that shape the inflammatory responses. The
signal transduction pathways and inflammatory responses
triggered by different innate immune receptors and bacte-
rial ligands are diverse. Thus, the composition of the bacte-

rial cell wall and membrane has a direct effect on the innate
immune response and indirectly influences adaptive im-
mune responses. A classical method to distinguish differ-
ent bacterial pathogens, first described in 1884 by the Dan-
ish microbiologist Hans Christian Gram, is the Gram stain:
Organisms that retain crystal violet dye are termed gram-
positive, whereas those that do not are gram-negative. Lis-
teria monocytogenes, a rod-shaped bacterium that infects
macrophages, hepatocytes, and intestinal epithelial cells,
is gram-positive and thus is enveloped by a thick layer
of peptidoglycan, lacks lipopolysaccharide (LPS), and ex-
presses lipoteichoic acid (LTA) on its surface (5). Other
intracellular bacterial pathogens, such as Salmonella enter-
ica, are gram-negative rods and have a cell wall consisting
of a relatively thin layer of peptidoglycan surrounded by
lipopolysaccharide (4). The distinct cell wall composition
of S. enterica and L. monocytogenes has implications for the
inflammatory response induced within the mammalian
host. A third group of intracellular bacterial pathogens,
which includes Mycobacterium tuberculosis, contains yet
a different outer surface that consists of a complex array
of glycolipids that include mycolic acids and lipoarabino-
mannans (6). These components induce inflammatory re-
sponses that are distinct from those elicited by peptidogly-
can, LPS, and LTA. It is interesting that apparently minor
modifications in surface molecules of microbial pathogens
can affect the inflammatory responses induced in the in-
fected host. For example, lipid chains of mycolic acids are
modified by specific cyclopropane synthetases, which are
encoded by a family of M. tuberculosis genes. Each cy-
clopropane synthetase generates a specific cyclopropane
ring that structurally modifies the mycolic acid side
chain, thereby altering the virulence and pathogenicity of
M. tuberculosis (7,8). Thus, M. tuberculosis has evolved a
mechanism to subtly modify the surface lipids that inter-
face with the mammalian host (9,10). These modifications
modify the host’s innate inflammatory response and thus
alter in vivo mycobacterial growth and survival.

Effect of Bacterial Growth Rate

In addition to the molecular composition of intracellular
bacterial pathogens, other microbial characteristics also
influence immune responses. The rate of bacterial repli-
cation is a factor that has significant consequences for in-
nate and adaptive immune responses. Some intracellular
bacteria, such as Salmonella enterica or Listeria monocy-
togenes, can divide every 30 to 40 minutes in the mam-
malian host. In this setting, the tempo of the disease can
be very rapid and the amount of antigen can be quite large.
In contrast, Mycobacterium tuberculosis, even under opti-
mal growth conditions, divides only once every 24 hours.
In this setting, particularly when the inoculum of a slow-
growing pathogen is small, the threshold for activating the
adaptive immune response may not be met for many weeks
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following infection. Thus, the in vivo kinetics of micro-
bial growth, the production of ligands for innate immune
receptors, and the generation of antigens that can be de-
tected by T lymphocytes are quite variable following infec-
tion with different intracellular bacterial pathogens. Rapid
bacterial growth, with resultant production of microbial
products that trigger innate immune receptors and the
production of large amounts of antigen, can increase the
tempo and magnitude of innate inflammatory and adap-
tive immune responses. On the other hand, slow in vivo
bacterial growth with attenuated innate inflammatory re-
sponses and potentially subthreshold levels of antigen may
result in suboptimal immune responses that are incapable
of clearing the pathogen.

Targeting Different Host Cells

Although a range of mammalian cells can be infected by
intracellular bacterial pathogens, most intracellular bacte-
ria are only capable of infecting and replicating within a
limited subset of cell types. For example, Mycobacterium
tuberculosis and Salmonella enterica survive and replicate
predominantly within macrophages (11,12), whereas Lis-
teria monocytogenes infects macrophages and hepatocytes
(13,14). The type of cell that bacteria infect has implica-
tions for the immune response. Epithelial cells, for exam-
ple, are not efficient at presenting antigens via the MHC
class II pathway and have a limited capacity to kill intra-
cellular bacteria. Macrophages, on the other hand, are ef-
ficient antigen-presenting cells and, upon activation, are
highly effective at bacterial killing. Natural infections with
Salmonella enterica and Listeria monocytogenes are ac-
quired by oral ingestion, and thus, both of these pathogens
encounter, invade, and traverse intestinal epithelial cells
before gaining access to macrophages.

Traversing Epithelial Barriers

Intestinal epithelial cells form a defensive barrier against
microbes, and pathogens that are acquired by the intesti-
nal route infect intestinal epithelial cells in order to estab-
lish systemic infections in the mammalian host. In the case
of Listeria monocytogenes, E-cadherin is postulated to be a
receptor for the bacterial surface protein internalin-A and
mediates bacterial entry into the intestinal epithelial cell
(15). Salmonella enterica, on the other hand, traverses the
intestinal epithelial barrier by entering M cells, which over-
lay Peyer patches in the gut (16). Salmonella enterica can
also traverse the intestinal epithelial barrier by invading
CD18-expressing phagocytes (17).

Bacterial entry into epithelial cells is a complex process
because, unlike macrophages, epithelial cells are not
phagocytic. Thus, in order to enter intestinal epithelial
cells, intracellular bacterial pathogens have evolved
complex pathogenesis strategies to induce their uptake

(4). Salmonella enterica, for example, upon contacting the
surface of intestinal epithelial cells, induces membrane
ruffling at the site of contact that results from actin
polymerization and other cytoskeletal changes (18).
This process, which is essential for S. enterica virulence
following oral ingestion, involves a multicomponent
virulence complex referred to as the type III secretion
system (TTSS) (19). TTSSs enable gram-negative bacteria
to secrete proteins across their membranes and cell wall
and into the cytosol of adjacent mammalian cells. This
remarkable feat is accomplished by the highly organized
assembly of a bacterially encoded multicomponent needle
complex, which, by spanning all bacterial and eukaryotic
membrane and cell wall barriers, provides a narrow
channel that connects the bacterial cytosol with the cy-
tosol of the mammalian cell. The S. enterica chromosome
contains two “pathogenicity islands” that encode two
distinct TTSSs on its chromosome, SPI-1 and SPI-2,
which each contain roughly 20 genes that confer bacterial
virulence (4). Inactivation of SPI-1 results in bacteria that
are unable to infect intestinal epithelial cells, rendering
the pathogen incapable of causing infection following oral
ingestion (19). SPI-1 encodes the structural components
of the needle complex and also effector proteins that are
injected into the epithelial cell. Three S. enterica proteins,
SopE, SopE2, and SopB, interact with CDC42 and Rac1 of
the epithelial cell to induce actin polymerization that ulti-
mately leads to the internalization of the bacterium (20).
Other proteins, such as SptP, are secreted by the TTSS into
the epithelial cell cytosol in order to revert the cytoskeletal
changes induced by invasion (21). Expression of virulence
factors is highly regulated, and different factors are
secreted at distinct times and in different locations during
cellular infection. For example, the SPI-2-encoded TTSS is
not expressed by S. enterica until the bacteria have entered
a host cell (22,23). Proteins secreted by the SPI-2–encoded
complex appear to be essential for the modification
of the macrophage phagosome, specifically, evasion of
phagocyte NADPH oxidase–mediated killing (24).

Effect of Subcellular Localization

Different intracellular bacterial pathogens inhabit distinct
compartments within mammalian host cells (Table 37.1).
Most intracellular bacteria remain within vacuoles and
thus are separated from the cytosol by a host cell–derived
membrane. Salmonella typhimurium, Mycobacterium
tuberculosis, and Legionella pneumophila, the cause of Le-
gionaire’s disease, reside and replicate within macrophage
vacuoles or phagosomes. The nature of the vacuole varies
with the pathogen, with some intracellular bacteria, such
as Legionella pneumophila, residing within vacuoles that
resemble the endoplasmic reticulum (25,26) while others,
such as Mycobacterium tuberculosis, reside within vac-
uoles with endosomal characteristics (27). M. tuberculosis
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◗ TABLE 37.1 Intracellular Bacteria

Bacterial Species Cell Type Infected Subcellular Localization

Anaplasma phagocytophilum Neutrophil Vacuole
Brucella abortus Macrophage Vacuole
Bartonella bacilliformis Erythrocyte/endothelial cell Vacuole
Burkholderia pseudomallei Macrophage Vacuole
Calymmatobacterium granulomatosis Monocyte Vacuole
Chlamydia trachomatis Mucosal epithelial cell Vacuole
Chlamydia psittaci Macrophage Vacuole
Coxiella burnettii Macrophage Vacuole
Ehrlichia canis Neutrophil/monocyte Vacuole
Franciscella tularensis Macrophage Vacuole
Legionella pneumophila Macrophage Vacuole
Listeria monocytogenes Macrophages/hepatocyte Cytoplasm
Mycobacterium tuberculosis Macrophage Vacuole
Mycobacterium leprae Macrophage/Schwann cell Vacuole
Rickettsia rickettsii Endothelial cell Cytoplasm/nucleus
Rickettsia prowazekii Endothelial cell Cytoplasm
Salmonella enterica Intestinal epithelial cell/macrophage Vacuole
Shigella flexneri Epithelial cell Cytoplasm

impairs vacuolar acidification and the acquisition of
lysosomal hydrolases and thus, to prevent destruction,
arrests endosomal maturation (28). The MHC class II
antigen–processing pathway intersects with endosomal
compartments to present antigens to CD4 T cells and some
pathogens, such as Mycobacterium tuberculosis, segregate
their vacuoles from the MHC class II molecules (29).

In contrast to bacteria that remain within phagosomes,
some intracellular bacterial pathogens escape vacuoles
and enter the cytosol of infected cells. Listeria monocyto-
genes accomplishes this feat by secreting a membranolytic
protein, listeriolysin, which ruptures the phagocytic mem-
brane and enables bacterial entry into the cytosol (30).
L. monocytogenes replicates rapidly in the host cell cytosol
and moves by polymerizing actin on one pole, a process
that pushes bacteria throughout the infected host cell and
also into neighboring cells (31). Upon invading the neigh-
boring cell, L. monocytogenes again produces listeriolysin,
which lyses the phagosome, thus allowing bacteria to en-
ter the next cell without an intervening extracellular phase.
Vacuolar escape is essential for the virulence of L. mono-
cytogenes, and deletion of listeriolysin O renders bacteria
completely avirulent (32).

Several other intracellular bacterial pathogens also es-
cape the vacuole, such as Shigella flexneri and Rickettsia
rickettsiae. In the case of Shigella flexneri infections, al-
though bacteria escape the vacuole and enter the host-cell
cytoplasm in cell culture (33), it is unclear whether this
process is a component of in vivo virulence. Entry into the
host-cell cytoplasm and nucleus is also a feature of infec-
tions with Rickettsia rickettsii, a tick borne pathogen that
infects endothelial cells and vascular smooth muscle cells
and causes Rocky Mountain spotted fever (34).

As might be expected, cytosolic localization has impor-
tant implications for both the innate and adaptive immune
response to intracellular bacterial pathogens. For one,
antigens secreted by cytosolic bacteria have direct access
to the MHC class I antigen–processing pathway and thus
prime CD8 T-cell populations that often play a substantial
role in bacterial clearance and long-term protective immu-
nity. On another level, innate immune receptors that asso-
ciate with microbial molecules are present in the cytosol
and result in the activation of inflammatory processes (35).

ROUTE OF ACQUISITION: IMPLICATIONS
FOR SYSTEMIC AND MUCOSAL IMMUNITY

Intracellular bacterial pathogens can be acquired by
inhalation, oral ingestion, or through the epidermis.
Some bacterial pathogens, such as Mycobacterium tuber-
culosis and Legionella pneumophila, are acquired by the
respiratory route and thus their initial interactions are
with phagocytic cells of the lungs, most likely alveolar
macrophages and dendritic cells. Other intracellular
bacterial pathogens, such as Salmonella typhimurium and
Listeria monocytogenes, enter the mammalian host via the
intestinal tract and thus their initial encounters are with
intestinal epithelial cells and M cells of the gut and also
CX3CR1-expressing dendritic cells that extend dendrites
into the gut lumen (36,37). Other intracellular bacterial
pathogens, such as the Rickettsia rickettsii or Anaplasma
phagocytophilum, are transmitted to the mammalian host
by bites of the lone star tick or the deer tick, respectively
(34,38). In these circumstances, the pathogens bypass
the mammalian epidermis and enter the bloodstream,
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presumably after interacting with phagocytic cells in sub-
cutaneous tissues. The lung, gut, and skin have associated
lymphoid tissues that are distinct in terms of cellular com-
position, chemokine and integrin expression, and cytokine
production. In the lung, macrophages and dendritic cells
deliver microbes, such as the respiratory intracellular
bacterial pathogens M. tuberculosis and Legionella pneu-
mophila, to draining lymph nodes in the peribronchial
and mediastinal region. During inflammation, lymphoid
tissues can develop in the lungs and serve as auxiliary sites
for T-cell priming (39). Gut-associated lymphoid tissues,
which initiate immune responses against enteric intracel-
lular pathogens such as Salmonella enterica and Listeria
monocytogenes, are also complex. Peyer patches, which
occur in the small intestine, consist of B cells and dendritic
cells and lie beneath a layer of M cells, which transport
antigens, including bacteria, from the intestinal lumen to
the underlying lymphoid tissues. The intestinal epithelium
also contains a variety of T cells, referred to as intraepithe-
lial lymphocytes (IELs), which express either the αβ or γ δ

T-cell receptor (40). The lamina propria of the gut contains
a large number of T cells that are predominantly of the
memory phenotype (41,42). Although these immune cells
very likely play a key role in immunity to intestinal in-
tracellular bacterial pathogens, very little is known about
their precise contributions to antimicrobial defense.

INNATE IMMUNE RESPONSES TO
INTRACELLULAR BACTERIA

Mammalian cells express a range of innate immune re-
ceptors that bind to different microbial molecules and
transmit signals that activate antimicrobial defense mech-
anisms (43). Innate immune receptors are present on the
cell surface, within the vacuolar compartments of mam-
malian cells, and also in the cytoplasm. These receptors
contain sequences that associate with microbial molecules
and either contain domains that directly signal or that as-
sociate with adaptor molecules that initiate a signaling
cascade that culminates in the expression of genes that
provide antimicrobial defense. The following sections out-
line the recently defined innate immune signaling path-
ways that are involved in the recognition of intracellular
bacterial pathogens. Many of these pathways are also in-
volved in defense against extracellular bacterial pathogens
and pathogenic viruses, fungi, and protozoa.

Toll-like Receptors (TLRs) in Defense
against Intracellular Bacteria

The most completely characterized interactions between
microbial molecules and innate immune receptors involve
the members of the Toll-like receptor (TLR) family (44).
Mammalian genomes contain up to 12 distinct TLR genes
that encode transmembrane proteins that bind distinct

microbial molecules, such as LPS (TLR-4), CpG (TLR-9),
LTA (TLR-2), and flagellin (TLR-5 and TLR-11). MyD88
is an intracellular adaptor protein that mediates many,
but not all, TLR signals, and mice that lack MyD88 are
highly susceptible to infection with Listeria monocytogenes
and Mycobacterium tuberculosis (45–47). MyD88-deficient
macrophages are less effective at killing Salmonella en-
terica because of decreased phagocyte oxidase activation
(48). Although the absence of MyD88 markedly increases
susceptibility to a number of bacterial infections, the ab-
sence of individual TLR genes often does not noticeably
affect susceptibility to infections, most likely reflecting the
redundancy of these innate immune receptors. Thus, al-
though TLR-2 recognizes and signals in response to com-
ponents of L. monocytogenes, mice that lack this receptor
have normal resistance to infection (46). Remarkably, al-
though TLR-5 is expressed on lamina propria dendritic
cells and responds to flagellin derived from Salmonella en-
terica, TLR-5–deficient mice are more resistant to infec-
tion with S. enterica, presumably because of diminished
transport of bacteria from the lamina propria to mesen-
teric lymph nodes (49).

In contrast to the proposed detrimental effect of TLR-5
on murine Salmonella infections, in humans TLR-5 ap-
pears to play a protective role in defense against Legionella
pneumophila infection. Genetic analysis of humans that
became infected at a tulip festival in the Netherlands re-
vealed a greater incidence of a TLR-5 mutation that re-
sults in a nonfunctional receptor in infected patients than
in uninfected controls (50). Because TLR-5 is stimulated
by bacterial flagellins, this result suggests that detection
of L. pneumophila flagellin contributes to defense against
infection.

Expression of TLRs is regulated and cell type-specific
and thus, different cell types express different combina-
tions of TLRs. TLRs are also targeted to different cellular
compartments, with some TLRs residing on the plasma
membrane (TLR-2 and TLR-4) and others residing within
membrane-bound compartments of the cell (TLR-3, -7,
and -9) (51). Thus, in the setting of intracellular bacterial
infection, TLR signaling differs depending on the compart-
ment occupied by the microbial pathogen and the TLR li-
gands that are available for association with their respective
receptor. Parallel innate immune signaling pathways me-
diated by the ITAM-containing DAP12 adaptor molecule
appear to inhibit TLR signaling, and mice that lack DAP12
are more resistant to L. monocytogenes infection (52).

Nod Signaling in Defense against
Intracellular Bacterial Infection

Innate immune recognition of microbial molecules also
occurs in the cytosol of mammalian cells. The most
completely characterized cytoplasmic innate immune re-
ceptors are the Nod proteins, Nod1 and Nod2, which
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contain leucine-rich CARD and nucleotide-binding do-
mains (53). These proteins recognize fragments of pep-
tidoglycan in the cytosol and induce NFκB signaling and
innate immune activation via the adaptor molecule RIP2.
Mice that lack RIP2 are more susceptible to Listeria mono-
cytogenes infection (54), and mice that lack Nod2 are de-
fective in clearing L. monocytogenes upon enteric chal-
lenge (55). Thus, the Nod recognition pathway contributes
to defense against infection with this gram-positive intra-
cellular pathogen. Although CpG motifs within bacterial
DNA are detected by TLR-9, bacterial DNA is also detected
in the cytosol by non–Toll-like receptors, and triggers in-
nate immune activation and secretion of type I interferons.
These signaling pathways play a role in defense against
L. monocytogenes and L. pneumophila infections (56).

Inflammasome-mediated Defense against
Intracellular Bacteria

Recognition of microbial molecules in the cytosol of mam-
malian cells is mediated in part by the inflammasome,
a roughly 700-kDa complex of proteins that includes
apoptosis-associated specklike protein (ASC), Ipaf, and
cryopyrin (also known as Nalp-3), which, upon stimula-
tion, result in the activation of caspase-1 and the secre-
tion of IL-1 and IL-18 (57). Inflammasome components are
also involved in bacterially induced apoptosis of infected
macrophages, a process that contributes to pathogene-
sis by some intracellular bacterial pathogens, including
S. enterica. Genetic deletion of individual inflammasome
components in mice has revealed their contribution to de-
fense against a number of intracellular bacterial infec-
tions. Caspase-1–deficient mice, for example, are more
susceptible to infection by L. monocytogenes (58) and
Salmonella enterica (59). Macrophages derived from mice
with a genetic deletion of ASC do not activate caspase-
1 and are resistant to bacterially induced apoptosis (60),
suggesting that macrophage apoptosis may enhance in
vivo bacterial clearance. ASC-deficient macrophages also
produce diminished amounts of IL-1 and IL-18 upon
cytosolic invasion by L. monocytogenes (61). Along sim-
ilar lines, macrophages that lack Ipaf, another compo-
nent of inflammasomes, do not activate caspase-1 in re-
sponse to intracellular infection with Salmonella enterica
(60), and cells that lack Ipaf are resistant to S. enterica–
induced apoptosis. On the other hand, macrophages that
lack cryopyrin, a component of inflammasomes also re-
ferred to as NALP-3, produce IL-1 and IL-18 in response to
S. enterica infection but do not undergo bacterially in-
duced apoptosis (62,63). In contrast to S. enterica infection,
NALP-3–deficient macrophages infected with L. monocyto-
genes do not produce IL-1β or IL-18. These studies indicate
that inflammasomes interact with different intracellular
bacterial pathogens distinctly. Although most studies have
characterized the response of inflammasome-deficient

macrophages to bacterial infection, characterization of the
in vivo response of deficient mice to infection are fewer
but demonstrate that mice that lack caspase-1 are more
susceptible to infection with Salmonella typhimurium,
whereas mice that lack Ipaf, ASC, or NALP-3 are not (59).

In the case of Legionella pneumophila infection of
macrophages, bacterial flagellin plays a particularly im-
portant role in the induction of innate immune responses.
Studies of human populations indicate that TLR-5 plays
a role in defense against L. pneumophila by recognizing
bacterial flagellin (50), but experiments with mouse
macrophages have identified another receptor that detects
L. pneumophila flagellin. Although most commonly
used laboratory mouse strains are innately resistant to
L. pneumophila infection, the A/J mouse strain is highly
susceptible to infection with L. pneumophila. The suscep-
tibility of A/J mice was traced to mutations within a gene
encoding Naip-5 or Birc1e (64,65). Naip-5 is structurally
similar to Nod proteins, containing a nucleotide-binding
domain and a leucine-rich region. Naip-5 activation
in L. pneumophila–infected macrophages results in
caspase-1–mediated apoptosis and IL-1β production.
L. pneumophila that lack the Dot/Icm type IV secretion
system do not activate macrophage apoptosis, are less
virulent, and do not activate Naip-5. Caspase-1–deficient
mice are similar to mice with deficient Naip-5, indicating
that caspase-1 is the mediator of the Naip-5 effect. Naip-5
also interacts with inflammasome components. For ex-
ample, Ipaf-deficient macrophages, similar to caspase-1–
or Naip-5–deficient cells, do not restrict L. pneumophila
growth (66). In contrast, ASC-deficient macrophages do
not produce IL-1β but effectively restrict L. pneumophila
growth (67). Thus, IL-1β production, in response to
Naip-5/caspase-1 activation, does not play a role in re-
stricting L. pneumophila growth, but other caspase-1– and
Ipaf-dependent processes restrict of bacterial growth (67).

Mutants of L. pneumophila that lack flagellin do not
induce caspase-1 activation, do not induce macrophage
apoptosis, and escape macrophage-mediated innate im-
mune defense (68). Thus, innate immune defenses medi-
ated by Naip-5 (also called Birc1e) respond to bacterial
flagellin in a process that is independent of TLR-5 and
MyD88. Flagellar assembly or motility are not required
for innate immune activation, and introduction of puri-
fied fagellin into the cytosol induces caspase-1 activation
and macrophage apoptosis (69).

NEUTROPHILS AND DEFENSE AGAINST
INTRACELLULAR BACTERIA

From the perspective of a bacterial pathogen, one of the
major benefits of intercellular survival is avoiding contact
with neutrophils. Nevertheless, neutrophils can play an
important role in defense against intracellular pathogens.
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In the case of S. enterica infections, neutrophils play a
particularly important role in the gut and a less impor-
tant role in systemic sites of infection (70). In the mouse
model of L. monocytogenes infection, antibody-mediated
depletion of neutrophils greatly exacerbates infection, im-
plicating neutrophils in the in vivo clearance of bacteria
(71). How neutrophils detect and kill bacteria that are
within hepatocytes, for example, remains unclear (72). It
is likely, however, that neutrophils are recruited to sites
of bacterial infection by the localized induction of the
CXC-chemokines Mip-2 and KC (in humans, IL-8). Re-
lease of formyl-methionine–containing peptide, which can
bind to formyl-peptide receptors on neutrophils and in-
duce chemotaxis and degranulation, may also contribute
to neutrophil recruitment and clearance of intracellular
bacteria. Although neutrophils are highly bacteriocidal,
one pathogen, Anaplasma phagocytophylum, infects and
survives within granulocytes by preventing fusion with
cytochrome b558–containing vesicles and by diminishing
transcription of gp91phox (38).

MONOCYTE-MEDIATED DEFENSE AGAINST
INTRACELLULAR BACTERIA

Mammalian monocytes can differentiate into tissue
macrophages and dendritic cells and mediate immune de-
fense against a broad range of pathogens, including in-
tracellular bacteria. Monocytes derive from progenitors in
the bone marrow and enter the bloodstream and then pe-
ripheral tissues. In the setting of L. monocytogenes infec-
tion, monocytes enter infected tissues such as the liver in a
CD11b-mediated fashion, and blocking CD11b with a spe-
cific antibody results in uncontrolled bacterial growth in
infected organs and death (14). CCR2 is a chemokine re-
ceptor that is expressed on a subset of monocytes that con-
tributes to inflammatory responses, and mice with genetic
deletions of CCR2 have increased susceptibility to infec-
tion with several intracellular bacterial pathogens (73). For
example, CCR2-deficient mice succumb to infection with
small doses of L. monocytogenes because monocytes are
not recruited to bacterially infected tissues (73,74). MCP-1,
a CC-chemokine that is a ligand for CCR2, is induced by L.
monocytogenes infection and promotes the recruitment of
monocytes (75). The first step in monocyte recruitment is
emigration from the bone marrow into the bloodstream,
and this step is mediated by MCP-1 and requires CCR-2–
mediated signals (76). Thus, in mice that lack either
CCR2 or MCP-1, inflammatory monocytes are retained in
the bone marrow upon infection with L. monocytogenes.
CCR2-mediated recruitment of monocytes is also required
for effective control of pulmonary infection with Mycobac-
terium tuberculosis (77).

TNF and iNOS are essential for the efficient clearance of
L. monocytogenes from infected mice (78,79), and mono-

cytes are the major source of these proteins in infected
tissues. Thus, in spleens of CCR2-deficient mice infected
with L. monocytogenes, TNF and iNOS levels are markedly
reduced (74). Although recruitment of monocytes does not
require TLR-mediated signals, induction of TNF at the
sites of infection is TLR-driven (75).

CYTOKINES MEDIATING DEFENSE
AGAINST INTRACELLULAR BACTERIAL
INFECTION

IFN-γ plays a central role in defense against intracellular
bacterial pathogens (80). Genetic analysis of humans with
an increased incidence of mycobacterial and Salmonella
infections uncovered mutations in the IFN-γ receptor
(IFNGR1) that in some cases abolished and in other cases
diminished transduction of IFN-γ –mediated signals (81–
83). Additional individuals with increased susceptibility to
mycobacterial and Salmonella infections were identified
with mutations in the genes that encode IL-12 p40, a sub-
unit shared by IL-12 and IL-23 (84). These individuals, as
well as individuals with mutations in the IL-12-receptor,
produced less IFN-γ in response to stimulation with my-
cobacterial extracts. Mutations in the gene that encodes
STAT-1, which in the homodimeric form mediates IFN-γ
signaling, also predispose individuals to mycobacterial
and Salmonella infections, again demonstrating the impor-
tance of IFN-γ in defense against these pathogens (85). An
X-linked form of increased susceptibility to mycobacterial
infections has been attributed to mutations in the gene that
encodes NF-κB essential modulator (NEMO) (86). In these
individuals, monocytes produce less IL-12 in response to
stimulation with activated T cells, a result of decreased
responsiveness to CD40 triggering (86).

Studies performed in mice with genetic deletions of
IFN-γ also demonstrate the important role of this cytokine
in defense against infections with intracellular bacteria.
IFN-γ –deficient mice are highly susceptible to infection
with Mycobacterium tuberculosis (87,88), Listeria mono-
cytogenes (89), and also attenuated strains of Salmonella
typhimurium (90). In the murine model of M. tuberculo-
sis infection, IFN-γ promotes the expression of inducible
nitric oxide synthase, an enzyme that produces NO, an es-
sential participant in in vivo mycobacterial killing (91). As
in humans, murine deficiency of IL-12 p40 is also associ-
ated with increased susceptibility to M. tuberculosis infec-
tion. Comparison of mice that lack p40 (common to IL-12
and IL-23), p30 (IL-12), and p19 (IL-23) revealed that IL-12
is essential for optimal IFN-γ –mediated immune defense
against M. tuberculosis, whereas an effect of IL-23 on an-
timycobacterial defense was detectable only if IL-12 was
concurrently absent (92). IL-12 probably makes its most
important contribution to antimicrobial immune defense
by enhancing the induction of Th1 CD4 T-cell–mediated
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immunity, but IL-12–mediated signals also enhance the
migration of pulmonary dendritic cells from the lung to
draining lymph nodes following intrapulmonary challenge
with M. tuberculosis (93).

Tumor necrosis factor (TNF) is a pleuripotent cytokine
that contributes to monocyte and granulocyte activation,
enhances inflammatory cell migration, induces the pro-
duction of other inflammatory cytokines, and increases
the permeability of endothelial cells. Monoclonal antibod-
ies or soluble receptors that block TNF receptor–mediated
signaling are used clinically to ameliorate autoimmune in-
flammatory diseases such as rheumatoid arthritis and are
very effective. Blocking TNF signaling, however, also in-
creases susceptibility to a range of infectious pathogens,
most prominently intracellular bacterial pathogens such
as M. tuberculosis (94) and L. monocytogenes (95). The in-
creased incidence of infections caused by these pathogens
was not entirely surprising, because studies in mice, us-
ing either TNF- or TNF receptor–deficient mice, demon-
strated their marked susceptibility to infection with these
pathogens (79,96). TNF is synthesized as a membrane-
bound protein that is cleaved from the cell surface by a
metalloprotease, TNF-α–converting enzyme (TACE). Mice
that lack this enzyme or that lack the metalloprotease
cleavage site produce only membrane-bound TNF but are
resistant to low-dose L. monocytogenes infection, suggest-
ing that soluble TNF is not required for T-cell–mediated an-
timicrobial defense (97). Instead, it is likely that the TNF-
mediated signals that are essential for microbial clearance
are mediated by direct cell–cell contact. The nature of this
interaction and the cellular participants remain incom-
pletely defined.

In contrast to TNF and IFN-γ , type I interferons (IFN-α
and IFN-β) are principally involved in defense against viral
infections. Infection with some bacterial pathogens, how-
ever, also induces type I interferon production. L. mono-
cytogenes infection of macrophages induces IFN-β, for ex-
ample, in a process that requires bacterial invasion of the
cytosol (98). However, in contrast to TNF and IFN-γ , type
I interferons play a detrimental role in defense against
L. monocytogenes infection. Mice that lack the receptor
for type I interferons are more resistant to L. monocyto-
genes, with decreased numbers of bacteria in the spleen
and liver after intravenous inoculation of bacteria (99–
101). Some studies indicate that the recruitment and sur-
vival of monocytes is enhanced in the absence of type I
interferon signaling, but another, potentially more impor-
tant, mechanism may involve the effect of type I interferon
on T-cell survival. L. monocytogenes infection, specifically
LLO production by virulent bacteria, induces T-cell apop-
tosis, but this process is markedly attenuated in mice that
lack the type I interferon receptor (102). The immunosup-
pressive effect of bacterially induced, type I interferon–
mediated T-cell apoptosis is most clearly demonstrated by
the finding that Rag−/− mice, which lack T cells, are re-

markably resistant to L. monocytogenes at early time points
following infection. Reconstitution of Rag−/− mice with
wild-type T cells, but not with T cells lacking the type I
interferon receptor, renders them more susceptible to
L. monocytogenes infection (102). The immunosuppres-
sion induced by T-cell apoptosis in this setting is partially
the result of IL-10 production by phagocytic cells internal-
izing apoptotic cells.

T-CELL RESPONSES TO
INTRACELLULAR BACTERIA

In contrast to extracellular bacterial pathogens, which
are eliminated by antibody-, complement-, and phagocyte-
mediated mechanisms, clearance of intracellular bacterial
pathogens is generally dependent on the activation and
expansion of pathogen-specific T lymphocytes. The T-cell
subsets that are involved and the mechanisms of micro-
bial clearance differ for different bacterial pathogens, to
a large extent reflecting the subcellular localization of the
bacterium within the host cell. To activate CD4 and CD8
T cells, bacterial antigens must intersect the MHC class
II and MHC class I antigen-processing pathways, respec-
tively. Dendritic cells, although not a major reservoir of
infection with intracellular bacterial pathogens, play a pre-
dominant role in priming naı̈ve T cells. In some cases,
dendritic cells are infected with bacteria directly, in oth-
ers dendritic cells acquire apoptotic fragments of infected
cells and cross-present antigens to naı̈ve T cells (103).

Interactions of Intracellular Bacteria with
Dendritic Cells

A subset of intracellular bacterial pathogens causes disease
by traversing the intestinal epithelium and disseminating
throughout the body. Salmonella enterica is one such or-
ganism, and its interaction with the intestinal epithelium
has been well characterized. S. enterica contains several
virulence regions in its genome that enable invasion and
intracellular survival. The SP1 locus, which encodes the
components of the type III secretion system, enables
S. typhimurium to invade the intestinal epithelium via
M cells in follicle-associated epithelial areas and to enter
Peyer patches. Dendritic cells in Peyer patches respond
to bacterial infection in a CCR6-dependent manner and
rapidly prime CD4 T cells specific for S. typhimurium
(104). Invasion via M cells, however, appears to be only
one of several ways that S. typhimurium can dive below the
intestinal epithelial surface. SP1-deficient S. typhimurium
can disseminate from the gut without traversing M cells
and are taken up by CD18-expressing cells (17), which
carry them to the spleen. Remarkably, dendritic cells in
the lamina propria of the gut extend dendrites into the gut
lumen by disrupting tight junctions between intestinal
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epithelial cells and, in this process, capture luminal bac-
teria and transport them to mesenteric lymph nodes (36).
Indeed, the lamina propria has an extensive network of
dendritic cells that depends on the expression of CX3CR1
to enable dendrite extension into the gut lumen (37).

Intracellular bacteria also interact with dendritic cells
following systemic infection, an interaction that is essen-
tial for effective priming of T lymphocytes. Experiments
using a mouse strain in which dendritic cells can be selec-
tively deleted by administration of a toxin demonstrated
that CD8 T-cell priming following L. monocytogenes in-
fection is entirely dependent on the presence of dendritic
cells (105). Dendritic cells in spleen are directly infected by
L. monocytogenes following intravenous inoculation, and
toxin-mediated depletion of dendritic cells diminishes the
number of bacteria that localize to the spleen (106).

CD4 T-Cell Responses to
Intracellular Bacteria

T lymphocytes play a key role in the immune response to
intracellular bacterial pathogens. In the case of bacteria
residing in phagosomes, MHC class II–restricted CD4
T cells play a particularly important role in immune de-
fense. Mice that lack MHC class II molecules, and conse-
quently that also lack CD4 T cells, have markedly enhanced
susceptibility to infection with Mycobacterium tuberculo-
sis and Salmonella enterica (107,108). Along similar lines,
patients infected with the human immunodeficiency virus
(HIV) who have low CD4 counts are also more susceptible
to infection with M. tuberculosis, M. avium complex, and
several species of Salmonella (109). It is believed that
IFN-γ production by pathogen-specific CD4 T cells is
essential for activation of macrophages that harbor intra-
cellular bacteria. IFN-γ induces the expression of iNOS
by macrophages and thus contributes to bacterial killing.

In the setting of M. tuberculosis infection, clinical find-
ings in patients and experimental results using murine
models indicate that CD4 T cells, though essential for
preventing progressive disease, fail to mediate complete
bacterial clearance (110). Immunocompetent individuals
can harbor viable M. tuberculosis for decades after ini-
tial exposure, and despite detectable CD4 T-cell responses,
the pathogen persists, presumably in a latent state within
macrophages. In mouse models of M. tuberculosis infec-
tion, vaccines that prime M. tuberculosis–specific CD4
T cells enhance resistance to challenge infection, dimin-
ishing in vivo mycobacterial growth in the immunized
host by a factor of 10 to 100. No vaccine, however, has
been able to prevent infection upon challenge with live,
virulent M. tuberculosis (111). Along similar lines, immu-
nization with Mycobacterium bovis BCG, a TB-preventive
vaccine that has been administered extensively outside the
United States, also provides only partial protection against
infection (111).

The kinetics and differentiation of M. tuberculosis–
specific CD4 T cells has been investigated in the mouse
model. In mice, ESAT-6 is an immunodominant M. tuber-
culosis antigen detected by CD4 T cells, and the magnitude
of the immune response to this antigen can be measured
by intracellular staining of IFN-γ . Kinetic analysis of the
CD4 T-cell response demonstrated that, in contrast to vi-
ral infections, such as influenza virus infection of the lung
where CD4 T-cell responses are maximal 6 to 8 days fol-
lowing viral inoculation, CD4 T-cell responses to inhaled
M. tuberculosis are delayed and do not peak until 21 to
28 days after exposure (112). This expansion of IFN-γ –
producing CD4 T cells coincides with the inhibition of fur-
ther increases in the number of viable bacteria in the lungs
of infected mice.

CD4 T cell responses to Salmonella enterica have been
investigated using T-cell receptor transgenic mice specific
for an epitope derived from the bacterial flagellin. Fol-
lowing intestinal infection, flagellin-specific T cells are
primed within 3 hours and undergo extensive prolifera-
tion in Peyer patches and mesenteric lymph nodes (113). In
this system, the inoculum of S. enterica must be quite high
to obtain T-cell priming, and at lower inocula, flagellin-
specific CD4 T cells do not undergo proliferation (114).
T-bet expression is required for Th1 differentiation of
S. enterica–specific CD4 T cells (115).

Listeria monocytogenes infection of mice also induces
CD4 T-cell responses, with peak responses occurring about
1 week after bacterial inoculation (116). The tissue distri-
bution of pathogen-specific CD4 T cells differs, depending
on the route of initial infection, with greater numbers
of memory CD4 T cells in liver and intestinal epithelium
following oral infection (116). CD4 T cells primed by
L. monocytogenes infection produce IFN-γ and can me-
diate protective immunity. In contrast to CD8 T cells (see
below), L. monocytogenes–specific CD4 T cells must pro-
duce IFN-γ in order to mediate protective immunity and
thus, it is believed that CD4 T cells activate and enhance
the bacteriocidal capacity of macrophages harboring
intracellular bacteria (117). In contrast to Salmonella
infections, T-bet is not required for IFN-γ production
following L. monocytogenes infection (118). In addition to
mediating bacterial clearance, L. monocytogenes–specific
CD4 T cells have also been implicated in the generation
of long-term CD8 T-cell memory against this pathogen
(119,120). This role for CD4 T cells will be discussed in
greater detail in the following section.

T-Regulatory Cells in Defense against
Intracellular Bacteria

T-regulatory cells prevent the development of autoimmu-
nity and also temper adaptive T-cell responses to microbial
pathogens. Depletion of T-regulatory cells therefore en-
hances T-cell responses to L. monocytogenes (121) and also
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increases the immunigencity of killed bacterial pathogens
(122), which usually do not induce substantial CD8 T-cell
populations (123). In protozoal infections, such as that
caused by Leishmania, T-regulatory cells prevent the com-
plete clearance of the pathogen from the site of infection
and thereby enhance the maintenance of long-term CD4
T–cell–mediated memory (124). It is likely that T-regula-
tory cells also influence the clearance and persistence of
intracellular bacterial pathogens.

MHC Class I–Restricted T-Cell Responses

The MHC class I antigen-processing pathway and CD8 T
lymphocytes are primarily involved in the recognition and
eradication of viral infections. Viral antigens are synthe-
sized in the host cytosol and thus have direct access to
the MHC class I antigen-processing pathway. Many intra-
cellular bacteria, however, also introduce protein antigens
into the host-cell cytosol, either by invading the cytosol di-
rectly or by injecting proteins across plasma or vacuolar
membranes into the cytosol.

Listeria monocytogenes has been used extensively to
characterize CD8 T-cell responses to bacterial infection
(35). Early studies of T-cell responses to this pathogen
revealed that CD8 T cells are primed and that adoptive
transfer of L. monocytogenes–specific CD8 T cells into
naı̈ve mice conferred protective immunity (125). As
noted previously, L. monocytogenes escape killing in the
macrophage vacuole by secreting listeriolysin O, a pore-
forming toxin that perforates the vacuolar membrane
and enables bacterial access to the cytosol (32). In the
cytosol, L. monocytogenes secretes a number of proteins
that are rapidly degraded by cytosolic proteasomes (126),
in a manner that conforms to the N-end rule of protein
degradation (127), and peptide fragments are transported
into the ER and bound by newly synthesized MHC class
I molecules. Studies in cell cultures demonstrated that
the efficiency of epitope production is quite high, with
one bound epitope requiring the degradation of 10 to 35
whole protein molecules (126,128). As might be expected,
the quantities of different bacterially derived epitopes
varied, with those derived from highly secreted proteins
being more prevalent and those derived from scarce
proteins being less prevalent. Quantitation of CD8 T-cell
responses to these different epitopes, however, revealed
little correlation between the frequency of epitopes and
the magnitude of the CD8 T-cell responses (129,130).
Indeed, the dominant response, which is specific for a
peptide derived from listeriolysin O, recognizes a peptide
that is presented in only small amounts on the cell surface.
Comparison of CD8 T-cell responses to different MHC
class Ia–restricted epitopes demonstrated similar expan-
sion and contraction kinetics, suggesting that the duration
of T-cell proliferation is not determined by the amount of

antigen that is presented (130). Interestingly, inhibiting
bacterial growth by administering antibiotics to infected
mice has little effect on T-cell expansion or contraction
but does limit CD8 memory T-cell development (131,132).
Studies characterizing the duration of in vivo T-cell
priming demonstrated that T-cell priming is restricted to a
relatively narrow period of time during the first 72 hours of
infection, suggesting that a negative feedback mechanism
downregulates T-cell priming at later time points (133).

Adoptive transfer of L. monocytogenes–specific CD8
T cells into naı̈ve mice protects these mice from bacte-
rial challenge (134). How CD8 T cells mediate protection
against L. monocytogenes infection remains incompletely
understood, however. Surprisingly, CD8 T cells that lack
IFN-γ , TNF, or perforin can still mediate protective immu-
nity upon transfer into recipient mice (89,135,136). CD8
T-cell effector functions likely make distinct contributions
to bacterial clearance in different tissues, as indicated by
the finding that CD8 T cells lacking perforin and TNF
can mediate protection in the liver but not the spleen of
L. monocytogenes–infected mice (136).

As noted in the previous section, L. monocytogenes in-
fection also induces CD4 T-cell responses that can mediate
protective immunity (134). In addition to cytokine-
mediated effects of CD4 T cells on bacterial clearance,
CD4 T cells also provide stimuli that enhance the long-term
survival of L. monocytogenes–specific memory CD8 T cells
(119,120). Initial studies of L. monocytogenes infection of
mice lacking CD4 T cells demonstrated normal primary
CD8 T-cell responses, but careful, longer-term follow-up
studies demonstrated that the frequency of memory CD8
T cells gradually diminished in the absence of CD4 T
cells. This gradual loss of CD8 T-cell memory results from
events that occur during the priming of CD8 T cells and
can be attributed, at least in part, to the production of
IL-2 by responding CD4 T cells (137).

Oral infection with L. monocytogenes induces robust
antigen-specific CD8 T-cell responses in the intestinal lam-
ina propria and in the intestinal epithelial layer (41,42).
CD8 T cells in the gut undergo expansion with kinet-
ics that are similar to those in the spleen and liver, but
their frequency remains higher following clearance of
the pathogen. It remains unclear whether intestinal CD8
T cells play a role in protection from subsequent re-
exposure to L. monocytogenes.

In contrast to L. monocytogenes, which enters and se-
cretes proteins into the cytosol, S. enterica remains within
a vacuole. Nevertheless, in order for S. enterica to survive
within the host cell, it injects bacterial proteins into the
cytosol of the infected cells using the type III secretion
system, an essential process for S. enterica virulence. Ex-
perimental studies have demonstrated that recombinant
S. enterica engineered to secrete known antigens into the
cytosol of infected cells via the type III secretion system



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-37 Paul-3627G GRBT293-Paul-v1.cls April 8, 2008 0:16

Immune Responses to Intracellular Bacteria 1175

can prime antigen-specific CD8 T-cell responses (138), al-
beit with delayed kinetics compared to responses induced
by either viral or L. monocytogenes infection (139). Re-
combinant S. enterica expressing viral antigens are being
investigated as potential vaccine candidates (140,141).

CD8 T cells are also postulated to contribute to defense
against M. tuberculosis infection. Initial studies demon-
strated that mice lacking β2-microglobulin are more sus-
ceptible to M. tuberculosis infection, suggesting that CD8
T cells promote mycobacterial clearance (142). Analysis
of T cells in lungs of mice cured of M. tuberculosis and
then reinfected demonstrated the activation and expan-
sion of memory CD8 T cells (143). Other studies, however,
using mice lacking CD8α or mice depleted of CD8 T cells by
antibody administration, suggest that expression of MHC
class I molecules may contribute more to mycobacterial
clearance than CD8 T cells, leading to the hypothesis that
other MHC class I–binding receptors, such as the NK re-
ceptors, may contribute to the control of mycobacterial
infections (144). Thus, the precise contribution of MHC
class I molecules and CD8 T cells in defense against M.
tuberculosis infection remains incompletely defined.

MHC Class Ib–Restricted T-Cell Responses

Conventional MHC molecules, also referred to as MHC
class Ia molecules, are highly polymorphic and are respon-
sible for allogeneic graft rejection and graft-versus-host
disease. In addition to MHC class Ia molecules, the ma-
jor histocompatibility complex of mice and humans en-
codes additional MHC class I molecules that are far less
polymorphic. These molecules, referred to as MHC class
Ib molecules, are structurally very similar to MHC class Ia
molecules in terms of containing peptide-binding grooves
and associating with β2-microglobulin. Two MHC class Ib
molecules, murine H2-M3 and human HLA-E, have been
implicated in defense against intracellular bacterial infec-
tions.

H2-M3 is an MHC class Ib molecule that binds endoge-
nous peptide of mitochondrial origin, specifically select-
ing peptides that contain the N-formylated amino termi-
nus of mitochondrially encoded proteins (145). Structural
analysis of the H2-M3 protein revealed that H2-M3 con-
tains a peptide-binding groove with a binding pocket spe-
cific for N-formyl-methionine (146). Because bacterial and
mitochondrial ribosomes initiate protein synthesis with
N-formyl methionine, while eukaryotic ribosomes do not,
H2-M3 was suspected to play a role in defense against
bacterial infection (147). Characterization of the CD8
T cell response to L. monocytogenes infection revealed that
a substantial fraction of responding T cells were restricted
by H2-M3 and specific for bacterially secreted N-formyl
methionine containing peptides (148,149). Mice with ge-
netic deletion of H2-M3 are more susceptible to L. mono-

cytogenes infection, clearly establishing the role of H2-M3–
restricted CD8 T cells in antimicrobial defense (150).
N-formyl methionine–containing peptides from M. tuber-
culosis (151) and S. enterica (152) are also presented by H2-
M3 to CD8 T cells following murine infection with these
pathogens. In the case of murine S. enterica infection, Qa-1,
another MHC class Ib molecule, has also been implicated
in peptide presentation and CD8 T-cell activation (153).

Although CD8 T cells restricted by H2-M3 and MHC
class Ia molecules following L. monocytogenes infection
are phenotypically similar, their relative expansion kinet-
ics following primary and secondary infection are distinct.
H2-M3–restricted T cells expand more rapidly during
primary infection than MHC class Ia–restricted T cells,
and, in marked contrast to “conventionally” restricted
T cells, H2-M3–restricted T cells undergo little expansion
after secondary exposure to L. monocytogenes (154,155).
Although the mechanisms responsible for this disparity
remain undefined, these findings suggest that MHC class
Ib–restricted T-cell responses may play a more prominent
role during primary infection while making only minor
contributions to memory responses.

HLA-E is a human MHC class Ib molecule that con-
tains a binding groove that binds peptides derived from
signal sequences of MHC class Ia molecules. Consistent
with other MHC class Ib molecules, HLA-E is highly con-
served between different individuals, that is, it lacks the
polymorphism typical of MHC class Ia molecules. Charac-
terization of T lymphocytes from individuals with a history
of exposure to tuberculosis revealed that many CD8 T-cell
clones that are specific for M. tuberculosis are restricted by
HLA-E (156). Along similar lines, a subset of CD8 T cells
specific for Salmonella typhi following immunization with
the Ty21a typhoid vaccine were also found to be HLA-E–
restricted (157). Although the contribution of HLA-E–
restricted CD8 T cells to antimicrobial defense remains
unclear, HLA-E–presented antigens are exciting vaccine
candidates because they, unlike MHC class Ia–presented
antigens, are likely to be immunogenic in HLA-disparate
individuals.

CD1 MOLECULES AND PRESENTATION OF
MYCOBACTERIAL LIPIDS

CD1 molecules are structurally similar to MHC class I
molecules, associate with β2-microglobulin, and present
antigens to T lymphocytes (158). In contrast to conven-
tional MHC class I molecules, CD1 molecules have a deeper
groove that, instead of binding peptides, accommodates
hydrocarbon chains of lipids. Humans express four differ-
ent CD1 molecules, CD1a, CD1b, CD1c, and CD1d, which
differ in terms of intracellular trafficking, antigen presen-
tation, and the T-cell populations that they stimulate (158).



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-37 Paul-3627G GRBT293-Paul-v1.cls April 8, 2008 0:16

1176 Chapter 37

CD1d molecules, for example, present lipid antigens to NK
T cells in humans and mice. Mice do not express CD1a,
CD1b, or CD1c, but in humans these molecules have been
shown to present lipids derived from mycobacteria to T-cell
populations. Mycolic acid, one of the major components
of the mycobacterial outer surface, is a microbial anti-
gen that is presented by CD1b (159). Subsequent studies
demonstrated that lipoarabinomannan, phosphatidyl in-
ositol mannoside, glucose monomycolate, and isoprenoid
glycolipids are also bound by CD1 molecules and presented
to T cells (160,161). The mechanism by which these highly
hydrophobic hydrocarbons are inserted into the groove of
the CD1 molecule remains unclear, but saposins, lysosomal
lipid-binding proteins, have been implicated in lipid load-
ing of CD1 molecules (162,163). Because CD1-restricted
T cells can produce IFN-γ upon stimulation with my-
cobacterial lipids presented by CD1-expressing antigen-
presenting cells, CD1-restricted T cells are believed to play
a role in immune defense against M. tuberculosis. A partic-
ularly interesting feature of antigen presentation by CD1
molecules is their distinct subcellular localization, which
allows them to present antigens from different endosomal
compartments (158). Thus, CD1a traffics to early endo-
somes, CD11c to intermediate endosomes, and CD1d and
CD1b traffic and derive antigens from late endosomes,
lysosomes, and MHC class II compartments of antigen-
presenting cells (158).

KILLING OF INTRACELLULAR
BACTERIAL PATHOGENS

Although microbial killing is arguably the most impor-
tant outcome of immune activation during infection, the
molecular mechanisms that result in killing of intracellular
bacterial pathogens are only partially understood. Killing
of S. enterica in macrophages is mediated by NADPH
phagocyte oxidase and inducible nitric oxide synthase. The
oxidative burst, mediated by NADPH oxidase, kills bacteria
in the first few hours following cellular infection, and ni-
tric oxide–derived products synergize with oxidative prod-
ucts, in the form of superoxide anion, hydrogen peroxide,
and peroxynitrite, to enhance early killing (164). At later
time points following cellular infection, NO-mediated in-
hibition of bacterial growth predominates (164). Cytokines
such as IFN-γ enhance NO-mediated bacterial killing by
inducing nitric oxide synthase, while TNF enhances collo-
calization of NADPH phagocyte oxidase–containing vesi-
cles with Salmonella-containing vacuoles (165). At another
level, MyD88-dependent TLR-mediated signals activates
p38 MAPK, which phosphorylates p47phox, thereby en-
hancing NADPH oxidase assembly (48).

In addition to enhancing NADPH oxidase– and iNOS-
mediated intracellular bacterial killing, IFN-γ also in-
duces LRG-47, a 47-kDa GTPase that associates with vac-

uolar membranes. Mice that lack LRG-47 are markedly
more susceptible to infection with M. tuberculosis, S. en-
terica, and L. monocytogenes (166). In fact, mice that
lack LRG-47 are essentially comparable to IFN-γ –deficient
mice in terms of susceptibility to infection by these in-
tracellular bacterial pathogens. Initial studies indicated
that LRG-47–deficient, M. tuberculosis–containing vac-
uoles did not acidify normally, thereby enhancing intra-
cellular mycobacterial growth (167). More recent experi-
ments demonstrate that autophagy is a major mechanism
by which IFN-γ induces macrophage-mediated killing of
M. tuberculosis (168,169) and that LRG-47 is essential for
this process. Although L. monocytogenes, in contrast to
M. tuberculosis, does not reside in a vacuole, LRG-47 is
also essential for in vivo control of L. monocytogenes infec-
tion (170). Although autophagic elimination of intracellu-
lar bacteria may also play a role in this setting, it remains
unclear how LRG-47 enhances killing of intracellular
L. monocytogenes.

Although IFN-γ plays an essential role in defense
against M. tuberculosis infection, the long-term persis-
tence of mycobacteria in humans indicates that IFN-γ –
mediated immune defense is not completely effective.
Studies in murine and human macrophages demonstrated
that M. tuberculosis infection reduces their responsive-
ness to IFN-γ (171). Inhibited responsiveness to IFN-γ
is not general but specific for a subset of IFN-γ –induced
effects, such as activation of the class II transactivator,
but iNOS induction is maintained (172). Inhibition of
INF-γ signaling is not the result from interference with
STAT-1 phosphorylation or targeting to promoters and
has both MyD88/TLR2-dependent and -independent com-
ponents (173). Inhibition of IFN-γ signaling in part re-
sults from IL-6 production by M. tuberculosis–infected
macrophages. Although the mechanism by which M. tu-
berculosis infection impairs macrophage responsiveness to
IFN-γ remains incompletely defined, incomplete cytokine-
mediated macrophage activation provides a plausible
explanation for the inability of infected macrophages to
eliminate M. tuberculosis.

T lymphocytes, by virtue of their MHC restriction, in-
teract principally with other mammalian cells and do
not recognize or respond to microbes directly. Microbial
killing, therefore, is largely the purview of inflammatory
cells such as macrophages, monocytes, dendritic cells, and
neutrophils, which take their cues either directly or indi-
rectly from T lymphocytes. Human T lymphocytes, how-
ever, release a protein, granulysin, which can directly kill
microbes such as L. monocytogenes and M. tuberculosis
(174). In patients with leprosy, caused by Mycobacterium
leprae, higher frequencies of CD4 T cells expressing gran-
ulysin in infected cutaneous tissues correlated with fewer
mycobacteria, suggesting that granulysin mediates micro-
bial killing in vivo (175). Granulysin kills bacteria by alter-
ing their membrane permeability (176).
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BACTERIAL MECHANISMS TO SUBVERT
HOST IMMUNE RESPONSES

Intracellular bacteria have evolved complex strategies to
invade cells, localize to distinct intracellular compart-
ments, and spread to other cells. Mammalian cells, on
the other hand, have evolved complex mechanisms to de-
tect intracellular bacteria and activate antimicrobial ef-
fector processes. Some microbial pathogenesis strategies,
in addition to enabling intracellular survival, also can be
viewed as subverting immune recognition by the host. For
example, M. tuberculosis, by avoiding intracellular com-
partments containing MHC class II molecules, may limit
detection by pathogen-specific CD4 T cells (29). Along sim-
ilar lines, by preventing the acidification of phagosomes,
M. tuberculosis may inhibit the proteolytic generation of
peptides that can associate with MHC class II molecules
(177).

At the level of cytokine-mediated immune defenses,
infection with L. monocytogenes induces IL-10 produc-
tion, which attenuates both innate and adaptive immune
responses. IL-10–deficient mice clear L. monocytogenes
infections more rapidly (178). As described previously,
virulent L. monocytogenes also induces type I interferon
production, and mice that lack the receptor for type I
interferon clear L. monocytogenes infections more rapidly
(99–101). It has been postulated that L. monocytogenes in-
duces type I interferon production in order to enhance its
in vivo survival, a notion that remains speculative at this
time.

CONCLUSION

Intracellular bacteria remain a major cause of human
disease, and the generation of effective vaccines has
been frustratingly difficult. The last decade has seen re-
markable progress in defining the mechanisms that im-
portant pathogens such as Mycobacterium tuberculosis,
Salmonella enterica, Listeria monocytogenes, and Legionella
pneumophila use to invade cells and survive. Mechanisms
by which host cells recognize intracellular bacteria are in-
creasingly being identified and characterized and, impor-
tantly, their effects on adaptive immunity and their po-
tential for enhancing long-term T-cell–mediated immunity
determined.
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INTRODUCTION

Human interactions with bacteria are complex. A consor-
tial relationship has developed between humans and mi-
crobes. We are composed of 1012 human cells and are in-
habited by 1014 bacteria composed of innumerable species
(1). More than 500 distinct species are estimated to reside
in the human oropharynx alone (2). Relatively few of these
bacteria are harmful to us in any way. We know little about
the innate or acquired immune mechanisms that main-
tain this equilibrium. In large part, many diseases caused
by bacteria are mistakes in which this consortial relation-
ship breaks down and lines are crossed. The innate and
adaptive responses to these transgressions can in them-
selves lead to dire consequences. In Lives of the Cell, Lewis
Thomas points out

The microorganisms that seem to have it in for us in the
worst way—the ones that really appear to wish us ill—
turn out on close examination to be rather more like
bystanders, strays, strangers in from the cold. They will
invade and replicate if they get the chance, and some of
them will get into our deepest tissues and set forth in
the blood, but it is our response to their presence that
makes the disease. Our arsenals for fighting off bacteria

are so powerful, and involve so many different defense
mechanisms, that we are in more danger from them
than from the invaders. We live in the midst of explosive
devices; we are mined (3).

Although certain bacterial species are classified as
pathogens, they can live in harmony on our surfaces for
long periods and never cause disease. The bacteria that can
cause human disease are quite diverse. Based on the patho-
genesis of infection and the resulting immune response,
these bacteria can be categorized into two general types:
those causing intracellular infections and those causing ex-
tracellular infections. Most bacteria causing intracellular
infections avoid being killed after phagocytosis by either
interfering with phagosome-lysosome fusion or escaping
from the phagosome and into the cytoplasm. Cellular im-
munity is critical against bacteria that reside mainly within
an intracellular milieu, as is described in Chapter 37. In
contrast, the bacteria causing extracellular infections sur-
vive in the host by avoiding engulfment by professional
phagocytic cells such as neutrophils and macrophages.
They do this by presenting a surface that minimizes the
opsonic and lytic effects of antibody and complement. Al-
though extracellular bacteria have the ability to enter and
pass through cells as a means of moving from one in vivo
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environment to another, they are readily killed once cap-
tured by phagocytes. Accordingly, the host defense against
extracellular bacteria is critically dependent on humoral
immunity complement and the production of specific an-
tibody. Table 38.1 lists many of the important bacteria that
can cause extracellular infections in humans, together with
the diseases they cause and some of their major virulence
factors. In this chapter, we describe the surface structures
of many of these bacteria and provide examples of how
they are able to infect their hosts and cause disease. We
also describe the salient aspects of the innate immunity
and antigen-induced immunity important in the host’s de-
fense against these bacteria.

SURFACE STRUCTURE OF GRAM-POSITIVE
AND GRAM-NEGATIVE BACTERIA

Differences among bacteria contribute to their specific
adaptation to either a particular host species or to micro-
environments within their host. In general, our current
understanding of the limitations of nutrients and the speci-
ficity of enzymes and bacterial adhesins, or host receptors,
that account for these highly specific microbial tropisms is
limited. The diversity of bacterial structures encountered
by the host offers a major challenge to immune detection
of potential pathogens. There are no structural features
that reliably differentiate pathogens from nonpathogens.
Moreover, many important extracellular pathogens exist
mainly as commensals, only causing damage when the
balance between host and microbe is perturbed (oppor-
tunistic pathogens). Thus, their diversity requires that ini-
tial recognition through innate immunity be focused on
the more conserved structural features or “molecular pat-
terns” of bacteria. These molecular patterns are, in general,
structures such as peptidoglycan, lipoteichoic acid (LTA),
and lipopolysaccharide (LPS) that are also essential for
bacterial viability and are thus unlikely to be modified so
as to evade innate immunity. A further consideration is that
these structural differences among types of bacteria may
dictate differences in host responses and contribute to dis-
tinct patterns of disease. That said, different types of bacte-
ria may also give rise to remarkably similar host responses.
The syndrome of sepsis, for instance, looks very similar
regardless of whether it is caused by a gram-positive or a
gram-negative organism, although there may be little over-
lap in the specific bacterial mediators involved.

Most extracellular, as well as intracellular, pathogenic
bacteria can be divided into two major groups (gram-
negative and gram-positive) based on their response to
staining with Gram’s stain. To illustrate the surface of the
bacteria in the two groups, the surface structures of Strep-
tococcus pneumoniae and Neisseria meningitidis are shown
in Figure 38.1A and B, respectively. Three layers are com-
monly recognized: cytoplasmic membrane, cell wall, and

outer layer. Although these layers are described later in
detail, it is important to note that these definitions are op-
erational and that, in reality, the layers are not entirely dis-
tinct. For instance, molecules anchored in the cytoplasmic
membrane or cell wall may extend into or through other
layers. It is also important to note that the capsule, O anti-
gens, and cell wall are not contiguous shields; rather, they
are permeable enough to allow through secreted products
and nutrients, as well as some immunologic factors (e.g.,
antibodies and complement).

All bacteria have a cytoplasmic membrane, a non–
sterol-containing phospholipid bilayer. This membrane is
an osmotic barrier and also forms a barrier for most
molecules. The cytoplasmic membrane encompasses var-
ious proteins, many of which function in transport. Some
of these proteins, referred to as lipoproteins (e.g., pneu-
mococcal surface adhesion A [PsaA], which is a man-
ganese permease in S. pneumoniae), are noncovalently an-
chored to the membrane through lipid modifications and
are especially common among some bacteria (e.g., Borrelia
burgdorferi and Mycobacterium tuberculosis). Proteins not
exposed on the surface generally display a greater degree
of structural and functional conservation compared with
those exposed to the selective pressure of host immunity.

A cell wall is found in all of the pathogenic bacteria
of both groups, with the exception of mollicutes (which
include the genus Mycoplasma). The cell wall surrounds
the cytoplasmic membrane and is made of peptidogly-
can, which is a polymer of alternating sugars N-acetyl glu-
cosamine and muramic acid, the latter being connected
to a stem peptide. The stem peptides include four to five
D- and L-amino acids that are extensively cross-linked by
bridges that provide rigidity to the cell wall and pro-
tect it from environmental extremes (especially differences
in osmolarity). These cell wall peptides include atypical
amino acids and are highly conserved within a species
and relatively conserved across gram-negative species.
Peptidoglycan polymerization is carried out by enzymes,
many of which are the target of β-lactam antibiotics
and are referred to as penicillin-binding proteins. Com-
pared with gram-negative bacteria, gram-positive organ-
isms may have different stem peptides and cross-linking,
as well as a thicker (20 to 30 nm compared with 2 to 4 nm)
cell wall layer that can retain the Gram’s stain better. The
thick cell wall of the gram-positive bacteria may be respon-
sible for their greater resistance to complement-mediated
lysis. Other features of the cell wall, such as O-acetylation
of muramic acid found in some species, mediate resistance
to lysozyme, an enzyme that lyses bacteria by cleavage of
the peptidoglycan backbone (4).

In addition to peptidoglycan, many gram-positive bac-
teria have polysaccharide (PS) associated with their cell
walls, with this cell wall PS often extending into the outer
layer. The structure of the cell wall PS of gram-positive bac-
teria varies among species but is relatively invariant within
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◗ TABLE 38.1 Extracellular Bacteria Commonly Associated with Diseases

Important Virulence Special Adaptations
Species Disease Structures/Molecules Critical to Host Infection

Neisseria
gonorrhoeae

Urethritis, cervicitis, salpingitis,
endometritis, prostatitis, arthritis,
proctitis, pharyngitis

Lipopolysaccharide, fimbria,
peptidoglycan, Opa protein adhesin,
IgA1 protease

Phase and antigenic variation, molecular
mimicry of human antigens

Neisseria
meningitidis

Bacteremia, meningitis, septic
arthritis

Capsule, lipopolysaccharide, fimbria,
IgA1 protease

Phase and antigenic variation, molecular
mimicry of human antigens,
asymptomatic carriage common

Haemophilus
influenzae

Otitis media bronchitis, pneumonia,
sepsis, meningitis (encapsulated
strains)

Lipopolysaccharide with
phosphorylcholine, fimbria,
high–molecular weight adhesions,
IgA1 protease

Phase and antigenic variation, molecular
mimicry of human antigens

Bordetella pertussis Whooping cough in children,
chronic cough syndrome in
adults

Pertussis toxin, pertactin, filamentous
hemagglutinin, fimbria

Coordinate regulation of multiple virulence
factors upon exposure to the host
environment

Pseudomonas
aeruginosa

Infections in compromised hosts,
pneumonia, sepsis

Lipopolysaccharide, proteases,
lipases, lecithinases, exotoxin A,
elastase, flagella

Relatively large genomic size
(∼6 megabases) allows considerable
adaptability to changes in environmental
conditions, biofilms

Escherichia coli Urinary tract infection, sepsis,
traveler’s diarrhea, dysentery,
neonatal meningitis,
hemolytic-uremic syndrome

Capsular polysaccharide,
lipopolysaccharide, fimbria, toxins,
siderophores

Antigenic heterogeneity of capsule and
lipopolysaccharide

Vibrio cholerae Diarrhea Cholera toxin, fimbria Bacterial dispersal via cholera toxin, which
induces copious watery diarrhea

Helicobacter pylori Peptic ulcer disease Urease, flagella, CagA Ability to survive at low pH provides a
niche lacking bacterial competition or
efficient immune surveillance

Streptococcus
pneumoniae

Pneumonia, otitis media,
meningitis, sinusitis

Capsule, PspA and C, pneumolysin,
neuraminidase, hyaluronidase,
teichoic acids with
phosphorylcholine, IgA1 protease

Asymptomatic colonization, genetic
transformation permitting continual
generation of new genotypes

Streptococcus
pyogenes (group A
Streptococcus)

Acute pharyngitis, scarlet fever,
necrotizing fasciitis,
streptococcal toxic shock
syndrome, rheumatic fever,
glomerulonephritis

Hyaluronic acid capsule, M protein,
streptococcal pyrogenic exotoxins,
streptolysin O, streptolysin S,
NAD-glycohydrolase, C5a peptidase

Molecular mimicry of human antigens,
high diversity of M proteins

Streptococcus
agalactiae (group B
Streptococcus)

Bacteremia, neonatal pneumonia
and meningitis

Capsule, β-hemolysin, hyaluronidase,
C5a peptidase

Asymptomatic colonization, acquisition by
infants during parturition

Staphylococcus
aureus

Impetigo, folliculitis, boils,
cellulitis, wound infections, toxic
shock, osteomyelitis,
endocarditis, bacteremia,
pneumonia, food poisoning

Tissue-degrading enzymes, alpha
toxin and other membrane-
damaging toxins, epidermolytic
toxins, enterotoxins, capsule,
protein A, TSST1, pigment

Resistant to dehydration, asymptomatic
colonization

Bacillus anthracis Cutaneous infection, inhalation
anthrax

Capsule, lethal and edema factors Opportunistic infection by a spore-forming
soil organism

Corynebacterium
diphtheria

Diphtheria (pharyngitis/tonsillitis) Diphtheria toxin Toxin gene contained in temperate phage
and expression regulated by iron
concentration

Clostridium tetani Tetanus (spastic paralysis) Tetanus toxin (blocks inhibitory
neurotransmitters)

Opportunistic infection by a spore-forming
soil anaerobe

Clostridium
perfringens

Gas gangrene, anaerobic cellulitis,
endometritis, food poisoning

More than 10 exotoxins Opportunistic infection of wounds

Clostridium botulinum Flaccid paralysis: cutaneous,
infant, ingestion forms

Botulism toxin blocks acetylcholine
release at synapses

Opportunistic infection by a spore-forming
anaerobe

Ig, immunoglobulin; TSST1, toxic shock syndrome toxin-1.
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A

B

FIGURE 38.1 Schematic rep-
resentation of the surfaces of
(A) Streptococcus pneumoniae
and (B) Neisseria meningitidis as
examples of gram-positive and
gram-negative bacteria, respec-
tively. The cell wall polysaccha-
ride of S. pneumoniae is often
called C-polysaccharide (C-PS).
The inset in panel B shows lipo-
polysaccharide (LPS) anchored to
the outer leaflet of the outer mem-
brane.

a species. Differences in the antigenicity of the cell wall PS
have been used to distinguish species (e.g., separate strep-
tococci into groups A, B, C, etc.) (5). Cell wall PS often has
phosphate group(s) in repeating units of glycerol or ribitol
in a structure known as teichoic acid. Teichoic acid may
also be linked to lipid molecules, when it is then called
lipoteichoic acid (LTA), which is anchored to the cytoplas-
mic membrane and extends out through the cell wall (6).
In pneumococci, the overall PS structures of LTA and cell
wall teichoic acid (also referred to as C-polysaccharide)
are very similar, with the difference being their mode of
attachment to the bacterial surface (7).

Another major difference in surface structure between
gram-negative and gram-positive bacteria is the presence
of an outer membrane on gram-negative bacteria. The

outer membrane is an asymmetric bilayer. The inner leaflet
is comprised primarily of phospholipids, whereas the outer
leaflet contains lipid A, the hydrophobic component of
LPS. LPS, also called endotoxin, is an amphipathic gly-
colipid with four distinct regions: lipid A, the inner core,
the outer core, and, in some species, the O antigen. Lipid
A is composed of a dihexosamine backbone to which be-
tween four and seven saturated (12- to 16-carbon) fatty
acids are attached through amide and ester linkages. Lipid
A is the principal “toxin” associated with most gram-
negative bacteria, although it is now clear that lipid A is
not a true toxin. Instead, its ability to induce cytokines
accounts for its potentially detrimental effects. The car-
bohydrate portion of the LPS, which makes a minimal
contribution to its endotoxin activity, is attached to lipid
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A through a molecule unique to gram-negative bacteria
called keto-deoxyoctanoate. Together with heptose moi-
eties, this molecule forms the inner core of the LPS.

The outer core is composed of 7 to 10 monosaccharide
units whose arrangement is relatively conserved among
gram-negative species (8). In many gram-negative bacte-
ria, the outer core of LPS is connected to a repeating series
of carbohydrates called the O antigen. The O antigen forms
a hydrophilic shield around the bacterium that provides a
barrier to complement deposition on the bacterial cell sur-
face. The O antigen is variable in length, is antigenically
diverse, and confers serotypic specificity. The O antigens of
Escherichia coli, Klebsiella, and Salmonella have as many as
30 repeating units composed of four to six sugars each (8).
Members of the genera Neisseria and Haemophilus, on the
other hand, lack O antigens, and the size of their carbo-
hydrate regions, also called lipooligosaccharides (LOSs),
does not exceed 7,000 daltons. Proteins, including channel-
forming porins, are also found in their outer membrane.

For many pathogenic extracellular bacteria, PS com-
ponents dominate the outer layer. In addition to the PS
on LPS (gram-negative) and teichoic acid (gram-positive),
there is often another thick layer of carbohydrate referred
to as “capsule” that may account for more than half of the
bacterial mass. An exception to this general rule is Bacil-
lus anthracis, whose capsule is made of poly-D-glutamic
acid rather than a polysaccharide (9). S. pneumoniae has
capsular PS that is covalently attached to the cell wall in
most (but not all) serotypes (10). In contrast, the capsule
PS is anchored to the outer membrane by acyl chains in
N. meningitidis (11) and Haemophilus influenzae type b
(12). Capsular PSs may be highly diverse both within and
between species. In the case of S. pneumoniae, each strain
expresses a single type of capsular PS, with members of
this species being capable of synthesizing at least 90 struc-
turally distinct types (13). This diversity limits immune
recognition until antibody is generated to the capsular PS
of the infecting strain (antigenic variation).

The outer layer is well developed in bacteria that cause
extracellular infections and has many features that help
the bacteria circumvent the host immune system. First,
the outer layer has properties that reduce the attachment
of extracellular bacteria to eukaryotic surfaces, including
those of phagocytes. Generally, the PS capsules render the
bacteria hydrophilic and negatively charged like eukary-
otic cell surfaces, which are rich in sialic acid. The nega-
tively charged surface makes the bacteria partly resistant
to the deposition of complement by the alternative path-
way by enhancing the degradation of C3b (14) (Chapter
33). Second, in some cases, elicitation of antibody is min-
imized because the capsular PS or LPS mimics host anti-
gens, as is more fully described later in this chapter (page
1193). Third, the outer layer can physically mask most of
the other bacterial surface components and thus minimize
the number of exposed epitopes that can be recognized

by the antibody and complement. Although the capsule
is porous to antibodies and complement, the binding of
antibodies and the fixation of complement beneath the
capsule surface are relatively ineffective in promoting op-
sonophagocytosis and clearance (15).

BACTERIAL VIRULENCE FACTORS

Extracellular bacteria often elaborate molecules called
“virulence factors” that are useful to their survival and pro-
liferation in the host. For example, the shielding function
of the outer layer is further augmented by the presence of
surface proteins that can interfere with host clearance
mechanisms. Proteins inhibiting effective complement de-
position include pneumococcal surface protein A (PspA);
pneumococcal surface protein C (PspC), alternatively
called choline-binding protein A (CbpA); and the C3-
binding protein in S. pneumoniae (16,17) or M protein
in Streptococcus pyogenes (18). An example of a protein
that interferes with antibody is protein A, which is ex-
pressed on the surface of Staphylococcus aureus and binds
immunoglobulin in a manner that precludes recognition
of its target antigen (19). In addition, many successful
mucosal pathogens, including members of the Neisse-
ria, Haemophilus, and Streptococcus genera, express pro-
teases with specificity for the hinge region of human im-
munoglobulin A1 (IgA1) (20). These IgA1 proteases remove
the Fcα component required to promote the inflammatory
process, leaving the organisms’ antigens obscured by the
binding of inert Fabα fragments. By inhibiting the depo-
sition of complement or antibody, many of these proteins
act to diminish phagocytosis.

The best-known virulence factors are toxins, which
interrupt specific host functions. These proteinaceous
molecules (also referred to as exotoxins to differentiate
them from endotoxin) can be grouped on the basis of
their molecular structure and their mechanism of action
(21). The largest group is called A-B toxins, which are
comprised of two subunits, each with a different func-
tion. The A subunit has enzymatic activity, and the B sub-
unit targets the A subunit to the host cells. This group
includes diphtheria toxin, cholera toxin, pertussis toxin,
and two anthrax toxins (lethal factor and edema factor).
For instance, lethal factor of B. anthracis behaves as the
A subunit and requires a B subunit protein named “pro-
tective antigen” to enter into target cells. In some cases,
the toxin alone is sufficient to account for the detrimental
symptoms of its respective infection. Cholera toxin causes
ADP ribosylation of G proteins, which stimulates adeny-
late cyclase and increases cAMP in cells lining the gut.
This results in secretion of electrolytes and is responsi-
ble for a severe diarrhea, promoting transmission but of-
ten causing dehydration that, if not treated, may be fa-
tal. Uptake of botulism toxin by nerve endings leads to
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retrograde transport that interrupts synaptic transmission
and causes a flaccid paralysis (22). Staphylococcal entero-
toxin A (a toxin that acts from the gut lumen), which is one
of five membrane-damaging toxins produced by staphylo-
cocci, is the primary cause of staphylococcal food poison-
ing and plays a major role in invasive infections (23). Some
strains of Escherichia coli produce a protein-synthesis-
inhibiting verotoxin, which may damage the microvascu-
lature of the kidney and cause hemolytic uremic syndrome
(24). Another group of proteins secreted by S. aureus and
S. pyogenes have toxin-like effects but lack any enzymatic
activity. These “superantigens” cause a nonclonal stim-
ulation of T cells by bridging major histocompatibility
complex (MHC) class II molecules (outside the antigen-
binding site) on antigen-presenting cells and the Vβ re-
gion of the T cell receptor on T cells. The ensuing massive
release of cytokines by localized release of a superanti-
gen, such as the toxic shock syndrome toxin-1 (TSST1)
expressed by some strains of S. aureus, results in sys-
temic symptoms that are collectively known as toxic shock
syndrome (25).

Another class of virulence factors neutralizes host de-
fenses. Pneumolysin from S. pneumoniae is a member
of a large class of cholesterol-dependent cytotoxins that
oligomerize to form large pores, which interfere with a
number of host cell functions or induce cell death when
present at higher concentrations (26). Pneumolysin also
depletes complement at a distance from the pneumo-
cocci and interferes with both the function of phagocytes
and the development of protective immunity (27). S. pyo-
genes and group B streptococci produce a C5a peptidase
that inhibits the chemotaxic effects (recruitment of host
phagocytes to the sites of infections) of C5a, a product of
complement activation (28). Helicobacter pylori produces
urease, which can generate ammonia that can neutral-
ize acid in the stomach and thereby promotes its sur-
vival. S. aureus produces a pigment that makes the bac-
terium more resistant to oxidative stress and killing by
neutrophils (29).

Whereas evasion of professional phagocytes is critical
for extracellular pathogens, the ability to attach to other
cell types, including both mucosal and nonmucosal sur-
faces, is important for their persistence. Many bacterial
surface proteins have an adhesive function that confers a
high affinity for binding to specific host cell receptors. Na-
sopharyngeal carriage of pneumococci is mediated largely
by adherence to the host molecule N-acetyl-D-glucosamine
β1→3 galactose or N-acetyl-D-glucosamine β1→4 galac-
tose (30). Bacteria often mimic host ligands to coopt their
receptors for their own purposes. Many pathogens of the
airway express phosphorylcholine (phosphocholine [PC])
on their surfaces (31). This molecule, which is otherwise
unusual in bacteria, is found on platelet-activating factor
and allows bacterial binding to its receptor (rPAF) (32).
To facilitate their attachment to host cells, many bacte-

ria use a pilus (fimbria)—a long filamentous structure ex-
tending from the organism. The Pap pilus of E. coli binds
the Galα1→4Gal unit of cell surface globoside in urethral
epithelial cells (33). The Vibrio cholerae pilus allows the
bacterium to attach to the enterocyte for more efficient
toxin delivery (34,35). Bordetella pertussis has three adher-
ence factors—a filamentous hemagglutinin, pertactin, and
a pilus—which allow it to attach to ciliated respiratory ep-
ithelial cells in the trachea and bronchi and thus resist the
cleansing action of mucus flow (36,37).

Another group of virulence factors helps bacteria ac-
quire essential nutrients. Motile bacteria (e.g., Pseu-
domonas aeruginosa) express flagellin, a complex motor
apparatus that allows the bacterial cell to transit along
a concentration gradient of nutrients (38). Although in
some cases the host and microbe provide nutrients for
one another, for some nutrients there is fierce competi-
tion. Mucosal fluid and blood are low in free ferric iron
due to the presence of iron-binding proteins such as lacto-
ferrin and transferrin. To successfully compete with the
host for this vital metabolite, N. meningitidis, Neisseria
gonorrhoeae, and H. influenzae have complex surface trans-
port systems that can obtain iron from human transferrin,
lactoferrin, and hemoglobin (39). Other bacteria, such as
E. coli and Salmonella, use a different mechanism to ac-
quire iron; they secrete small, high-affinity iron chelators
called siderophores that remove iron from human proteins
in the environment surrounding the bacteria. The iron–
siderophore complex is then taken up by the bacterium,
and the siderophore is degraded so that the iron can be
freed for use (40).

Production of virulence factors is often highly regu-
lated by bacteria to accommodate changes in environmen-
tal stimuli. In staphylococci, it has been shown that the
amount of capsule is regulated in response to environmen-
tal stimuli (41). One of the best studied of such regulatory
systems is the BvgAS, a two-component regulatory system
in B. pertussis (42). This system, which regulates the ex-
pression of adhesins, toxins, and other virulence factors,
is controlled by external signals including Mg2+, tempera-
ture, and nicotinic acid. Two proteins are involved in this
regulatory system, BvgS and BvgA. BvgS, the sensor, is a
kinase and is able to autophosphorylate itself in response
to the environmental signal. BvgA, the response regulator,
is in turn phosphorylated by BvgS. Phosphorylated BvgA is
able to activate transcription of virulence genes through a
change in its interaction with a 70-bp consensus sequence
repeated in Bvg-regulated promoters (42). Analogous two-
component regulatory systems in other pathogens are fre-
quently used to regulate the expression of genes associated
with virulence (43).

A common theme among extracellular bacteria is the
ability rapidly to modify their cell surfaces to adapt to dif-
ferent host environments, such as the natural environment
outside of a host, the mucosa of a host, or more invasive
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sites within a host. For some pathogens, these modifica-
tions occur through sensing signals in their environment
followed by programmed alterations in gene expression as
described for the Bordetella.

Another strategy used by extracellular pathogens de-
pends on selection among a heterogeneous population for
those members with permissive characteristics. This het-
erogeneity in a population is commonly generated through
genomic rearrangements, such as recombinational events
or slip-stranded mispairing in highly repetitive DNA se-
quences (44). This latter mechanism allows for reversible
on–off switching (phase variation) and is especially preva-
lent in genes encoding cell surface structures subject
to immune pressure. For instance, the capsular PS on
N. meningitidis is needed to protect the organism during
invasive infection but inhibits adherence on the mucosal
surface, where complement is less abundant. Phase vari-
ation of a gene required for capsule synthesis allows for
selection of organisms without capsule (phase-off) (45).
This change facilitates the bacterial adhesion to the ep-
ithelial cells, perhaps by exposing the bacterial adhesins.
Alternatively, by decreasing capsule production, the bac-
teria become less hydrophilic and less negatively charged.
This change facilitates their entry into the epithelial cells
and their subsequent invasion into deeper tissues. On the
emergence of the bacteria from the epithelial cells in the
submucosa, capsule synthesis is restored (phase-on) be-
cause of the selective pressure of complement-mediated
clearance and the requirement for the capsule to survive
where the concentration of complement is higher. The flex-
ibility to express different surface properties helps bacteria
successfully evade the host immune system and survive in
many niches within the host.

Bacteria-to-bacteria signaling is another important
mechanism for the control of virulence factors. This phe-
nomenon, called “quorum sensing” (46), has been shown
to be operative in a large number of gram-negative and
gram-positive species. The signal transmitted between the
bacteria can be an acylated lipid (e.g., homoserine lactone)
in gram-negative bacteria (e.g., vibrios) or a peptide in
gram-positive bacteria (e.g., S. aureus). Quorum sensing
has been shown to be important in biofilm formation in
a number of bacterial species, in the expression of “com-
petence” for the uptake and incorporation of exogenous
DNA (transformation), and for the regulation of a num-
ber of virulence factors (47). Biofilms are communities of
one or multiple bacterial species that adhere both to each
other and to a target surface. These extensive aggregates
are particularly resistant to many host clearance mech-
anisms and to antibiotics that are effective against free-
living (planktonic) bacteria. Biofilms, therefore, are often
a contributing factor in more-chronic bacterial infections
such as those involving foreign bodies.

An important characteristic of virulence factors is their
structural polymorphism. For instance, there are at least

100 different serologic types of M proteins of S. pyogenes
(48). Similarly, pneumococci have 90 serologically dis-
tinct capsular PSs (13). The polymorphism in the struc-
ture of many virulence factors allows the bacteria mak-
ing them to avoid antigen-specific host immunity. For
example, antibodies to the immunodominant region on
one serotype of M protein do not cross-react with M pro-
teins of other serotypes and thus do not provide protec-
tion against strains expressing other serotypes. Similarly,
newly acquired pneumococci can escape recognition by
anticapsular antibodies produced in response to previous
pneumococcal infections with other serotypes.

The polymorphism in virulence factors is achieved by
various genetic mechanisms. Variation in M proteins is
the result of sequence differences in the N-terminal (but
not C-terminal) half of M proteins (49). S. pneumoniae has
the genes for synthesizing capsular PS as a “genetic cas-
sette” that can be exchanged among different strains (50)
and may result in the shift in the serotype distribution af-
ter the use of vaccines designed to elicit serotype-specific
protection (13). Neisseria has genetic machinery for rapid
gene rearrangement (51) through gene conversion using
the multiple “silent” pili genes with different sequences.
This process, similar to gene rearrangements that gener-
ate specific immunoglobulins, permits an individual bac-
terium quickly to produce progeny expressing pili with
different characteristics. The number of potential pilus–
antigen variants within the progeny of a single organism
is estimated to be greater than 100,000 (52). In addition,
Neisseria contain large numbers of genes with tandem re-
peats that undergo phase variation through slip-stranded
mispairing of these sequences. Based on predictions from
whole-genome sequencing, through this mechanism alone
the organism may be able to generate more than 265 dif-
ferent phenotypic variants (53).

Sequencing of the entire genomes of bacteria has shown
that the genes for virulence factors have generally origi-
nated from other organisms and exist as a part of large
blocks of DNA containing multiple genes. These DNA
blocks are called “pathogenicity islands” (PAIs). For in-
stance, strains of “enteropathogenic” E. coli (EPEC) con-
tain a PAI encompassing about 41 genes encoding a surface
ligand required for intimate association of the bacterial
and host cell and a bacterial secretion apparatus (54). This
system (type IV secretion system) allows for delivery of the
receptor for its own adhesin, encoded on the same PAI,
into host cells. Elaborate secretion mechanisms (types III
and IV) and pore-forming toxins are mechanisms whereby
extracellular organisms gain access to the host cell cyto-
plasm to modify its activity to suit the needs of the ex-
tracellular pathogen. Another example is H. pylori, which
injects cytotoxin-associated gene A (CagA) molecules di-
rectly into host cells using a syringe-like type IV secretory
apparatus. CagA is then phosphorylated by the host cells,
and the phosphorylated CagA alters host cell function, with
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the H. pylori strains producing the CagA molecules being
more likely to cause ulcers (55). In the case of S. pyogenes,
its pore-forming toxin, streptolysin O, allows for transloca-
tion of an enzyme (NAD-glycohydrolase) that is capable of
producing the potent cytoplasmic second messenger cyclic
ADP-ribose (56).

BACTERIAL INVASION OF THE HOST

Both keratinized skin and mucosal surfaces have inher-
ent nonimmune defense mechanisms that modulate bac-
terial growth and minimize the risk of invasion. Healthy
human skin is an effective physical barrier to infection
by most human extracellular and intracellular pathogens.
The keratinization of fully differentiated skin epithelium
results in a relatively impermeable surface. In addition,
lysozymes, toxic lipids, and hydrogen ions secreted by
cutaneous glands offer bacteriostatic protection for cu-
taneous pores and hair follicles. Occasionally, this de-
fense can be breached by extracellular bacteria such as
S. pyogenes or S. aureus, causing cellulitis and abscess.
More commonly, bacterial invasion through intact skin re-
quires physical damage, such as abrasions, burns, or other
trauma. For instance, cutaneous anthrax develops when
B. anthracis enters the body through a break in the skin.
Staphylococcus epidermidis, a member of the commensal
skin flora, can infect indwelling catheters by spreading
through the puncture site in the skin and may lead to bac-
teremia or colonization of prosthetic devices, including ar-
tificial heart valves and shunts. A major factor allowing
these bacteria to cause disease is their ability to elaborate
within the bacterial population a biofilm (see prior discus-
sion) that facilitates their adhesion, is antiphagocytic, and
acts as a barrier to antibiotic penetration (57).

Unlike the skin, the mucosal epithelium is not ker-
atinized. Instead, mucosal areas, such as the gastroin-
testinal tract, nasopharynx, upper airway, and vagina, are
moist and nutritionally rich. Thus, it is not surprising that
mucosal areas contain a large number of bacteria. In oral
secretions and gastrointestinal products, 108 and 1011 bac-
teria/mL may be found, respectively. To ensure their sur-
vival in the mucosal environment, extracellular bacteria
elaborate many virulence factors required for the acqui-
sition of essential nutrients or for their adherence to the
host cells. In some cases, bacteria may subvert the host
inflammatory response. Salmonella species can block the
activation of NF-κB and the subsequent activation of the
inflammatory response. They achieve this by preventing
the degradation of IκB, which is essential for the translo-
cation of NF-κB from the cytoplasm to the nucleus (58). In
some cases, pathogens locate in a less well-protected mi-
croenvironment within the mucosal areas. H. pylori sur-
vives in the very acidic stomach by burying itself in the
mucus, which protects it from direct exposure to the acid

and from phagocytes. There are also few other species for
H. pylori to compete with in this more hostile environment.

Mucosal sites have an especially diverse array of bac-
terial species. Most of the bacteria species found at the
mucosal sites are harmless. In addition, polymerase chain
reaction analysis of 16S ribosomal RNA sequences sug-
gests the presence of many additional unidentified (and
so far unculturable) bacterial species on the mucosal sur-
face (59). Many potentially pathogenic bacterial strains
are also often found in the mucosal areas of healthy
individuals without causing symptoms. S. pneumoniae,
N. meningitidis, H. influenzae, and S. aureus are examples
of pathogenic extracellular bacteria that are frequently car-
ried in the nasopharynx of healthy individuals. The car-
riage rate of pathogenic bacteria can be relatively high,
as shown by the fact that 50% to 60% of healthy young
children may carry S. pneumoniae in their throats (60).
Maintenance of species diversity is dynamic. In some situ-
ations, collaboration among bacteria is essential for their
successful colonization, as seen among the complex hier-
archical communities adhering to tooth surfaces. In other
situations, bacterial species compete and regulate diver-
sity among themselves (31). Many bacterial species pro-
duce molecules that suppress the growth of other bacte-
rial species. These molecules may include bacteriocins,
small molecules that target members of the same or dif-
ferent species that do not express its cognate immunity
protein (61). Some species can take advantage of host
responses to which they are resistant to outcompete an-
other member of the same niche that is less resistant
(31). The host may also control the diversity of coloniz-
ing bacteria by modifying the pH or other environmen-
tal conditions in the mucosal area. Interference with these
homeostatic mechanisms as occurs with antibiotic therapy
may alter the flora and predispose the host to disease. As
noted, stomach acid is an effective barrier to reaching the
nutrient-rich environment of the gut. When stomach acid
is pharmacologically reduced, the inoculum of organisms
like V. cholerae required to infect the intestines is greatly
diminished.

Several explanations have been advanced to explain
why many pathogens do not cause disease when resident at
mucosal sites during colonization. One explanation is that
the maintenance of diverse bacterial population is respon-
sible for the prevention of the disease. For instance, the
destruction of the normal gastrointestinal bacterial flora
with some antibiotics can be associated with a selective
expansion of Clostridium difficile and the development of
pseudomembranous colitis (62). Another explanation may
be that the pathogenic bacteria carried in healthy persons
are different from those isolated in the setting of disease.
For instance, during nonepidemic periods, approximately
5% to 10% of the population carries N. meningitidis, which
are mostly nonencapsulated (63). During epidemics, 30%
to 60% of the population may carry meningococci, which
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are mostly encapsulated, and the majority of which are of
the same capsular type as the case strain causing the epi-
demic (64). A third explanation is that the pathogenic bac-
teria are effectively confined to the mucosal surface, where
they do not cause damage or induce inflammation. Group
B streptococci are carried asymptomatically in the lower
intestine and the female genital tract. In the same host,
in the setting of parturition, group B streptococci may ac-
cess the bloodstream and cause septic infection. A fourth
explanation is centered on the differences among hosts.
Group B streptococci that colonize the mother may cause
life-threatening infection when the same strain is passed
to the neonate at or before birth (65).

Although pathogenic extracellular bacteria can exist
asymptomatically in the mucosa, they can passively en-
ter into less defended sites and cause focal infections. For
instance, E. coli, which is normally present in the gut, may
enter the normally sterile urogenital tract and cause uri-
nary tract infections. S. pneumoniae and H. influenzae are
often carried in the nasopharyngeal space, but they can in-
vade nearby, normally sterile cavities (e.g., lungs, sinuses,
and middle ear) and cause focal infections. Aspiration of
bacteria from the nasopharynx into the lung most likely
occurs frequently with no ill effects; however, aspiration
may lead to an infection when there is damage to the ep-
ithelial surface, particularly when the protective effects of
mucociliary activity are lost, as often occurs in a smoker
or during recent viral infection (respiratory syncytial virus
or influenza) (5). Some bacteria produce enzymes such as
hyaluronidase (66), which may aid in their passage though
tissue barriers.

Bacteria can actively invade deeper tissues by multi-
ple pathways. They can enter through specialized cells.
Shigella, for example, can breach the gut mucosa by trans-
cytosing through the M cells in the gut (67). Alternatively,
extracellular bacteria can breach a cellular barrier (ep-
ithelium or endothelium) by going through (transcytosis)
or between (paracellular pathway) the cells (67). Porphy-
romonas gingivalis, an organism associated with adult pe-
riodontitis, may breach the epithelial layer by the paracel-
lular pathway through the production of enzymes useful
in digesting the tight junction (68). Two different mech-
anisms of transcytosis have been described for pneumo-
cocci. In one, pneumococci may cross the bronchial ep-
ithelial cells by binding the polymeric Ig receptor of the
epithelial cells and traveling in a retrograde manner by
the IgA secretory pathway (69). In the other, pneumo-
cocci may use PC to bind to rPAF, which is abundant
on activated endothelial cells, epithelial cells, or pneumo-
cytes (30,70). In many cases, bacterial adhesion triggers
changes in the host cell function, and these changes can
assist transcytosis. For instance, nontypeable H. influen-
zae with LPS glycoform-containing PC can bind to rPAF
on endothelial cells and initiate signaling through this
receptor (71).

ANTIGEN-NONSPECIFIC HOST
DEFENSE RESPONSE

To protect from infections caused by highly adaptable bac-
teria, the host uses a multilayered defense. This includes
the mechanical barriers and iron sequestration described
previously, as well as phagocytes, complement fixation,
lysozyme, and (cytokine-induced) local inflammation. In
addition, the host is protected with antigen-specific an-
tibody (see later discussion) and T cell–mediated cellular
immunity. Antigen-specific immunity, although exquisitely
protective, takes from several days to weeks to develop
after exposure to a pathogen. Because many extracellu-
lar pathogens are capable of causing overwhelming infec-
tion in periods of hours to days, other, more rapidly acting
forms of protection are needed. Consequently, the primary
defense against bacteria during the early phase of infection
remains antigen-nonspecific host immunity. The impor-
tance and significance of nonspecific immunity is readily
demonstrated by the relative ease with which colonies of
severe combined immunodeficiency (SCID) mice, which
lack antigen-specific immunity, can be maintained (72).
This section describes several antigen-nonspecific host de-
fense mechanisms; for additional information, see the
chapter on innate immunity (Chapter 14).

Mucosal Defense

Although mucosal areas are rich with nutrients for bac-
teria, uncontrolled local proliferation of bacteria is held
in check by mechanical cleansing actions and the lack of
available iron. In the gastrointestinal tract, normal peri-
staltic motility, the secretion of mucus, and the detergent
action of bile limit the number of bacteria. The normally
sterile lower respiratory tract is protected by the move-
ment of mucus by cilia lining the airway, which continu-
ally remove aspirated bacteria. Normal epithelial and tis-
sue architecture is essential for drainage and expulsion of
bacteria, and disruption of this mechanism by smoking,
viral infections (e.g., influenza), or bacterial infection
(e.g., pertussis) makes the host markedly susceptible to
infection by bacteria that otherwise only exist as commen-
sals of the upper airway. The increased frequency of lower
respiratory tract infections in the elderly is due, in large
part, to the loss of function of the mucociliary elevator
and the increased aspiration from the upper respiratory
tract of secretions containing bacteria (73,74).

In addition to the removal of bacteria by mucus flow,
mucosal fluid contains many antibacterial products such
as lactoferrin, lactoperoxidase, mucin, lysozyme, and de-
fensins (75). Lactoferrin, which is found in various body
fluids such as milk, saliva, and tears, binds iron and low-
ers the level of available iron (especially in areas with
a low pH) (76). Mucin traps microbes and facilitates
their removal. IgA antibodies in mucosal fluid may inhibit
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colonization by interfering with microbial adherence
or by inactivating toxins (77). In addition, the poly-
meric structure of secretory IgA promotes agglutination,
which in turn facilitates removal by mucus. Lysozyme re-
duces the bacterial load by cleaving the 1→4 linkage of
N-acetylmuramic acid in the bacterial peptidoglycan. A
number of antimicrobial peptides, including defensins,
disrupt bacterial membranes (78). In the intestine, Paneth
cells at the base of intestinal crypts produce defensins that
are important in defense against intestinal infections (79).
In the lung, collectin-like surfactant proteins, such as SP-A
and SP-D, may be important in host defense by opsoniz-
ing bacteria for alveolar macrophages (80). SP-A–deficient
mice, for example, are more susceptible to group B strep-
tococcal infection of the lung (81). Epithelial cells that
interface with the microbial world must exist in a qui-
escent state in response to colonizing organisms. If not,
chronic inflammation may result in a disease (e.g., chronic
inflammatory bowel disease). When the epithelial barrier
is breached, these cells are able to elaborate cytokines
and chemokine as an early trigger to the inflammatory
response.

Local Response to Bacterial Invasion
(Acute Inflammation)

On entry into the host, many bacterial products initi-
ate local inflammatory processes. The list of the bacte-
rial products initiating these processes includes peptido-
glycan, LPS, lipoteichoic acid, exotoxins, lipoproteins, and
glycolipids (82). Antibiotics used for treatment may make
bacteria produce additional inflammatory products. Most
of these molecules (pathogen-associated molecular pat-
terns [PAMPs]) trigger responses through interaction with
pathogen pattern recognition molecules, including Toll-
like receptors (TLRs) (see Chapter 14). Of the 13 described
TLRs, those anchored on the cell surface and recogniz-
ing bacterial PAMPs appear to be most important in re-
sponses to extracellular bacteria, although, in some cases,
direct binding of the PAMPs has yet to be demonstrated.
Cellular amounts of TLRs may also be an important factor
in controlling inflammatory responses because TLRs are
generally most abundant on inflammatory cells but are in
lower levels in the epithelial barrier continuously exposed
to microbial products (83). Lipoproteins and lipoteichoic
acid are detected by TLR2. TLR2 requires a binding part-
ner (TLR1 or 6) to transmit signals leading to cytokine pro-
duction (84). Mice lacking the TLR2 gene are more suscep-
tible to mucosal and systemic infection with staphylococci
and streptococci (85,86). Although LPS binds to CD14 and
lipid-binding proteins, it requires binding to TLR4 for cell
signaling, because mice without functional TLR4 are unre-
sponsive to LPS. Bacterial flagellin signals through TLR5
(87). Bacterial DNA, rich in unmethylated CpG motif, is
a potent inducer of inflammation through its binding to

TLR9. However, the importance of TLR9, an intracellular
signaling receptor, in bacterial infection is unclear.

There are a number of TLR-independent mechanisms
for the recognition of bacterial products. Many compo-
nents of bacteria (e.g., peptidoglycan) can enhance the
inflammatory process by activating complement through
the alternative pathway (88) via the generation of chemoat-
tractant fragments (e.g., C5a). The Nod family of cytosolic
molecules transmits proinflammatory signals in response
to peptidoglycan fragments and may contribute to the
response of phagocytes to typical extracellular pathogens
(89). In addition, several mechanisms have been described
whereby penetration of the cytoplasmic membrane by
extracellular bacteria allows access to the Nod proteins
in nonphagoctic cells (90). Protein A on S. aureus binds
to the tissue necrosis factor-α (TNFα) receptor (TNFR1),
and this interaction reproduces the inflammatory effects
of its natural ligand (91). Bacteria produce formyl-
methionyl peptides (e.g., f-Met-Ile-Leu-Phe), which are
potent chemoattractants for neutrophils and macro-
phages (92).

During the initial phase of inflammation after a bacte-
rial invasion, many cell types residing in the mucosa or
skin (e.g., keratinocytes) may produce molecules impor-
tant in controlling infections. Several studies revealed that
mast cells are among the important resident host cells.
Mast cells, classically known for their stores of histamine
and serotonin (93), are abundant along the bronchial tree
and epidermis of the skin. They are now known to con-
tain preformed TNFα as well as to be a major source of
various cytokines. Mast cells account for 90% of IL-4– and
IL-6–producing cells in the nasal cavity (94). On exposure
to various bacterial products (e.g., LPS), mast cells release
these cytokines, which are essential for the recruitment
of neutrophils to the site of inflammation. The absence
of mast cells can increase the susceptibility of animals to
bacterial infections in the peritoneum or the lung; their ab-
sence can be partially compensated for by administration
of TNFα (95).

As the inflammatory process persists, additional cell
types come to the site of inflammation. In the case of ex-
perimental pneumococcal pneumonia, neutrophils come
to the lung in 12 to 24 hours, followed by the appear-
ance of monocytes and macrophages in 48 hours (96). Few
lymphocytes are observed in the lung during this time pe-
riod. Neutrophils and macrophages become activated by
the bacterial products (e.g., LPS) and chemokines (e.g.,
IL-8) on their arrival at the site of infection. Neutrophils
and macrophages can rapidly phagocytize and kill the bac-
teria. (See Chapter 18 for a detailed description of phago-
cytosis.) Phagocytosis can occur when phagocytic cells rec-
ognize certain native molecular structures of the bacteria
such as lectins, PS, and peptides (RGD sequence) (97) or,
aided by their CR3 and Fc receptors, recognize the host
opsonins on the bacterial surface.
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Inflammatory processes trigger the cascade of
chemokine and cytokine release at the site of inflam-
mation. Sequential appearance of chemokines has been
noted in the pneumonia model (96). The peak levels
of chemokines macrophage inflammatory protein-2
(MIP-2) and KC are achieved in the lung less than 6
hours after infection. The peak levels of MIP-1α and
monocyte chemotactic protein-1 (MCP-1) are observed in
12 to 24 hours. Neutralizing MIP-1α and MCP-1 along
with RANTES (regulated on activation, normal T cell
expressed and secreted) reduces macrophage recruitment.
The cytokines produced during acute inflammation can
be divided into two groups: proinflammatory cytokines
(e.g., IL-1 and TNFα) and antiinflammatory cytokines
(e.g., IL-4). The molecules produced during inflammation
can induce the expression of endothelial leukocyte adhe-
sion molecule (ELAM), intercellular adhesion molecule
(ICAM), and vascular cell adhesion molecule (VCAM) on
endothelial cells and selectins and integrins on leukocytes,
thereby modifying the properties of the cells at the site of
inflammation (cell adhesion, vascular permeability, etc.).

Systemic Response to Bacterial Invasion

Once extracellular bacteria enter the systemic circulation,
they are rapidly removed by the spleen or the liver (15,92).
Persons lacking splenic function (due to sickle cell disease
or splenectomy) are at an increased risk of overwhelming
sepsis from encapsulated pathogens (e.g., S. pneumoniae)
(98). Clearance of bacteria from the blood by these organs
is facilitated because phagocytes are abundant and blood
circulates slowly in these organs, preexisting cross-reactive
antibodies can fix complement (99), and the alternative
pathway or mannose-binding lectin can fix complement
nonspecifically. The bacteria release many inflammatory
bacterial products into the systemic circulation and trigger
many systemic changes, such as fever and accumulation
of leukocytes at the sites of infection.

Cytokines (e.g., IL-6, IL-1) and glucocorticoids trigger
the acute-phase response by stimulating hepatocytes to
produce and secrete a variety of molecules that are termed
acute-phase reactants, such as coagulation factors, serum
amyloid A protein, C-reactive protein (CRP), TREM-1
(100), and collectins (101). Collectin molecules, which
have a C-type lectin motif and a collagen-like motif, can
bind to the surface of bacteria, activate complement along
the classic pathway, and opsonize bacteria. For instance,
mannose-binding lectin, a collectin, binds bacterial sur-
face glycoproteins that contain mannose and N-acetyl glu-
cosamine. Increased incidence of infection has been asso-
ciated with low serum levels of mannose-binding lectin in
individuals (102).

CRP, named for its ability to bind to pneumococcal
C-polysaccharide, is found in highest concentrations in
serum. Transgenic mice expressing human CRP are more

resistant to systemic pneumococcal infection (98). After
CRP binds to PC, which is expressed on many respiratory
tract pathogens, it activates complement or functions like
anti-PC antibody by engaging FcR. Indeed, CRP can kill
PC-expressing H. influenzae in vitro in the presence of com-
plement. Because many pathogens use phosphorylcholine
to bind to the host cells via rPAF, CRP also blocks bacterial
adhesion that involves this receptor (103).

One systemic response to infection is to lower the serum
concentration of iron. This is achieved by an increase in
the transferrin concentration in serum and by an increase
in iron storage by tissues. Iron at the site of inflammation
may be reduced by neutrophil-secreted lactoferrin. The re-
duction in the amount of iron available to bacteria can be
a significant defensive measure (104). Moreover, even a
moderate reduction in iron intake (105) and the use of an
iron chelator have been shown to be beneficial against in-
fections by extracellular bacteria. In contrast, an excess of
iron may predispose an individual to infections (106).

In the past, the study of the role of molecules in host
defense in vivo was limited by the availability of a few
natural mutations (or alleles). With the widespread use
of targeted gene-deletion and transgenic technology, many
new molecules have now been investigated for their in vivo
role. Some of these studies that are relevant to extracellu-
lar bacterial infections are listed in Table 38.2. Although
the story is evolving, these studies have begun to show the
complexity of the host defense in molecular detail. For in-
stance, studies have revealed the unexpected relevance of
some molecules to protection against bacterial infections.
Lipoproteins are relevant to bacterial infections because
lipoproteins can bind and neutralize LPS (107). Surfac-
tant molecules are also important, and their mechanisms
are under investigation. These studies further illustrate the
differences in the protective mechanisms used against dif-
ferent groups of bacteria. C9 deficiency predisposes one to
infection by gram-negative organisms such as N. menin-
gitidis but not to infection by gram-positive bacteria. This
information has supported our understanding that serum
bactericidal activity is not the major protective mechanism
for gram-positive bacteria.

Several additional mutations are found to affect pre-
dominantly the defense against gram-negative organisms
(108). The IL-1B gene is allelic at various locations, but
only the allelic homozygosity at position –511 of the
IL-1B gene is associated with an increased fatal outcome
to N. meningitidis infections in humans compared with
heterozygosity at that position (109). The fact that het-
erozygous individuals are more protected than homozy-
gotes also complicates the potential explanations. In ad-
dition, in vivo manifestations of the same genetic defect
can be different in different genetic backgrounds. The ef-
fect of the btk mutation is largely limited to production of
antibodies to PS antigens in mice (110), but the same mu-
tation produces agammaglobulinemia in humans (111). Of
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◗ TABLE 38.2 Examples of Genes Associated with Changes in the Susceptibility to
Extracellular Bacterial Infections

Gene Susceptible Reference

Low-density-lipoprotein receptor Gram-negative bacteria (lipopolysaccharide) 241
C3 Group B streptococcus 242
C4 Group B streptococcus 242
C9 Neisseria meningitidis 243
SP-A Group B streptococcus 81
TNFRI Streptococcus pneumoniae, Staphylococcus aureus 244
TNFR1 and type1 IL-1R Escherichia coli 245
IL-6 E. coli 246
IFNγ Brucella abortus 247
IL-10 E. coli fewer bacteria but more damage 113
IL-23 Citrobacter rodentium, Klebsiella pneumoniae 221, 222
IL-17R K. pneumoniae 221
bcl-3 S. pneumoniae 108
P50 unit of NF-κB S. pneumoniae, Listeria monocytogenes 248
Nude mice Helicobacter pylori 249
BTK S. pneumoniae 164
TLR2 S. pneumoniae 85, 86
TLR4 E. coli 228
CXCL15 K. pneumoniae 250
CXCR2 Pseudomonas aeruginosa 251
IL-8R murine homolog E. coli 252
LFA-1 CD11a/CD18 S. pneumoniae 253
Mac-1 CD11b/CD18 S. pneumoniae 253
Mrp-1 More resistant to S. pneumoniae 114
Nod1 H. pylori 90
IL-1 receptor associated kinase IRAK-4 S. pneumoniae 254

interest, an immunodeficient human patient with the in-
ability to produce antibodies to PS (but not protein) anti-
gens was found to have a mutation at btk (112), further
emphasizing that background genes can have a profound
effect on the in vivo role of one mutation. Finally, pheno-
typic changes are complex. IL-10 gene deletion results in
fewer bacteria but more tissue damage after an infection
(113). Mrp-1 gene deletion results in an increased resis-
tance to pneumococcal infections (114). As additional in-
formation becomes available, a more comprehensive pic-
ture will emerge. This should help us to expand the use
of immunoregulators (e.g., TNFα antagonist) for treat-
ing autoimmune diseases (115) without compromising the
patient’s ability to combat infections.

ANTIGEN-SPECIFIC HOST DEFENSE
RESPONSE

Accompanying antigen-nonspecific responses, the host
also mounts an adaptive, antigen-specific immune re-
sponse. For protective responses to extracellular bacte-
ria, B cell–mediated (but not T cell–mediated) immune
responses are critical, as shown by clinical observations

of patients with Bruton’s agammaglobulinemia. These pa-
tients, who have relatively normal T cell function but lack
B cells, suffer primarily from infections caused by extra-
cellular bacteria, which can be very successfully treated
with the passive administration of pooled γ -globulin (116).
Consequently, protective B cell responses are described in
detail in what follows.

Responses of the Host (B Cell) Immune
System to Bacteria

After an asymptomatic exposure or an infection, the host
develops antibodies to many different bacterial antigens.
For instance, the level of antibodies to various pneumococ-
cal antigens increases in young children as they age, even if
they never have clinical infections (117). However, the anti-
body levels remain low in those young children without ev-
idence of asymptomatic nasopharyngeal carriage of pneu-
mococci. This finding suggests that asymptomatic carriage
of pneumococci is sufficient to raise antibody levels (117).

When an infection occurs, it presents the host with a
large load of free antigens released from bacteria such
as capsular PSs and proteins (e.g., toxins). Bacterial pro-
teins induce strong immune responses in a conventional
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T cell–dependent manner; indeed, the antibody response
induced by bacterial proteins has been used to diagnose in-
fections (118). In addition, the released PSs that are read-
ily detectable in the urine of many patients (119) are used
to diagnose pneumococcal pneumonia (120). The released
PSs may neutralize the anti-PS antibodies in the host. For
example, vaccination with hemophilus vaccines may neu-
tralize preexisting anti-PS antibody and briefly increase
disease susceptibility immediately after the vaccination
(121).

In contrast to proteins, bacterial PSs generally elicit an-
tibody responses with minimal help from T cells (122). Be-
cause bacterial PSs usually have many repeating units and
multiple epitopes, they can efficiently cross-link BCR and
stimulate B cells. The PSs primarily stimulate two subsets
of B cells: B1 B cells (123) and marginal zone (MZ) B cells
(124,125). These two types of B cells along with follicular B
cells are the three recognized subsets of mature B cells with
preferential anatomic locations. B1 B cells are associated
with the peritoneum, MZ B cells are found in the splenic
marginal zone, and follicular B cells are in splenic follicles.
In mice, the subsets can be distinguished by their surface
phenotypes. Follicular B cells are IgMlow, IgDhigh, CD23+,
CD21int, and CD1dlow, whereas MZ B cells are IgMhigh,
IgDlow, CD23low, CD21high, and CD1dhigh (126). B1 B cells
express CD11b and B220, with CD5 expression being used
to divide them into B1a (CD5+) and B1b (CD5−) subsets
(123). Furthermore, these subsets have distinct develop-
mental requirements. MZ B cells require a proline-rich ty-
rosine kinase (Pyk-2) (124), Aiolos, and Notch2 (126). B1
B cell deficiency was noted in mice without the regulatory
B1 subunit of calcineurin (127). B1a B cells are absent in
CD19-deficient mice (128), and the development of B1 and
follicular B cells requires BTK (129).

Several observations support the contention that the an-
tibody response to PS antigens is largely independent of T
cells. Athymic mice can produce antibodies to PS antigens.
PS antigens do not bind class II molecules as protein anti-
gens do (130) and may actually interfere with the presen-
tation of protein antigens (131). In addition, they do not
usually induce the formation of germinal centers (132),
elicit poor immune memory (133), and easily tolerize B
cells (134). Nonetheless, there have been past reports of T
cell involvement in the antibody response to PS antigens
(135), and recent studies suggest that CD40 is involved in
this response (136). Because the PS antigens used for the
studies may have had contaminants that affected their im-
mune properties (137) and zwitterionic PSs may behave
differently from other PSs (138), additional studies with
pure PSs would be needed to define the role of non-B cells
in the antibody response to PS antigens.

Polysaccharide antigens commonly elicit oligoclonal
antibodies, which use a restricted number of V region
genes (139,140) even among genetically unrelated humans
(141). In addition, the antibodies to PS exhibit few somatic

mutations (141,142) and generally have a low affinity to the
antigen (143). However, because the capsular PS and LPS
O antigens present repeating epitopes, even low-affinity an-
tibodies can bind with enough avidity to fix complement
and cause opsonization and/or bacteriolysis.

Capsular PSs have been used as vaccines because their
antibodies are protective. Young children, however, do not
produce antibodies to most PS antigens until they are sev-
eral years old (144), and they are particularly susceptible
to infections by encapsulated bacteria during their first
few years of life (145). However, young children readily
produce antibodies to PS when it is conjugated to a pro-
tein carrier. The clinical use of “conjugate” vaccines to in-
duce antibodies to H. influenzae type b (Hib)-PS in young
children has virtually eliminated Hib meningitis as well
as oropharyngeal colonization by Hib (146). Similar “con-
jugate” vaccine approaches have been used to produce
7-valent pneumococcal and 4-valent meningococcal con-
jugate vaccines (147,148). The pneumococcal conjugate
vaccine has been used for young children since 2000 and
has markedly reduced the incidence of invasive pneumo-
coccal infections in both young children and older adults
(149).

The immunobiology of conjugate vaccines can differ
based on the protein carriers used. Among hemophilus
conjugate vaccines, Hib-PS conjugated to the meningococ-
cal outer membrane protein complex (OMPC) can elicit an-
tibody responses after only one immunization (150), pre-
sumably because, unlike other protein molecules used as
carriers, OMPC stimulates TLR2 (151).

Not all bacterial antigens are presented to the host as
free molecules, and some antigens remain associated with
the bacteria. When the bacteria enter the blood circula-
tion, they preferentially localize at the marginal zone of the
spleen. The marginal zone has features useful in capturing
particles in the blood: the zone is where the terminal arte-
riole ends and empties into sinuses and has several charac-
teristic macrophages and dendritic cells (DCs) (126). After
the localization of the bacteria at the marginal zone of the
spleen, even without T cells, within 2 to 3 days MZ B cells
can be activated and become plasma cells secreting anti-
bodies to bacterial PSs (125). Marginal zone B cells have
additional unique characteristics. They are rapidly stimu-
lated by LPS (152), and their maturation may be facilitated
by other bacterial molecules as well. MZ B cells may facil-
itate the activation of follicular B cells because they can
capture IgM immune complex and transport it to follicu-
lar dendritic cells (153,154).

Although MZ B cells can mature and differentiate inde-
pendent of T cells (125), other cells, including T cells, may
help their maturation and antibody responses to various
bacterial antigens. MZ B cells can present bacterial (pro-
tein) antigens to naive T cells (153). In addition to protein
antigens, antibody responses to bacterial PSs require co-
factors such as B7-2 (155) and CD40 (155,156) and can be
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reduced with simultaneous injection of anti-CD4 and CD8
antibodies (157,158). Indeed, studies have shown antibody
responses to PSs attached to bacteria to be T cell dependent
(159). MZ B cell response may depend on DCs as well. On
taking up dead bacteria, CD11clow, CD11bhigh DCs in the
blood locate to the spleen and may provide TACI ligand(s)
helpful in MZ B cell survival (160). Adoptive transfer of
live dendritic cells after an in vitro exposure to dead pneu-
mococci can transfer antibody responses to pneumococcal
proteins and PS antigens (161). NK T cells may be involved
in MZ B cell maturation, because MZ B cells express CD1
and may activate NK T cells (153).

Preimmune animals have antibodies that cross-react
with many structurally unrelated antigens. These antibod-
ies are often labeled as “natural antibodies.” The major-
ity of these antibodies are of the IgM isotype, and they
frequently bind autologous antigens. Anti-PC antibodies
may be examples of natural antibodies. Recent studies
suggest that these natural antibodies are important in the
early phase of bacterial and viral infections (162). For in-
stance, anti-PC antibodies react with a PC epitope found
on S. pneumoniae, H. influenzae, and Wuchereria bancrofti
(a tissue nematode) (163–165). Anti-PC antibodies can re-
duce the susceptibility of mice to pneumococcal infections
(164). A recent study suggested that the natural antibodies
are from B1a B cells. CD19-deficient mice lack B1a B cells
and have a reduced number of MZ B cells. These mice also
lack anti-PC antibodies and are susceptible to pneumococ-
cal infections (128). In contrast, another mouse strain that
exhibits both a reduced number of MZ B cells and a de-
ficiency of B1b cells can produce anti-PC antibodies and
is as resistant to pneumococcal infections as are normal
mice (128).

In addition to natural antibodies, animals often have
preexisting antibodies to a PS that cross-react with struc-
turally similar PSs (166–168), probably because many PS
molecules have very similar structures. Sometimes it is dif-
ficult to distinguish usual “anti-PS antibodies” from “nat-
ural antibodies.” Cross-reactions may play an important
role in protecting the host against its first exposure to a
bacterial species. For instance, human adults carry de-
tectable amounts of antibodies to the H. influenzae type b
PS (Hib-PS)—even in the absence of vaccination—and are
thus relatively resistant to H. influenzae infections (145).
Although some of the antibodies may be the result of im-
munization by subclinical infections, the majority of hu-
man preimmune (but not postimmune) anti-Hib PS an-
tibodies cross-react with E. coli K100, the PS capsule of
which is an isopolymer of Hib PS (169). Experimental col-
onization of rats with E. coli K100 can protect them against
Hib (170). About 1% of human IgG binds a carbohydrate
epitope [gal(1→3)gal] (171), and this antibody can kill
Trypanosoma and Leishmania in vitro (172). Cross-reactive
antibodies binding the LPS core components are thought
to be responsible for the protection from bacteremic dis-

semination of gonococci in nonimmune patients (99), al-
though they cannot prevent infection of the genital tract
(99).

Normal gut flora may be the antigenic stimulus for
many of the cross-reactive anti-PS antibodies. About 1%
of the human population carries E. coli K100 in its gut at
any moment (173). Antibodies to gal(1→3)gal are found to
bind many species of bacteria isolated from normal stool
specimens (171). The gut flora may have additional inter-
esting effects on the immune system. For example, in some
transgenic mice, inflammatory bowel diseases develop in
the presence of normal intestinal flora but not in the ab-
sence of gut flora. In addition, in some animals, such as
chickens and rabbits, microbial colonization of the gut ap-
pears to be necessary for the normal development of anti-
body V region repertoires (174). Bacteria should therefore
be considered as active participants in shaping the host
immune system.

Protective Mechanisms of Antibodies

Antibodies to virulence factors may act by neutralizing the
function of those factors. Antitoxin antibodies can protect
a host by blocking the action of the toxins or by increasing
the removal rate of the toxins (e.g., blocking the binding of
the toxins to the host cell receptors). Antibodies to super-
antigens or tetanus toxin can inactivate them and thereby
provide protection to the host. Antibodies to an E. coli ad-
hesin can prevent experimental infections of E. coli (175).
Antibodies to M protein neutralize its ability to interfere
with complement and provide protection against S. pyo-
genes infections. Antibodies to LPS (176,177), or perhaps
to LTA (178), can be protective. Antibodies to PspA, pneu-
molysin, autolysin, or PspC (CbpA) can protect animals
from fatal pneumococcal sepsis. Although these antigens
are being investigated as potential replacements for the ex-
pensive pneumococcal conjugate vaccines, the protective
mechanisms that they use are unclear. The most recent
hypothesis suggests that antibodies to PspA may alter the
complement fixation on pneumococci (27,179). Antibod-
ies to IgA1 protease or iron-transport systems (180,181)
can also protect against bacterial infections, most likely by
neutralizing the normal functions of the target antigens.
Finally, in the presence of antibodies and complement,
the ability of the liver to remove bacteria increases sig-
nificantly (15). Thus, another protection mechanism pro-
vided by antibodies may be to facilitate the in vivo removal
of bacteria from circulation by enhancing the ability of the
reticuloendothelial system to clear bacteria.

Antibodies to capsule PS can provide protection by
fixing complement on the surface of bacteria and by
inducing bacteriolysis or opsonization. The bacterioly-
sis pathway can provide significant in vivo in protection
against gram-negative bacteria, as is illustrated by the sus-
ceptibility to N. meningitidis infections of persons with
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deficiencies of C5-9 components (182). In contrast, anti-
bodies and complement do not lyse gram-positive bacte-
ria but opsonize them for phagocytic killing, as explained
later (88). Host phagocytes cannot readily recognize and
kill the intact encapsulated gram-positive bacteria. How-
ever, once they are coated with antibodies and comple-
ment fragments, the host phagocytes can readily recog-
nize the bacteria with various recognition receptors and
engulf the bacteria for intracellular killing. An Fc recep-
tor (CD16b) and a complement receptor (CR3) are among
the important recognition receptors. CR3, an integrin
molecule, is a heterodimer of CD11b and CD18. Protec-
tion mediated by this antibody/complement-mediated op-
sonization is probably very important in vivo, because both
complement deficiency and agammaglobulinemia predis-
pose individuals to infections by many different extracel-
lular bacteria (116,182). To be effective for opsonization,
the epitope of the surface antigens must be exposed on
the surface of the bacteria. Effective antibodies to the
porins of N. meningitidis recognize the surface loop of the
molecule (183). In most pneumococci, C-polysaccharide
(C-PS) is mostly buried underneath the PS capsule. Al-
though antibodies to the C-PS can fix complement (15),
anti–C-PS antibodies were ineffective in protecting mice
against most S. pneumoniae, unlike antibodies to capsu-
lar PS, which are protective (184). However, a recent study
found that purified human anti–C-PS antibodies can op-
sonize pneumococci (185); thus, additional studies are
needed.

Because antibody-mediated opsonization and bacteri-
olysis depend on the complement-fixing properties of the
Fc region, the relative efficacies of antibodies of differ-
ent immunoglobulin isotypes have been compared. IgM
antibodies are produced early in the course of infections
and should be important in the early phase of infections
because they fix complement very efficiently and can op-
sonize bacteria. Selective deficiency of IgM antibodies
was found to increase susceptibility to bacterial infections
(186). Studies found that specific IgM antibodies aggluti-
nate erythrocytes, fix complement, and lyse erythrocytes
more readily than IgG antibodies (187), and IgM antibod-
ies are more effective in complement-mediated bacterioly-
sis (188); however, IgG antibodies are more effective than
IgM antibodies in preventing pneumococci infections of
mice (189) or in opsonizing Hib in vitro (190). Moreover,
antibodies to some IgG subclasses have been reported to
be more protective against specific viral (191) and fungal
(192) infections than antibodies to other subclasses. These
results suggest that optimal opsonization requires not only
complement receptors but also Fc receptors for IgG. In the
absence of inflammation, IgM antibodies are confined to
the intravascular space, whereas IgG antibodies can enter
the extracellular space. However, inflammation can make
the vessels at the infection site permeable, at which point
antibodies of all isotypes may enter the infection site. Com-

pared with IgM antibodies, IgG antibodies may be espe-
cially efficient at neutralizing toxins because they have a
longer half-life, generally have a higher affinity, and are
already present in extravascular spaces prior to infection
(193).

IgG subclasses differ in their ability to fix complement
and to bind Fc receptors (194,195). It was also reported
that IgG1 mouse monoclonal antibody is protective against
Cryptococcus neoformans but that IgG3 mouse antibody is
not (192). Consequently, the fact that antibodies to bacte-
rial PS are found to be largely restricted to a single IgG
subclass (IgG2 in humans and IgG3 in mice) has led to
many studies of the differences in the protective proper-
ties of antipolysaccharide antibodies of different isotypes.
Mouse IgG3 antibodies (but not antibodies of other IgG
subclasses) can associate with each other through their Fc
regions (196). This feature may make the IgG3 antibodies
with a low affinity to PS more effective in binding the anti-
gen than antibodies of other isotypes of the same affinity.
Although the foregoing observations provide a theoretical
advantage for mouse IgG3 antibodies, this same aggrega-
tion phenomenon has not been observed for human IgG2
antibodies, even though some human IgG2 can form co-
valently joined dimers (197). The full significance of IgG3
aggregation is not clear, however, because antipolysaccha-
ride antibodies of the IgG3 isotype have not been observed
to be any more efficacious against pneumococcal infec-
tions than antibodies of other isotypes (198). IgG2 anti-
body levels can be significant, however. People expressing
the Gm23− IgG2 allele have higher IgG2 antibody levels
than people with the Gm23+ allele. Among C2-deficient
persons, Gm23− persons are more susceptible to bacterial
infections than Gm23+ individuals (199).

Moreover, in contrast to expectations, many studies
found that human IgG1 antibodies are slightly more ef-
fective at opsonization and bacteriolysis than are human
IgG2 antibodies (195,200). Neither of these isotypes ap-
pears to be essential, however, because individuals lack-
ing IgG1 and IgG2 subclass genes are healthy (201). Fur-
thermore, human IgG2 antibodies bind less strongly to
CD16, CD32, and CD64 than do IgG1 or IgG3 antibodies
(202) and may not be effective for neutrophil opsoniza-
tion in individuals homozygous for a specific CD32 al-
lele (200). These observations, taken together, strongly
suggest that the human IgG2 (or mouse IgG3) subclass
may not provide any unique advantage in defense against
bacteria.

IgA is highly heterogeneous in structure: It can exist as
a monomer, a polymer, or in secretory forms. However, its
function is unclear. Although it has been reported that IgA
can opsonize (203), fix complement (204), and facilitate the
lysis of N. meningitidis (205), other studies have found that
IgA does not fix complement in vitro (206) and may even
inhibit the IgG-mediated complement-dependent killing
(207). The ability of IgA to fix complement may also depend
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on its denaturation or its glycosylation status (208,209).
Nevertheless, other studies indicate that IgA antibod-
ies may fix complement by the mannose-binding lectin
pathway (210) and that human IgA antibodies against
pneumococcal capsular PS can opsonize pneumococci for
killing by neutrophils (211).

Bacteria that commonly colonize or infect mucosal
areas often produce IgA1 protease, and IgA antibody has
been found to provide protection in at least some of these
cases (212). These findings suggest that IgA may play an
important role as a part of the complex mucosal immune
defense. IgA antibodies may be important in reducing
nasopharyngeal colonization by bacteria, inasmuch as
the mice deficient in IgA or polymeric immunoglobulin
receptor can carry pneumococci in the nasopharynx even
after an immunization against pneumococci (213). IgA
may function by aggregating the bacteria and facilitating
their expulsion from mucosal areas. IgA may also block
the invasion of bacteria through the mucosal epithelial
cells, because endocytosed IgA has been found to block the
transport of virus through epithelial cells (214). However,
IgA-deficient persons or mice are relatively healthy, and
IgA-deficient mice can elicit normal protective immunity
to experimental infections with influenza virus. IgM
antibodies may function as secretory antibodies in
IgA-deficient individuals (215).

Responses by T Cell Immune System to
the Extracellular Bacteria

Although immune responses to toxins from extracellu-
lar bacteria are T cell dependent, antibodies to the tox-
ins mediate protection; therefore, the protective immunity
against extracellular bacteria is clearly centered on the B
cell responses. However, recent studies suggest additional
roles for T cells in responses to extracellular bacteria and
their products. PS associated with lipid can stimulate T
cells in association with CD1 molecules (216). In addition,
studies of abscess formation in response to Bacteroides
fragilis infection showed that its zwitterionic capsular PS
can be taken up by antigen-presenting cells, which can pro-
cess the PS with a nitric oxide–dependent mechanism and
present it in association with MHC class II molecules (138)
to stimulate CD4+ T cells to produce IL-17 (217). T cell
stimulation also requires participation of cofactors CD86
and CD40L (218). IL-17 is an important part of the host re-
sponse to B. fragilis, because antibody to IL-17 can block
the B. fragilis–induced abscess formation (219). Recently,
Th17 T cells were defined as a distinct CD4+ T cell subset
that secretes IL-17 and requires a novel set of cytokines
for Th17 lineage commitment (TGFβ and IL-6) and sta-
bilization (IL-23) (220). Although the role of Th17 T cells
in immune responses to extracellular bacteria is being in-
vestigated, IL-17 receptor deficiency or deficiency of IL-23

has been associated with increased susceptibility to extra-
cellular bacterial infections (221,222).

DELETERIOUS HOST RESPONSES

Inflammatory response by the host inevitably causes some
tissue damage. In some bacterial infections such as pneu-
monia and meningitis, this damage plays a significant role
in disease pathology and symptoms. For instance, animal
models of meningitis have shown that inflammation asso-
ciated with bacterial products (primarily cell walls) is the
primary cause of neurologic damage. Treatment of animals
with antibiotics alone can eradicate the bacteria, but it
does not prevent neurologic damage. In contrast, when in-
flammation was controlled by steroids administered along
with the antibiotics, the amount of neurologic damage was
considerably reduced (223).

Antigen-nonspecific Deleterious Response

Uncontrolled inflammation at the systemic level can pro-
duce septic shock, which can be triggered by several fac-
tors, including exotoxins (e.g., staphylococcal enterotoxin
B) of gram-positive bacteria, the combination of LTA and
peptidoglycan from gram-positive bacteria (224), or LPS
from gram-negative bacteria. The staphylococcal entero-
toxin B superantigen binds the host’s class II molecules
of the MHC region and can stimulate large numbers of
helper T cells to release cytokines. Septic shock can also
be initiated when LPS from gram-negative bacteria binds
CD14 and a TLR and stimulates macrophages or mono-
cytes to secrete inflammatory cytokines. (See Chapter 14.)
In addition to cytokines, the stimulation of host cells by
bacterial products leads to the release of other mediators
of inflammation, such as arachidonic acid metabolites; ac-
tivation of the complement cascade; and activation of the
coagulation cascade. Excess release of the mediators leads
to the failure of the vascular system and, finally, the fail-
ure of multiple organ systems. Studies using transgenic
mice with defective genes have identified several molecules
critical in developing septic shock, such as TNFα, one of
its receptors TNFRI, IL-1–converting enzyme, and ICAM-1
(225). This approach also showed that CD14 and TLR4 are
critical for LPS-induced septic shock and that CD28, a T
cell costimulation molecule, is necessary for superantigen-
induced septic shock (225).

Anthrax infections provide another example of uncon-
trolled host response. “Lethal factor” binds the “protective
antigen” immobilized on the macrophages and then stim-
ulates the cells to secrete cytokines and reactive oxygen
intermediates. These macrophage products are believed
to kill the host, because the host dies even when the pro-
liferation of the bacteria is controlled. When macrophage
cells are removed from animals, the animals are resistant
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to anthrax toxins (226). This suggests that the macrophage
response to the toxins is actually responsible for the death
of the host.

Although inflammation is a significant cause of mor-
bidity and mortality, it must also be regarded as the host’s
primary protection from bacterial infections. Evidence for
this hypothesis comes from studies with TLR4-deficient
mice, which, although they are nonreactive to LPS and are
completely resistant to LPS shock, are more susceptible
to infection with gram-negative bacteria than are normal
mice (227,228). Perhaps LPS is “toxic” because the host
has evolved to use this common bacterial component as a
trigger for host responses.

Antigen-specific Deleterious Response

Many bacterial antigens express the epitopes cross-
reactive with host antigens and thus have the potential
to elicit antibodies during infections that cross-react with
host tissue. For instance, the PS capsule of N. meningitidis
group B mimics epitopes expressed in the central nervous
system (229), such as the N-acetylneuramic acid epitope
in the embryonic N-CAM (230). The LPS of many strains
of N. meningitidis, N. gonorrhoeae, H. influenzae, and
H. ducreyi expresses the epitope of blood group antigen pK
(231). The LPS of Campylobacter jejuni and Helicobacter
pylori expresses epitopes mimicking other host antigens,
such as ganglioside and Lewis X, respectively (231). Epi-
demiologic studies associated C. jejuni infections with the
development of an autoimmune disease—Guillain-Barré
syndrome (232).

Although the association between the abovementioned
examples of cross-reacting bacterial antigens and autoim-
munity is unclear, S. pyogenes infection is associated with
rheumatic fever and acute glomerulonephritis. Studies
found that S. pyogenes can be divided into two classes
with a monoclonal antibody to M protein (233) and that
rheumatic fever develops only after an infection of S. pyo-
genes with class I strains (233). Class I and class II strains
of S. pyogenes can also be readily distinguished by the link-
age relationship of the M protein genes with the genes en-
coding related surface proteins (233,234). M proteins from
some class I S. pyogenes express epitopes highly cross-
reactive with epitopes of cardiac myosin, tropomyosin,
vimentin, laminin, and keratin (235–237). An antibody
molecule may bind to all of these protein molecules be-
cause a major portion of these proteins are coiled-coil
α-helix (237). The polyreactive antibodies to M protein
may directly damage myocardial and endothelial cells
(238). In addition to antibodies, CD4+ and CD8+ T cells
are found at rheumatic heart valves (239), and the
T cells proliferate to M protein peptides and heart pro-
teins (240). These observations suggest that the T cells with
cross-reactivity between M protein and myosin may be in-
volved in the pathogenesis of rheumatic fever as well.

CONCLUSION

Because extracellular bacteria can grow rapidly and pro-
duce toxins, some are potent pathogens. To combat these
bacteria, higher organisms primarily depend on two arms
of the immune system: innate immunity and adaptive im-
munity centered on antibody molecules. The two arms of
the immune system comprise of multiple layers of pro-
tection. In the early stage of an infection, innate immu-
nity involving pattern recognition receptors, complement,
phagocytes, and natural antibodies cross-reacting with
many antigens is important in host defense. During the late
stage of an infection, pathogen-specific antibodies appear.
These antibodies generally mediate the ultimate protection
against extracellular bacteria by triggering the protective
effects of complement and phagocytes. Nevertheless, in-
nate and adaptive immune responses may cause damage
instead of protection. A better understanding of how our
immune system protects against each pathogen will aid in
the development of more effective preventive and thera-
peutic measures against these pathogens.
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INTRODUCTION

Acquired immunodeficiency syndrome (AIDS) has rapidly
emerged as a devastating worldwide medical problem. Al-
though the first cases of AIDS were described as recently
as 1981 and its etiologic agent human immunodeficiency
virus type 1 (HIV-1) was only isolated in 1983, the rapid
pandemic spread of HIV-1/AIDS has changed the world
in which we live. Five million new HIV-1 infections oc-
cur each year (1). HIV-1 has ravaged sub-Saharan Africa,
where more than 25% of adults are infected by HIV-1 in
such countries as Botswana and Zimbabwe (Figure 39.1).
At the present time the virus is spreading most rapidly in
India, Central Asia, and Eastern Europe. It continues to be
a serious problem in the West, with more than 1 million
HIV-1 infections diagnosed to date in the United States.
Twenty million people have died from AIDS, and 40 mil-
lion are currently living with HIV-1 infections.

Although antiretroviral drug treatment is available for
infected individuals, these therapies are not curative.
Moreover, antiretroviral drugs are prohibitively expensive
for most people in the developing world. Thus, the conse-

quences of this infection at both an individual and societal
level make the development of strategies for the control of
HIV-1 an absolute priority.

The immunopathogenesis of AIDS is unique among hu-
man viral diseases. Although humans mount a vigorous
immune response against HIV-1, containment of replicat-
ing virus is incomplete. This incomplete immune control
of the virus can be explained, at least in part, by the abil-
ity of the virus to persist in nonreplicating forms, by its
propensity to mutate, and by its ability to destroy the cel-
lular elements of the immune system. The immunobiology
of the virus–host interactions of HIV-1 must be understood
if we are to succeed in generating new drug therapies or
in harnessing the immune response to create a vaccine to
contain viral replication in infected individuals.

This chapter will provide an overview of our current
understanding of the immunopathogenesis of AIDS. The
overview will include a description of HIV-1 and other
closely related primate lentiviruses. The mechanisms of
HIV-1 spread from one infected individual to another will
be examined. The immunologic dysfunction that occurs
as a consequence of persistent HIV-1 infection will be
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FIGURE 39.1 Prevalence of
HIV-1 infections in different
geographical regions worldwide.
HIV-1 is a worldwide epidemic,
and sub-Saharan Africa, the In-
dian subcontinent, and Southeast
Asia are the areas most affected.
Estimates of the number of in-
fections are shown in the boxes.
Adapted from (1) and (189).

detailed, and the factors that contribute to the extreme
variability of the clinical course in infected individuals will
be explored. The humoral and cellular immune responses
induced by HIV-1 will be described, with an exploration of
the ramifications of the incomplete immune control of the
virus. Finally, we will examine the progress made to date
and the obstacles we are still facing in the creation of an
effective HIV-1 vaccine.

THE HIV-1 VIRUS

HIV-1 is a retrovirus and a member of a family of pri-
mate lentiviruses (2). An infectious HIV-1 virion contains
two copies of a 9.2 kb single-stranded viral RNA genome

(Figure 39.2). Once the virus enters the cell, the RNA is
converted to double-stranded DNA by a virus-encoded en-
zyme, reverse transcriptase. This double-stranded DNA
enters the cell nucleus and integrates into the host cell
genome to generate a provirus using the virally encoded
enzyme integrase. The integrated provirus becomes the
primary template for the subsequent transcription of the
virus’ structural, regulatory, and accessory genes.

HIV-1 encodes three structural gene products (Figure
39.3). The gag gene encodes precursors for the virion cap-
sid proteins (capsid, nucleocapsid, and matrix) that pack-
age genomic viral RNA into virions and participate in vi-
ral uncoating. The pol gene encodes precursors for several
virion enzymes required for viral replication (protease, re-
verse transcriptase, RNase, and integrase). The env gene

FIGURE 39.2 HIV-1 virion
structure. Lentivirus particles are
spherical and consist of a lipid
bilayer surrounding a conical
nucleocapsid. Adapted from
(190).
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FIGURE 39.3 Genomic organization of HIV-1. The genomic organization of the linear double-
stranded proviral DNA form of the virus is shown. The presumed function of each of the viral
gene products is shown in the associated table.

encodes precursors for the envelope glycoproteins gp41
and gp120, which form the envelope protein gp160. The
HIV envelope protein binds to CD4 and to chemokine re-
ceptors to facilitate entry into and infection of CD4+ T cells
or macrophages as will be discussed later.

The virus also encodes a series of small regulatory gene
products, tat and rev, that are both essential for in vitro and
in vivo virus replication. While the basal transcription of
integrated HIV-1 is very low, the tat gene product dramat-
ically augments this RNA synthesis. It does this by bind-
ing to an RNA stem-loop structure that is present on the
5′-terminus of viral mRNAs and thus acts to enhance tran-
scriptional elongation. The rev gene product binds to a par-
ticular sequence present in unspliced viral transcripts, tar-
geting them for nuclear export. This allows the unspliced
viral transcripts, which encode the Gag and GagPol pro-
teins, to enter the cytoplasm of the infected cell, be trans-
lated, and subsequently be cleaved by the viral protease.

The viral accessory genes vpu, vpr, nef, and vif are dis-
pensible for in vitro replication but are required for in vivo
replication and viral pathogenicity. vpu encodes a protein
that enhances the release of viral particles and promotes
the degradation of CD4 in an infected cell. In the host
cell, vpu catalyzes gp160 liberation from CD4 in the en-
doplasmic reticulum, resulting in both an increase in Env
transport to the cell surface and CD4 degradation via the

ubiquitin/proteosome pathway. The functions of the vpr
gene product include stimulation of gene expression from
the HIV-1 LTR, induction of arrest in the G2 phase of the
cell cycle in the host cell, and facilitation of transport of
double-stranded viral DNA, produced by reverse transcrip-
tion in the cytoplasm, to the nucleus in the infected cell.
The functions associated with the nef gene product include
down-regulation of both CD4 and major histocompatibil-
ity complex (MHC) class I on the surface of the infected
cell, stimulation of virus infectivity, and modulation of cel-
lular activation pathways. Finally, as described in more de-
tail later, the vif gene product allows the virus to circum-
vent the potent antiviral activity of the host cell protein
APOBEC3G.

Viral entry into cells usually requires an interaction
of the envelope glycoprotein of the virus with the CD4
molecule (3) (Figure 39.4). Since CD4 is a cell signaling
molecule and CD4+ T lymphocyte dysfunction is a clini-
cal hallmark of HIV-1 infection, considerable experimental
work has been invested in determining whether an inter-
action between CD4 and gp120 is responsible for immune
abnormalities in AIDS. While recombinant gp120 added to
CD4+ T lymphocytes in vitro has been shown to induce T
lymphocyte abnormalities, there has never been conclu-
sive evidence to suggest that viral gp120, either virion-
associated or shed, can trigger T cell abnormalities in vivo.
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FIGURE 39.4 HIV-1 binding and entry into a cell. HIV-1 envelope binding to CD4 expressed on a
cell surface results in conformational changes in the envelope that facilitate coreceptor binding.
These events lead first to the insertion of the fusion peptide into the cell membrane and then
membrane fusion. Adapted from (191).

It has also been demonstrated that HIV-1 makes use of
other co-receptors for cell entry after binding to CD4 in
a two-step binding mechanism (4–6). Those molecules are
chemokine receptors and members of the seven transmem-
brane G-protein–coupled receptor family. The chemokine
receptor used by a particular HIV-1 isolate has important
ramifications for the cellular tropism of that isolate. It has
been shown that infection of a transformed T cell line
in vitro can only occur with viral isolates that employ the
CXCR4 molecule as their second receptor. Infection of pri-
mary macrophage populations occurs with isolates that
employ the CCR5 molecule as a second receptor. Entry
of viruses into primary human T cells can occur through
either the CXCR4 or the CCR5 receptor.

The demonstration that these seven transmembrane
G-protein–coupled receptors are important for HIV-1 en-
try into cells provided an explanation for some previously
puzzling biologic properties of HIV-1 isolates. This finding
provided a rationale for how CD4− cells, such as endothe-
lial cells, can be infected in vivo (7). It explained why HIV-1
replication in lymphocytes can be inhibited in vitro by a
number of beta chemokines, including MIP-1α, MIP-1β,
and RANTES, since these molecules are ligands for viral
coreceptors (8).

This viral requirement for second receptors also ex-
plained some of the well-described idiosyncratic biologic
events in the viral transmission process and in clinical pro-
gression to AIDS in those who are infected. It has been
known for some time that only a subpopulation of HIV-1
isolates appears to be transmitted by sexual contact. Those
viral isolates are almost universally macrophage-tropic (9).
It is now clear that the isolates of HIV-1 that are most
likely to be transmitted are macrophage-tropic because

they are CCR5-tropic. It has also been known for some time
that clinical conversion from an asymptomatic infection to
AIDS in chronically infected individuals is associated with
a phenotypic change in the infecting viral isolates (10). It is
now appreciated that this phenotypic change is associated
with a change of second receptor use by the virus from
CCR5 to CXCR4. HIV-1 replication increases substantially
in the infected individual as that individual progresses clin-
ically to symptomatic AIDS. It is unclear whether the asso-
ciated conversion from CCR5-tropic to CXCR4-tropic virus
in these individuals results in a virus with particularly high
replication potential, or rather that high levels of replicat-
ing virus select for CXCR4-tropic viruses.

An understanding of the immunobiology of AIDS must
be built upon an appreciation that HIV-1 represents an ex-
traordinarily diverse population of antigenically distinct
viruses, both at a population level and at an individual
level. This diversity is a result of a continuous process of
mutation that occurs during HIV-1 replication. One of ev-
ery 10,000 nucleotides of the replicating virus mutates be-
cause the HIV-1 reverse transcriptase lacks 3′ exonuclease
proofreading activity.

The virus therefore rapidly becomes an antigenically
heterogeneous swarm of viral quasispecies, even in a sin-
gle infected individual. With more than 1 billion new vi-
ral particles created daily during the period of peak viral
replication in an infected individual early after infection,
there is reason to assume that virtually any mutation that
the virus can tolerate will be generated. To contain HIV-1
replication, the immune system must therefore deal with
a diverse population of viruses in an infected individual.
The HIV-1 virus is also heterogenous at a population level.
Analysis of viral sequences from HIV-1 has shown that the
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FIGURE 39.5 Genetic diversity
of HIV-1 isolates. This figure
depicts a neighbor-joining tree,
based on a full genome sequence
alignment with a few represen-
tatives of each of the M group
major HIV-1 clades. The tree
was drawn using the Treemaker
tool at the Los Alamos HIV-1
database. Adapted from (189).

viruses cluster into distinct groups that are referred to as
subtypes or clades (Figure 39.5). Most HIV-1 isolates that
are found in the Western hemisphere and Europe are clade
B viruses, whereas those in India are clade C viruses.

INTRINSIC MECHANISMS OF
ANTIVIRAL DEFENSE

Recent work has defined a number of intracellular proteins
that have anti–HIV-1 activity. The most intensively studied
of these proteins is APOBEC3G (11). APOBEC3G is incor-
porated into budding HIV-1 virions and causes extensive
deamination of dC to dU on the minus single-stranded
viral DNA as it is being synthesized during reverse tran-
scription in the target cell. This causes an accumulation of
dG to dA mutations in the subsequently synthesized plus-
strand DNA of the virus. This phenomenon is termed hy-
permutation because the deamination can occur in greater
than 10% of all viral C residues, a level of mutation that
is not tolerable to the virus. APOBEC3G is a member of a
family of closely related cytidine deaminases that includes
APOBEC1 and activation induced deaminase (AID), which
deaminate the apolipoprotein B mRNA in gastrointestinal
tissue and antibody genes in B cells, respectively.

The HIV-1 auxiliary protein Vif allows the virus to
circumvent the potent antiviral activity of APOBEC3G
through at least two complementing mechanisms. Vif re-
cruits a ubiquitin ligase complex that mediates the polyu-
biquitylation of APOBEC3G, targeting this protein for
destruction by the 26S proteasome. Moreover, Vif also im-
pairs de novo APOBEC3G synthesis. Thus, Vif blocks the
incorporation of APOBEC3G into HIV-1 virions.

Trim5α is another recently described intrinsic mediator
of potent defense against primate lentiviruses (12). It is a
member of the tripartite motif family of molecules and
is composed of RING, B-box 2, and coiled-coil domains,
as well as a C-terminal B30.2 (SPRY) domain. By directly
recognizing the viral capsid of select primate lentiviruses,
it accelerates uncoating of the capsid of viral particles

following their entry into cells. By disrupting the ordered
process of viral uncoating and reverse transcription, this
protein acts to block cross-species transmission of certain
immunodeficiency viruses.

In further studies to define genetic restriction factors
for HIV-1, Murr1 has been shown to inhibit HIV-1 replica-
tion in unstimulated CD4+ T lymphocytes (13). This gene
product, previously implicated in copper regulation, ap-
pears to mediate this inhibition by stimulating basal and
cytokine-mediated nuclear factor (NF)–κB activity. With
considerable research activity ongoing at the present time
in the area of host genetic restriction factors for HIV-1
replication, there is reason to believe that more of these
molecules will be characterized in the near future.

ANIMAL MODELS OF AIDS

Animal models have proven of central importance in eluci-
dating aspects of HIV-1 pathogenesis and evaluating AIDS
vaccine strategies. Because HIV-1 is a member of a family
of primate lentiviruses that are species-restricted in their
ability to replicate, HIV-1 does not infect small labora-
tory animals. Mice therefore cannot be used to assess the
immunobiology of HIV-1 infections. Nevertheless, several
small laboratory animal models have been developed with
the hope of applying them to studying HIV-1 biology. These
models have relied on the tactic of reconstituting the im-
mune systems of immune-incompetent mice with human
lymphoid tissue. However, the use of these models has been
limited because the complex biology associated with the
dissemination of HIV-1 in humans is not reproduced in
these mice.

Much of our current understanding of AIDS immuno-
biology has come from studies of nonhuman primates
infected with primate immunodeficiency viruses. Many
African nonhuman primate species are infected with
lentivirus isolates that are closely related to HIV-1. These
viruses are referred to as simian immunodeficiency viruses,
or SIVs. It is, in fact, the transmission of selected SIVs
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across primate species barriers that led to the AIDS epi-
demic in human populations. HIV-2, the virus responsible
for much of the AIDS in humans in West Central Africa,
is indistinguishable at the genomic level from the SIV that
endemically infects the West Central African monkey the
sooty mangabey (14). Thus, a cross-species transmission
of SIVsm from the sooty mangabey introduced this virus
into humans.

Similarly, an SIV referred to as SIVcpz has been found
endemically in chimpanzees living in the wild in West Cen-
tral and East Africa. This virus arose as a result of cross-
species transmissions and subsequent recombinations of
two distinct SIVs that endemically infect nonhuman pri-
mate species on which chimpanzees prey. In fact, SIVcpz
is so similar at the genomic level to HIV-1, it has been
suggested that HIV-1 first entered humans in West Cen-
tral Africa through blood–blood contact as humans were
hunting SIVcpz-infected chimpanzees for food (15).

Interestingly, the various SIV isolates have dramati-
cally different levels of pathogenicity in different primate
species. The diverse SIVs that endemically infect various
monkey species in Africa have little or no pathogenicity
in their natural host species. SIVagm isolates that infect
African Green monkeys replicate to only very low levels in
this species and have not been reported to induce an AIDS-
like illness. Studies of large numbers of sooty mangabeys
that are naturally infected with their own SIVsm iso-
lates have shown that this virus replicates at a very high
level, comparable to the level of replication seen in HIV-1–
infected humans. However, only a single case of AIDS has
been reported in a sooty mangabey, and that occurred in a
monkey infected for greater than 19 years.

The pathogenicity of the virus isolates that are respon-
sible for AIDS in humans is quite variable. SIVsm/HIV-2,
a virus that has very little pathogenic potential in its nat-
ural host species, causes AIDS in humans, although it ap-
pears to be less pathogenic in humans than SIVcpz/HIV-1.
While the pathogenicity of SIVcpz in chimpanzees remains
unknown, there is reason to think that the virus may have
a low pathogenic potential in this species. This thinking
derives from the observation that many HIV-1 isolates
obtained from humans have been inoculated into chim-
panzees, and only one of these isolates has been shown to
induce AIDS in this species of great apes.

Importantly, selected SIV isolates induce an AIDS-like
illness when inoculated under experimental conditions
into certain Asian macaque species. The best studied of
these is the infection of rhesus monkeys with SIVsm.
SIVsm is also referred to in the literature as SIVmac be-
cause it was first isolated from macaques inadvertently in-
fected with this sooty mangabey virus. Rhesus monkeys
infected with SIVsm/SIVmac develop peak and set-point
plasma virus RNA levels that are even higher than those
observed in HIV-1–infected humans. The virus is R5-tropic
and accordingly causes profound depletion of the CCR5-

expressing memory CD4+ T lymphocytes in rhesus mon-
keys. Infected monkeys develop wasting, and a spectrum
of opportunistic infections and tumors indistinguishable
from that seen in HIV-1–infected humans (16).

Chimeric viruses that express HIV-1 envelopes on an
SIV backbone can be constructed in the laboratory. These
viruses are known as simian human immunodeficiency
viruses or SHIVs. A variety of HIV-1 envelopes have been
incorporated into SHIVs, resulting in viruses with distinc-
tive pathogenic profiles. SHIVs expressing R5-tropic en-
velopes have been able to replicate in macaques, but only
to low levels, and have not proven consistently pathogenic.
Selected SHIV isolates constructed with X4- or dual-tropic
envelopes induce profound CD4+ T lymphocyte loss, im-
munodeficiency, and an AIDS-like illness in macaques
(17). However, this SHIV-induced clinical syndrome dif-
fers from HIV-1–induced disease in humans because the
X4-tropic SHIVs selectively eliminate the naı̈ve rather than
the memory CD4+ T lymphocyte populations targeted by
the R5-tropic HIV-1 isolates in humans.

In spite of the distinct pathogenic profiles of these differ-
ent primate immunodeficiency viruses in Asian monkeys,
both the SIV- and SHIV-infected macaques have proven
enormously powerful models for exploring mechanisms of
AIDS immunopathogenesis and approaches to HIV-1 vac-
cination. They have been particularly useful in character-
izing virologic and immunologic events that occur during
the initial days following infection, a period of time dur-
ing which HIV-1–infected humans are rarely recognized
by clinical investigators. These models have also proven
invaluable for evaluating a diversity of strategies for HIV-1
vaccination.

HIV-1 TRANSMISSION

HIV-1 is transmitted primarily by sexual exposure. It is
also spread by needle sharing among intravenous drug
users. Transfusion of virus-contaminated blood products
occurred quite frequently before blood screening proce-
dures were developed in the mid-1980s. However, with
the introduction first of antibody testing and later of nu-
cleic acid testing by blood banks, transfusion-associated
transmission of HIV-1 has been nearly eliminated. Mother-
to-infant spread of the virus also occurs and remains a
serious problem worldwide (18). Testing for HIV-1 and
treatment of infected women with a short course of an-
tiretroviral drugs can reduce the frequency of intrapartem
and peripartem transmission from as many as 30% to less
than 2% of newborn infants. However, HIV-1 transmission
from mother-to-infant during breastfeeding remains a ma-
jor problem in the developing world.

Although we understand the epidemiology of HIV trans-
mission in human populations, its transmission at the
cellular level is not well defined. It is well established that
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HIV is transmitted in genital secretions and blood prod-
ucts, with most transmission occurring across a mucosal
surface during sexual contact (19). However, the extent
to which HIV associates with cells during the process of
transmission remains poorly understood. In infected in-
dividuals, viable virus exists both in a cell-free state and
within cells. While viral transmission can presumably oc-
cur through exposure to either cell-free or cell-associated
virus, the form in which the virus is usually transmitted
during sexual contact remains unknown.

Studies in the SIV/macaque model of AIDS initially
suggested that the first infected cell is of the dendritic
or monocyte/macrophage lineage (20). That observation
led to the hypothesis that virus in a dendritic cell (DC)
or macrophage travels from the mucosal site of initial
infection to local draining lymph nodes and then repli-
cates in those lymph nodes (21). This scenario would ex-
plain why there appears to be selectivity for macrophage-
tropic viruses at the time of viral transmission. While that
paradigm is certainly intuitively attractive, recent studies
in the SIV/macaque model have raised questions concern-
ing its validity. In experiments in which SIV was applied to
the tonsils or vaginal mucosa and local mucosal tissue was
then evaluated, viral RNA was found only in T lymphocytes
and not in DCs or macrophages (22,23). These studies sug-
gest that viral infection might occur in T lymphocytes in
addition to the previously defined DC/macrophage infec-
tion early after viral exposure.

HIV IMMUNOBIOLOGY AND CLINICAL
CONSEQUENCES OF HIV-1 INFECTION

Following transmission across a mucosal barrier, HIV-1
is thought to begin replicating in subsets of T lympho-
cytes, monocyte/macrophages, and DCs that express CD4

and CCR5. Virus is presumed to spread from the mucosal
area to local draining lymph nodes, and then dissemi-
nate rapidly via the blood stream to lymphatic tissue and
other anatomic compartments throughout the body. Peak
viral replication occurs 2 to 4 weeks after the transmis-
sion event, at a time before the virus-specific cellular and
humoral immune responses are fully mobilized. Levels of
virus in the blood can exceed 107 copies of viral RNA/mL
plasma at this time.

Systemic viral replication, however, is quickly damp-
ened in association with the emergence of virus-specific
immune responses. Thus, by 9 to 12 weeks following ini-
tial infection, systemic viral loads usually reach a relatively
consistent, low steady-state level. The steady-state level,
referred to as set-point, is approximately 30,000 to 50,000
copies of viral RNA/mL plasma in untreated individuals.
Clinical prognosis of HIV-1–infected individuals has been
tied to the set-point viral load, with lower levels associated
with better prognosis (24).

Because memory CD4+ T cells express CCR5, the usual
coreceptor for transmitted HIV-1, and activated cells are
particularly susceptible to HIV-1 replication, there is a ra-
pid and dramatic loss of activated, memory CD4+ T cells
during the first days following HIV infection (25). A very
large number of lymphocytes are found in the gut-asso-
ciated lymphatic tissue, including the majority of CCR5-
expressing memory CD4+ T cells. Therefore, the gastroin-
testinal tract is a site of extensive CD4+ T lymphocyte loss
in the early days following infection with HIV-1. Activated,
memory CD4+ T lymphocytes are, however, destroyed in
all anatomic compartments of infected individuals.

The eventual pathogenic consequences of HIV-1 in-
fection reflect the close association of viral replication
and CD4+ T lymphocyte destruction (Figure 39.6). Nor-
mal CD4+ T lymphocyte counts are 800 to 1,050/mm3,
with a range (2 standard deviations) of 500 to 1,400/mm3.

FIGURE 39.6 Usual clinical
course of the untreated HIV-1–
infected individual. A burst of
viral replication with an associ-
ated loss of CD4+ T lymphocytes
occurs during the first weeks
following viral infection. Partial
control of the virus then occurs,
with a slowing of CD4+ T lym-
phocyte loss. When the CD4+ T
lymphocyte count eventually de-
creases to below 200 cells/mm3,
opportunistic diseases occur
that lead to death. Adapted from
(192).
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T lymphocyte decline from this normal level is directly cor-
related with viral load. A CD4+ T lymphocyte decline of ap-
proximately 4% per year occurs for every log10 HIV-1 RNA
copies/mL plasma in an infected individual. The rate of
CD4+ T lymphocyte decline, in turn, is correlated with the
rate of disease progression in the HIV-1–infected person.

A clinical condition referred to as an acute retrovi-
ral syndrome occurs in association with the intense viral
replication during the first days following HIV-1 infec-
tion. This syndrome is characterized by the sudden on-
set of a fever with associated lymph node enlargement,
sore throat, muscle pain, weight loss, and a skin rash.
This self-limited syndrome is often not recognized by in-
fected individuals. When it is recognized, the infected per-
son often simply dismisses the condition as a “flu” because
the symptoms are indistinguishable from those associated
with many other acute viral infections. Evidence suggests
that individuals with more severe symptoms during pri-
mary infection have a more rapid progression to clinical
AIDS than those who are relatively asymptomatic.

Even without the introduction of therapy, the acute
retroviral syndrome is followed by a prolonged asymp-
tomatic period. During this time, on average a period of 8
years, the individual is most often unaware that he or she
is infected with HIV-1. Nevertheless, ongoing viral replica-
tion during this asymptomatic period leads to inexorable
CD4+ T lymphocyte loss (26).

The diagnosis of AIDS is eventually made when the
HIV-1–infected individual develops an opportunistic infec-
tion or tumor. Some of these medical complications, in-
cluding tuberculosis, pneumococcal pneumonia, shingles,
and thrush, can become manifest when the CD4+ T lym-
phocyte count is >200/mm3. However, most of the medi-
cal problems, referred to as AIDS defining clinical events,
occur when the CD4+ T lymphocyte count is <200/mm3.
The usual AIDS defining infections include Pneumocys-
tis carinii pneumonia, toxoplasmosis, cryptococcal menin-
gitis, Candida esophagitis, disseminated cytomegalovirus
infection, and disseminated Mycobacterium avium infec-
tion. AIDS defining opportunistic tumors include Kaposi’s
sarcoma and non-Hodgkin’s lymphoma.

The same pathogenic process underlies this diversity of
clinical diseases. All are caused by microorganisms that
commonly infect healthy individuals. In the setting of in-
tact immune function, the spread of these microorganisms
is held in check and they cause no disease. However, as the
immune system is destroyed in the HIV-1–infected indi-
vidual, these microorganisms are no longer contained and
they cause diseases that can be fatal.

ANTIRETROVIRAL THERAPY

Without specific therapy, the average life expectancy fol-
lowing clinical recognition of an AIDS-defining oppor-
tunistic infection or tumor is 1.3 years. However, thera-

pies to provide prophylaxis against the development of
opportunistic infections and, more important, the use of
antiretroviral drugs to contain HIV-1 replication have dra-
matically altered the natural history of HIV-1 infections
(27). AZT, the first drug found to have activity against
HIV-1, was introduced in 1987. This drug is a member
of a family of drugs known as nucleoside analogue reverse
transcriptase inhibitors. These nucleoside analogues are
incorporated into viral RNA and lead to termination of
the nucleotide chain being synthesized, blocking reverse
transcriptase activity and the generation of proviral DNA.
Other nucleoside analogue reverse transcriptase inhibitors
have been introduced into clinical use since 1987. How-
ever, the use of these drugs as stand alone therapeutic
agents was associated with only a modest prolongation of
life in infected individuals.

A number of new classes of anti-HIV-1 drugs have been
developed since the mid-1990s. The first of these new
classes of drugs to be introduced into clinical use, the pro-
tease inhibitors, acts by inhibiting the activity of protease,
the viral enzyme that cleaves developing viral proteins. The
non–nucleoside analogue reverse transcriptase inhibitors,
introduced soon after the protease inhibitors, affect the ac-
tivity of the reverse transcriptase enzyme. Further, the first
drug that acts by blocking the ability of the virus to fuse
to a cell membrane was introduced as a clinical agent in
2003. Drugs that block the activity of the viral integrase
or virus-CCR5 binding are currently undergoing clinical
evaluation.

The use of representative drugs from these different
classes in combination with one anther has revolutionized
the care of the HIV-1–infected patient. A combination of
these drugs has substantially more antiviral activity than
a single drug used alone. Moreover, HIV-1 can rapidly de-
velop mutations that allow the virus to escape from the
activity of one of these drugs if that drug is used as a single
therapeutic agent. The simultaneous use of combinations
of drugs from these different classes of therapeutic agents
dramatically slows the emergence of drug-resistant mutant
viruses. By the late 1990s, there was a 60% to 80% decrease
in mortality from HIV-1 infections in populations receiving
these new combination therapies (28). These combination
therapies are often referred to as highly active antiretroviral
therapy (HAART).

In spite of these considerable advances in the treat-
ment of HIV-1 infections, there is a growing realization
that drug therapies will, in the end, not solve the prob-
lem posed by the worldwide AIDS epidemic. While these
therapies clearly decrease viral replication, they do not
eradicate HIV-1 from infected individuals. Antiretroviral
drug treated patients who have undetectable plasma viral
RNA levels still harbor replicating virus. This ongoing viral
replication has been demonstrated in a number of ways.
The virus in treated individuals continues to accumulate
mutations, a phenomenon that can only occur in the
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setting of continuing viral replication (29). Moreover, inter-
ruption of antiretroviral therapy in individuals with unde-
tectable plasma viral RNA can result in a dramatic rebound
of viral replication (30). In fact, plasma viral RNA levels
often reach pretreatment levels in these individuals.

A number of reservoirs of replicating or replication
competent HIV-1 have been described in individuals who
have been successfully treated with antiretroviral drugs
(31). These sites include lymphoid tissue, where virus has
been demonstrated in CD4+ T lymphocytes in the germinal
centers of lymphoid tissue and trapped on follicular DCs.
Other reservoirs of virus include resting CD4+ T lympho-
cytes in the peripheral blood, monocytes/macrophages,
DCs, the central nervous system (CNS), and the reproduc-
tive tract.

Other factors also limit the impact of drugs on the AIDS
epidemic. The antiretroviral therapies are often associated
with toxicities that limit the ability of patients to use the
drugs. The emergence of mutant HIV-1 isolates in treated
individuals that are resistant to the activity of available
drugs and the transmission of these mutant viruses to un-
infected individuals may also limit the ultimate efficacy of
these therapies. Finally, the populations in the developing
world most severely affected by the AIDS epidemic can-
not bear the economic burden of the costs of these thera-
pies. Moreover, developing nations often do not have the
medical infrastructure needed to use the therapies opti-
mally.

VARIATION IN CLINICAL COURSE
OF HIV INFECTION

Investigators have devoted considerable attention to study-
ing infected individuals who are particularly successful in
containing HIV-1 replication to help define the immuno-
logic and virologic factors that may contribute to the con-
trol of HIV-1 spread in the infected individual. The rate
of disease progression can vary dramatically among those
infected with HIV-1. A small number of infected individu-
als, referred to as long-term nonprogressors (LTNP) or elite
controllers, maintain relatively normal CD4+ T lymphocyte
counts and have unmeasurable plasma viral RNA levels for
years or even decades following infection, even without
antiretroviral therapy (32,33). While some of these indi-
viduals have eventually developed progressive disease, a
very small percentage of them have shown no evidence of
replicating virus as determined by usual assays and have
remained free of clinical disease. A number of immuno-
logic, virologic, and host genetic factors have been im-
plicated in this rare but potentially important cohort of
HIV-1–infected individuals.

Most LTNPs demonstrate preserved immune function;
however, it is not clear whether this accounts for control of
HIV-1 replication or is a consequence of that control. These

patients have been shown to have persisting neutralizing
antibody responses, preserved lymphoid architecture, and
preserved virus-specific T cells (34,35). The preserved an-
tibody responses may, however, simply be a consequence
of their preserved helper CD4+ T responses rather than
the explanation for their benign clinical status. Similarly,
while the usual HIV-1–infected individuals have dramatic
lymphoid hyperplasia with destruction of the normal ar-
chitecture of their lymph nodes, there is evidence of only
mild follicular hyperplasia in the lymph nodes of these rare
patients. This observation may, however, simply be a con-
sequence of the low level of viral replication that occurs
in these individuals rather than an etiologic explanation
for the limited virus replication. Finally, reports indicate
that HIV-1–specific CD8+ T lymphocyte populations are
present at only very low frequencies in these individu-
als. This finding would be expected in the setting of low
levels of viral replication where there is little viral anti-
gen being produced to stimulate the expansion of effector
lymphocytes. Thus, the immunologic correlates of the ex-
traordinary virologic control in these patients may be
consequences rather than causes of their effective viral
containment.

Occasional individuals have a benign clinical course
and are found to be infected with an HIV-1 isolate with
a mutation that attenuates the pathogenicity of the virus.
The most dramatic of these reported cases was a cluster
of transfusion-associated infections in Australia where the
mutant virus originated from a single blood donor (36).
This virus contained deletions in the nef gene, the nef/U3
LTR overlap region and rearrangements of the NFκB/SP-1
sites in the viral LTR. Importantly, long-term follow-up of
the clinical status of this cluster of infected individuals
demonstrated that they went on to develop AIDS, albeit
with a delayed time course (37). However, while infection
with mutant viruses can certainly result in disease with a
relatively benign or delayed clinical course, such cases con-
stitute a very small percentage of the reported long-term
nonprogressors.

Host genetic factors appear to account for the major-
ity of cases of elite control of HIV-1 infection. One of the
most intensively studied of these host factors is the rela-
tionship of particular MHC class I alleles with slow clinical
progression (38). Heterozygosity at MHC class I loci is as-
sociated with slow clinical progression, while homozygos-
ity at these loci is associated with more rapid progression
(39). The presumptive explanation for this phenomenon is
that heterozygosity facilitates CTL responses to a greater
breadth of HIV-1 epitopes than is seen in individuals who
are homozygous for particular MHC class I alleles. Broad
CTL responses presumably mediate more effective control
of HIV-1 replication than do more focused responses.

In addition to the impact of MHC class I heterozygosity,
a number of particular MHC class I alleles have been as-
sociated with slow clinical progression in HIV-1–infected
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individuals. This relationship is most marked in infected
individuals expressing HLA B57∗01 or HLA B27 (40). Since
MHC class I alleles play a central role in the CD8+ T lym-
phocyte response to a virus and HLA B57∗01-restricted
CD8+ T lymphocytes dominate the HIV-1–specific cyto-
toxic T lymphocyte (CTL) response in B57∗01+ infected
individuals, it is likely that this MHC class I association
with long-term nonprogression reflects a particularly ef-
fective B57∗01-restricted CD8+ T lymphocyte response to
the virus. Other MHC class I alleles have also been asso-
ciated with slow clinical progression, including HLA B14
and C8.

Interestingly, expression of the HLA Bw4–80I allele in
association with the activating killer immunoglobulin-like
receptor (KIR) allele KIR3DS1 has also been shown to be
associated with slow clinical progression following HIV-1
infection (41). Since KIR molecules are expressed on the
surface of natural killer (NK) cells, this provocative finding
suggests a possible contribution of innate immunity to the
control of HIV-1 replication.

Among genetic host factors involved in HIV-1 resis-
tance, the allelic form of the CCR5 molecule expressed
by the infected individual has been shown to contribute
most profoundly. CCR5, the second receptor for most of
the transmitted isolates of HIV-1, can exist in Caucasian
populations either as an intact molecule or with a 32 base-
pair deletion. The so-called delta 32 form of CCR5 has a
deletion in the portion of the gene that encodes the third
extracellular domain of the molecule, resulting in a frame
shift and premature stop codon in the fifth transmembrane
domain of the molecule. Homozygosity for this delta 32 al-
lelic form of CCR5, which occurs in 1% of Caucasians, con-
fers almost absolute protection against acquisition of the
virus (42). Thus, only a handful of CCR5-delta 32 homozyo-
gotes have been reported that are infected with HIV-1.
This protection is evidence that the virus cannot infect cells
that do not express an intact second receptor.

Importantly, while heterozygosity for the delta 32 form
of the CCR5 molecule does not confer absolute protection
against HIV-1 infection, it is associated with slower pro-
gression to AIDS and death in infected individuals (43).
When compared to infected individuals expressing CCR5
alleles coding for full-length CCR5, HIV-1–infected CCR5
delta 32 heterozygotes have lower plasma viral RNA lev-
els, slower rates of CD4+ T lymphocyte decline, and a 2-
to 4-year delay in time-to-death following seroconversion.
These findings are likely a consequence of the fact that het-
erozygotes have a reduced expression of full-length CCR5
on the surface of their CD4+ T lymphocytes, which likely
decreases the efficiency of HIV-1 infection of those cells.

A number of other chemokine receptor allelic polymor-
phisms have also been associated with delayed progres-
sion to AIDS following HIV-1 infection. CCR2, a molecule
with 82% sequence homology to CCR5, is only rarely a
second receptor for in vitro HIV-1 infection. Nevertheless,

homozygous or heterozygous expression of a CCR2 protein
that contains a single valine to isoleucine substitution at
position 64 of the first transmembrane domain CCR2-64I,
is associated with a slowing by 2 years of progression to
AIDS following infection (44). Finally, allelic forms of the
ligands for various other chemokine receptors, including
SDF and RANTES, have been assessed for their contribu-
tions to the rate of AIDS progression; some studies have
suggested associations between particular allelic forms
and progression while other studies have not shown such
associations.

Polymorphisms in genes associated with molecules that
participate in immune cell interactions have also been
evaluated for their contribution to AIDS progression in
HIV-1–infected individuals. Polymorphisms in the IL-10
promoter, a regulatory region associated with IL-4 pro-
duction, the tumor necrosis factor (TNF) promoter, and
the mannose-binding lectin promoter have all been impli-
cated in influencing the rate of AIDS progression (45). This
complex network of associations between allelic forms of
molecules and the rate of AIDS clinical progression under-
score the importance of both virus–cell interactions and
immune activation in the pathogenesis of this disease.

An even more extreme of protection against HIV-1–
induced disease has also been described. An extensive but
controversial literature has appeared in recent years de-
scribing rare cohorts of individuals who are repeatedly ex-
posed to HIV-1 but never convert to virus seropositivity
(46). These subjects have been identified both in serodis-
cordant couples and also among commercial sex workers.
Determining immune correlates of protection in such in-
dividuals could prove extremely valuable for developing
novel strategies for HIV-1 vaccination. These individuals
develop virus-specific peripheral blood CD4+ and CD8+ T
lymphocyte responses. Mucosal virus–specific T lympho-
cytes and antibodies have also been described in exposed,
uninfected subjects. However, studies have also been pub-
lished suggesting that these claims of virus-specific immu-
nity in the absence of detectable infection are based on
experimental artifact rather than reliable data (47). Inter-
esting studies have also been published suggesting that at
least a subpopulation of multiply exposed but seronegative
individuals harbor replicating virus at a level that cannot
be detected with usual assays (48). Thus, levels of replicat-
ing virus in these individuals may be high enough to drive
cellular and humoral immune responses, but too low to be
detected by usual laboratory assays.

There remains considerable skepticism of these claims
because of the low level and inconsistency of the measured
immune responses in these exposed, uninfected subjects.
Very low responses have been reported in these subjects,
considerably lower than are seen in normally infected in-
dividuals. Moreover, these responses may be present at the
time of one blood sampling and absent at the time of the
next sampling. The ultimate importance of these cohorts
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of subjects for elucidating the basis of sterile protection
remains to be determined.

CD4+ T LYMPHOCYTE LOSS FOLLOWING
HIV-1 INFECTION

While HIV-1 replication is controlled by the immune re-
sponse in the early weeks following infection, the contain-
ment of the virus is not complete. The incomplete nature
of containment of viral replication eventually results in vi-
ral destruction of the immune system. The immunologic
hallmark of persistent replication of HIV-1 in humans is
a gradual loss of CD4+ T lymphocytes, most of which oc-
curs during the period of clinical latency following primary
infection.

The mechanism by which CD4+ T lymphocytes are lost
in the HIV-1–infected individual has remained an issue of
considerable controversy. Early in the AIDS epidemic, at a
time when the assays for measuring cell-associated virus
were quite insensitive, it was assumed that only approx-
imately 1 in 107 peripheral blood CD4+ T cells were in-
fected with HIV-1. Explanations were, therefore, sought
to account for the occurrence of profound CD4+ T cell
loss in the absence of viral infection of CD4+ T cells.
The presumption that there were insufficient numbers of
cells infected to account for CD4+ T cell killing led to the
suggestion that CD4+ T cells were dying through a sec-
ondary apoptotic process (49). However, as assays for cell-
associated virus improved in sensitivity, it became clear
that large numbers of CD4+ T cells harbored replicating
virus in the infected individual. These observations led
some to conclude that the CD4+ T cell loss in HIV-1–
infected individuals occurs solely as a result of virus repli-
cating in and killing individual cells (50). Others have
implicated CD8+ T lymphocytes or general chronic im-
mune activation in the killing of infected CD4+ T helper
cells. A number of studies have been done in recent years
to characterize the mechanism and dynamics of CD4+

T lymphocyte loss in AIDS and the interpretations of
these studies have generated conflicting explanations for
CD4+ T cell decline.

With the advent of highly active antiretroviral therapy,
it became clear that an early and rapid reconstitution of
some of the lost peripheral blood CD4+ T cell population
occurred in HIV-1–infected individuals upon initiation of
treatment (51–53). In fact, carefully observed clinical re-
sponses to HAART in HIV-1–infected subjects have been
used to draw conclusions concerning AIDS immunopatho-
genesis. Thus, the rapid repopulation of CD4+ T lympho-
cytes following the initiation of HAART has led to the pro-
posal that there is a continuous, high rate of CD4+ T cell
turnover in HIV-1–infected individuals and that the de-
cline in CD4+ T cells in infected individuals occurs as a
result of exhaustion of the capacity to replenish this rapidly

turning-over CD4+ T cell population. The data generated
in these studies allowed a calculation of the life span of a
CD4+ T cell following infection with HIV-1: a t1/2 of 1.6
days. While this explanation for CD4+ T cell loss in HIV-1–
infected individuals was attractive, further studies have
not substantiated this model.

The first study to raise doubts about the validity of the
exhaustion model previously discussed was an experiment
done to assess telomere length in CD4+ and CD8+ T cells in
HIV-1–infected subjects (54). Telomeres shorten in length
as cells divide. Therefore, one can approximate the rela-
tive past proliferation of a lymphocyte by measuring the
length of its telomeres. When peripheral blood T cells from
HIV-1–infected individuals were assessed for their rate of
turnover on the basis of telomere length, it was demon-
strated that CD4+ T lymphocytes turn over in these in-
dividuals at a rate no different than those in uninfected
individuals. Interestingly, these studies showed that CD8+

T cell populations in infected individuals have an increased
rate of turnover. Studies were also done to assess the dy-
namics of CD4+ T cell loss and repopulation in AIDS in the
SIV/macaque model (55,56). BrdU labeling was employed
to measure lymphocyte turnover in both infected and un-
infected animals. These studies showed some increase in
the rate of CD4+ T cell turnover in infected as compared
to uninfected monkeys. However, consistent with the stud-
ies of T lymphocyte telomere length, the rate of CD8+

T cell turnover in these infected animals was greater than
that of CD4+ T cells. Finally, in studies performed using
deuterium-labeled lymphocytes in humans, no evidence
of an increased rate of CD4+ T cell turnover could be doc-
umented in HIV-1–infected subjects (57). In fact, in those
studies decreased numbers of circulating CD4+ T cells in
HIV-1–infected individuals appeared to be attributable to
a decrease in the production of those lymphocytes.

The demonstration that HIV-1 infection can only occur
in a subset of CD4+ T lymphocytes has considerably clar-
ified the longstanding puzzle of how CD4+ T lymphocytes
are destroyed. It is now apparent that HIV-1 infects the
subset of CD4+ T lymphocytes that express a chemokine
receptor, usually CCR5, and that these cells support viral
replication more readily if they are activated (25). The gas-
trointestinal tract is therefore an important site of CD4+

T lymphocyte loss early following infection, since CCR5-
expressing, activated CD4+ T lymphocytes are found in
large numbers in this anatomic compartment (58). More-
over, since CCR5 is selectively expressed on the memory
subset of CD4+ T lymphocytes, these important immune
cells are preferentially lost following infection (59). These
data suggest that immune cell loss in AIDS occurs in a
subpopulation of CD4+ T lymphocytes, and this cell loss
occurs as a result of direct killing by replicating virus.

Other facets of the biology of CD4+ T lymphocytes
in HIV-1–infected individuals have also been explored.
Attempts have been made to characterize the CD4+
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T lymphocytes that repopulate infected individuals after
the initiation of highly active antiretroviral therapy (60).
Early after the start of therapy, a rise in the memory
(CD45RO+) CD4+ T cell pool is seen. Later, a reduction
in the activation status of all T cells can be demonstrated.
Finally, there is a rise in CD4+ T lymphocytes with a naı̈ve
phenotype (CD45RA+CD62L+). The early rise in circulat-
ing memory CD4+ T cells probably reflects the peripheral
expansion of preexisting, mature T lymphocytes. The re-
duction of T cell activation likely occurs as a consequence
of the sustained decrease in production of infecting virus
in those individuals. Therefore, immune reactivity and the
associated T cell activation is no longer being driven by the
virus. Finally, the late increase in circulating naı̈ve CD4+ T
cells probably reflects repopulation of the periphery with
immature, uncommitted lymphocytes from bone marrow
and thymus. These events suggest that some reconstitu-
tion of the pool of helper T lymphocytes can occur with
the institution of HAART.

OTHER IMMUNOLOGIC DYSFUNCTION
IN AIDS

While CD4+ T lymphocyte loss is the best-studied immuno-
logic abnormality seen in those infected with HIV-1, other
evidence of immunologic dysfunction is clearly observed
in these individuals. Perhaps the most striking of these
abnormalities is the destruction of the lymphoid microen-
vironment (61). As HIV-1–induced disease progresses clin-
ically, there is an inexorable destruction of lymph node
germinal centers. Although the etiology of this germinal
center destruction has not been fully explained, the loss
of follicular DCs (FDCs) is prominently seen. FDCs do
not express CD4, and there is no evidence that these cells

themselves become infected with HIV-1 (62). FDCs trap
viral particles in germinal centers during the course of in-
fection. This contact with the virus, or local cytokine pro-
duction that occurs as a consequence of infection, may
contribute to the degeneration of these cells. CD8+ T lym-
phocyte populations also migrate into the germinal centers
of lymph nodes during the course of HIV-1 infection. These
cell populations may secrete cytokines or lytic granules
that mediate destruction of FDCs. Whatever the etiology
of FDC loss proves to be, the destruction of the infrastruc-
ture upon which the germinal center is built contributes to
germinal center dysfunction and eventual disintegration.

Chronic HIV-1 infection also destroys the thymus (63)
(Figure 39.7). Thymic tissue loss is so marked that it can
be demonstrated radiographically (64). The loss of thymic
function in AIDS is also apparent at a molecular level. Ge-
netic rearrangements of the antigen recognition domains
of the T cell receptor (TCR) alpha and beta chains of
maturing T lymphocytes occur in the thymus as T lym-
phocytes become committed to a single antigen recogni-
tion specificity. These rearrangements include a deletion
of TCR delta genetic material, resulting in the generation
of so-called TCR excision circles (TRECs) that can be de-
tected in developing T lymphocyte populations. High lev-
els of circulating T lymphocytes containing these exci-
sion circles is an indication of ongoing thymic maturation
of T lymphocytes. As AIDS progresses clinically, the pro-
portion of circulating T lymphocytes that contain these
TRECs decreases (65). This suggests a waning of thymic
function. The etiology of thymic loss and dysfunction in
AIDS remains unclear. Importantly, however, both the ra-
diographic evidence of thymus loss and molecular evi-
dence of thymic dysfunction have been shown to reverse
in HIV-1–infected individuals receiving antiretroviral ther-
apy. These observations suggest that thymic dysfunction is

A B

FIGURE 39.7 Immunohistochemical analysis of a thymus from an HIV-1–infected adult. Anti-
CD1a staining of a thymus from a normal individual (A) is shown with the medulla (M) and cortex
(C) noted. A similarly stained thymus from an HIV-1–infected adult (B) is also shown with arrows
pointing to thymopoietic areas, consistent with persistent thymic function in chronically infected
individuals. Adapted from (193).
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indeed reversible in individuals who respond to antiviral
therapy.

Evidence continues to accrue indicating that the bone
marrow is also abnormal in HIV-1–infected individuals.
It has been clear since the earliest clinical descriptions of
AIDS that all bone marrow–derived cell populations are
abnormal in infected individuals (66). Abnormalities are
apparent in their number, morphology, and function (67).
Anemia, thrombocytopenia, and neutropenia are quite
commonly seen as clinical manifestations of AIDS. Assays
of bone marrow progenitors that assess their potential to
generate mature, functional cells invariably show dimin-
ished activity in infected subjects. Since the major con-
stituent cell populations that comprise the immune sys-
tem are generated in the bone marrow, there is reason to
presume that these cell populations are not produced nor-
mally in HIV-1–infected individuals. In fact, studies sug-
gest that at least a small component CD4+ T cell loss in
AIDS may be attributable to decreased production of these
cells, presumably in the bone marrow (57). The etiology of
this bone marrow dysfunction remains poorly understood.
However, studies have shown that viral infection of bone
marrow macrophage populations may contribute to an ab-
normal microenvironment that is responsible for at least
some of this dysfunction (68).

HIV-1 infection also leads to profound cytokine dys-
regulation. Endogenous cytokines, including TNF alpha,
GM-CSF, IL-6, and IFN gamma, have been shown to in-
crease HIV-1 replication in various cell populations in
vitro (69–71). The mechanisms by which this cytokine-
induced up-regulation of viral replication occurs can differ
and sometimes be complementary. For example, TNF al-
pha is a transcriptional activator of HIV-1 via NF kappa
B, while IL-6 induces HIV-1 replication by a posttran-
scriptional mechanism. It is assumed that immune cells
in the infected individual produce increased quantities
of many of these cytokines, which, in turn, increase vi-
ral replication in vivo. It has, however, also been shown
that other immunologically active cytokines, such as IFN
alpha and IFN beta, can suppress HIV-1 replication in vitro.
Therefore, the sum effect of cytokine dysregulation on
HIV-1 replication in vivo is difficult to gauge.

Although B lymphocytes have never been shown to har-
bor replicating HIV-1 in vivo in infected individuals, B lym-
phocyte abnormalities have been described in individuals
infected with HIV-1. An increase in circulating B lympho-
cytes has been described during primary HIV-1 infection
as well as during primary infection of macaques with SIV
(72). Cytokine production by B lymphocytes in infected
individuals has also been shown to be abnormal, with in-
creased levels of TNF alpha and IL-6 spontaneously pro-
duced by these cells (73,74). In fact, it has been suggested
that these B lymphocyte-produced cytokines may actually
upregulate HIV-1 replication in CD4+ T lymphocytes and
macrophages. It is likely that the B lymphocyte activation

that occurs in HIV-1–infected individuals contributes to
the striking incidence of AIDS-related B cell malignancies
(75).

Finally, HIV-1 infects CD4-expressing antigen present-
ing cell populations, including monocytes, macrophages,
and DCs. Very few circulating cells of these lineages are ac-
tually infected by the virus, and this infection does not ap-
pear to mediate the obligatory death of these cells. Rather,
these infected cells are felt to represent an important reser-
voir of virus that will probably prove difficult to eradicate
by antiviral therapies. Relevant to this postulated role as
a reservoir, the infected DC has been shown to mediate
an extremely efficient transfer of virus to normal T lym-
phocyte populations, at least under in vitro culture condi-
tions (76). In fact, the DC-specific C-type lectin DC-SIGN
has been shown to bind HIV-1 envelope, perhaps promot-
ing capture of virus by DCs and facilitating infection of
CD4+ T lymphocytes (77). While very few infected mono-
cyte/macrophages have been documented in the circula-
tion, large numbers of resident macrophages have been
shown to be infected in various organs, including the lungs
and the brain.

In light of the infectability of cells of the monocyte/mac-
rophage lineage, it is not surprising that these cells do not
function normally in infected individuals. The abnormali-
ties of these cells include problems with oxidative burst re-
sponse, C3 receptor–mediated clearance, Fc receptor func-
tion, and chemotaxis (78). These cells in HIV-1–infected
individuals also have been shown to have a decreased
ability to mediate antibody-dependent cell-mediated cy-
totoxicity and microbicidal activity (79). Infection of res-
ident brain macrophages probably initiates a cascade of
cytokine abnormalities that change the milieu of the CNS,
leading to neuronal damage and AIDS dementia (80).

IMMUNE CONTROL OF HIV-1

While the containment of HIV-1 spread is incomplete in
the infected individual, the substantial damping of viral
replication that occurs during primary infection in hu-
mans suggests that immune mechanisms are contributing
to viral control. Considerable work has been done to define
the contribution of innate, humoral, and cellular immune
responses to this partial control of HIV-1 replication. These
studies are reviewed later in this chapter.

Although there is circumstantial evidence to suggest
that innate immune mechanisms contribute to early HIV-1
containment in infected individuals, it has proven diffi-
cult to demonstrate this unequivocally. An NK cell con-
tribution to viral clearance is suggested by the genetic
correlative data showing that the expression of the HLA
Bw4-80I allele in association with the activating KIR al-
lele KIR3DS1 is associated with slow clinical progression
following HIV-1 infection (41). NK cells have been shown
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in vitro to mediate killing of HIV-1–infected cells (81).
However, NK cell–mediated control of the virus has never
been directly demonstrated. Studies in the SIV/macaque
model in which cobra venom toxin was administered to
monkeys prior to infection to eliminate the activity of spe-
cific limbs of the complement cascade failed to demon-
strate a definitive role for complement in early viral control
(82). Some have suggested that the resistance to HIV-1 in-
fection in cohorts of exposed, uninfected individuals could
be most readily explained by innate immune mechanisms.
Yet, no such innate immune-mediated protection has been
demonstrated to date.

ANTIBODY RESPONSE TO HIV-1

Since the immune control of many viruses depends on
antibody-mediated virus neutralization, considerable ef-
fort has been invested in characterizing the mechanisms
by which HIV-1 may be neutralized by antibody. Virus is
neutralized when antibody binds to virions and blocks the
ability of those virions to enter their target cells. HIV-1
engages both the CD4 molecule and the virus coreceptor,
either CCR5 or CXCR4, on the cell surface. This engage-
ment triggers HIV-1 fusion with its target cell mediated by
a trimeric envelope complex that includes three molecules
of gp160. A neutralizing antibody must therefore block the
series of events that begins with HIV-1–coreceptor binding
and ends with HIV-1 fusion.

Current models suggest that neutralizing antibodies
block HIV-1 infection by binding to the mature trimer
on the virion surface and blocking the events associated
with initial receptor engagement or by binding after virion-
target cell attachment and inhibiting the fusion process
(83). Blocking of virion–cell engagement presumably oc-
curs when a threshold number of envelope glycoprotein
spikes are occupied by antibody. If the antibody blocks the
fusion process that occurs after virion–cell engagement,
the antibody presumably binds to domains of the virus
that are exposed as a result of this process of engagement.

Progress in the elucidation of antibody-mediated neu-
tralization of HIV-1 has been slowed by a lack of compa-
rability of neutralization data generated in different labo-
ratories. Until recently, HIV-1 neutralization assays were
performed in different laboratories using different target
cells, different techniques for detecting virus replication,
and different types of indicator viruses. This has made it
impossible to compare experimental results from different
laboratories. However, recent technological advances have
provided an approach that will finally allow standardiza-
tion of these assays (84). Engineered cell lines can be gen-
erated that express high levels of the receptors for HIV-1,
and neutralization can be assessed using these cells as
targets. Moreover, pseudotyped viruses can be generated
in vitro by cotransfecting cells with both an env-deficient

HIV-1 and any selected env gene. The pseudovirions cre-
ated by these cotransfections can initiate a single round
infection that can be assessed by monitoring expression
of a reporter gene carried either by the virus or the engi-
neered cell line. By assessing an antibody’s ability to block
the single round infection of a panel of pseudovirions ex-
pressing different Envs, the potency and breadth of that
antibody’s neutralizing ability can be ascertained.

It was assumed at the outset of the AIDS epidemic that
a neutralizing antibody response to HIV-1 would play a
crucial role in containing the replication of this virus.
However, a number of observations have raised doubts
about that assumption. It has been clear for some time
that the HIV-1 neutralizing antibody response in patient
sera against primary patient isolates of HIV-1 is quite
weak (85,86). Moreover, the burst of HIV-1 replication that
occurs during the period of primary infection is contained
well before the emergence of a neutralizing antibody re-
sponse in infected individuals (87–89). Monkeys depleted
of B lymphocytes by infusion of an anti-CD20 antibody and
then infected with SIV show normal early virus clearance.
Interestingly, recent evidence does suggest that immune
pressure mediated by antibodies results in the selection
of HIV-1 mutants that are not susceptible to antibody
neutralization (90,91). Although this process of autolo-
gous neutralization escape by virus occurs, it does not
appear to be associated with clinical deterioration in
the infected individual. Hence, treatment of chronically
infected humans with monoclonal antibodies that have in
vitro HIV-1 neutralizing activity has very little impact on
viral replication in vivo. These observations suggest that
the antibody response may not be of central importance
in controlling HIV-1 replication in the setting of infection.

In fact, a number of unique characteristics of HIV-1
appear to protect the virus from antibody-mediated
neutralization (92). The envelope of HIV-1 is heavily
glycosylated, and these sugars can shield the underly-
ing viral protein structures from access by antibodies.
Neutralization-sensitive domains of the envelope appear
to be hidden from antibodies due to steric hindrance
caused by this glycosylation, steric hindrance caused by
adjacent protein domains, or the fact that these domains
are only exposed upon ligand binding. While the loops of
the virus envelope appear to be particularly good targets
for neutralizing antibodies, the high rate of mutation
within these regions and their resulting extreme sequence
variability preclude the possibility of a single antibody
specificity that will neutralize a diversity of HIV-1 isolates.

In spite of the aforementioned limitations in forming
an effective neutralizing antibody response to HIV-1, there
is a limited amount of data suggesting that antibodies
play a role in HIV-1 containment. Considerable attention
has been focused on characterizing neutralizing HIV-1–
specific antibody responses since these may be of central
importance in the creation of an HIV-1 vaccine. Much of
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A B C

FIGURE 39.8 Tomographic reconstruction of an HIV-1 envelope glycoprotein trimer. A side
view (A, C) and top view (B) of an envelope spike are shown. Structure modeling indicates the
positions of the V1/V2 loops, the CD4 binding sites, and the V3 loop. The membrane proximal
envelope region is shown (C) with the positions of two highly conserved neutralizing epitopes
(the 4E10 and 2F5 epitopes). Adapted from (194).

the work in this area has been driven by a limited number
of characterized monoclonal antibodies that are able to
neutralize a diversity of HIV-1 isolates. Antibodies against
three different neutralizing determinants of HIV-1 enve-
lope have been studied in some depth: the third hypervari-
able loop of the envelope glycoproteins, the CD4-binding
site of envelope, and the transmembrane envelope gp41
protein (Figure 39.8).

The third hypervariable domains of the HIV-1 envelope
glycoproteins create a loop structure as a result of the for-
mation of disulfide bonds (93). This so-called V3 loop has
been implicated in the interactions of HIV-1 envelope gly-
coproteins with chemokine receptors (94). It is, therefore,
reasonable that an antibody binding to this loop may in-
terfere with the ability of the virus to bind to and enter a
cell. In fact, the earliest antibodies that arise after an in-
fection capable of neutralizing HIV-1 appear to recognize
this V3 loop sequence (95,96). Considerable experimental
work was done early in the AIDS epidemic in an attempt to
develop the V3 loop as an immunogen for eliciting protec-
tive immune responses against HIV-1. However, a number
of observations dampened enthusiasm for this approach.
Extreme sequence variability exists among diverse HIV-1
isolates (97). Therefore, V3 loop–specific antibodies for the
most part mediate type-specific neutralization. Moreover,
it has become clear that in primary HIV-1 isolates, the
V3 loop on the intact virion is not exposed to neutraliz-
ing antibodies (98). Thus, while antibodies do arise to the
V3 loop, the antibodies are ultimately unable to access it
and neutralize virions. At the time, these observations con-
vinced investigators interested in vaccine development to
shift their attention to the evaluation of more highly con-
served sequences of the virus that might serve as targets
for neutralization.

However, recently generated data has renewed interest
in the V3 loop as a target for neutralizing antibodies. A lim-
ited number of monoclonal anti-V3 loop antibodies have
been described that bind and neutralize a diversity of pri-
mary HIV-1 isolates (99). One such antibody, 447–52D, rec-
ognizes the GPGR motif at the tip of the V3 loop and neu-
tralizes 47% of clade B HIV-1 isolates. Another antibody,
58.2, recognizes an epitope overlapping the tip of the loop
and neutralizes a third of clade B isolates. Further, a ho-
mology between the V3 loop and the 40s loop of the CC
chemokines has been described, suggesting that the V3
loop structure may have evolved to mimic a chemokine
when the virus interacts with the cell-surface chemokine
receptors CCR5 or CXCR4 (100). These findings have mo-
tivated continuing work to determine the ramifications of
antibody–V3 loop interactions.

The CD4 binding sites of envelope represent another
potential neutralizing determinant of HIV-1. Because the
CD4 molecule is nonpolymorphic, the domains of HIV-1
that bind to CD4 must be relatively conserved among di-
verse isolates to maintain the viability of the virus. In fact,
selected monoclonal antibodies specific for the CD4 bind-
ing domains of gp120 can be broadly neutralizing, recog-
nizing and blocking a diversity of HIV-1 isolates from in-
fecting cell populations in vitro (101,102). The best studied
of these CD4 binding domain-specific neutralizing mono-
clonal antibodies is b12, an antibody that has been shown
to occlude the CD4 binding site on gp120. The crystal
structure of this monoclonal antibody has demonstrated a
unique, long protruding CDR3 loop that may facilitate its
ability to gain access to the deeply recessed CD4 binding
pocket of the virus envelope (103). Importantly, however,
the CD4 binding site–specific antibodies that have been as-
sessed in vivo for their ability to protect chimpanzees from



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-39 Paul-3627G GRBT293-Paul-v1.cls April 12, 2008 18:2

Immunology of HIV Infection 1219

HIV-1 challenge have not been protective. This observation
has led to the suggestion that the CD4 binding site–specific
antibodies, as a group, may not ultimately prove to be par-
ticularly potent as neutralizing antibodies.

The extraordinary degree of sequence conservation in
the transmembrane gp41 protein of the envelope between
various HIV-1 isolates makes it an attractive target for elic-
iting broadly neutralizing antibodies through vaccination.
In fact, monoclonal antibodies have been developed that
bind to the gp41 of a diversity of HIV-1 isolates and neu-
tralize the virus in vitro (104). The most intensively studied
of these monoclonal antibodies, 2F5 and 4E10, recognize
distinct domains of the membrane proximal region of the
ectodomain of gp41. Since these antibodies do not block
receptor attachment, they are thought to inhibit the fusion
process. While 2F5 binding is readily demonstrated to a
linear peptide derived from this region of gp41, vaccina-
tion with this linear peptide cannot induce a neutralizing
2F5-like antibody. 4E10 has been shown to recognize an
ordered helical peptide structure of gp41. No success has
yet been achieved in attempts to elicit 2F5- or 4E10-like
antibodies through subunit vaccination.

Several domains of HIV-1 only become exposed after
CD4 binding of the envelope trimer. Coreceptor binding
by gp120 triggers a change in the conformation of gp41
that exposes its hydrophobic fusion domain, facilitating
the insertion of the N-terminal peptide of gp41 into the cy-
toplasmic membrane of the target cell. A peptide mimetic
of a domain of gp41 has been shown to intercalate into the
fusion apparatus and block the conformational changes re-
quired for viral fusion. This finding argues that it may be
possible to generate antibodies that can similarly interfere
with gp41-mediated fusion events. In fact, the well-defined
series of molecular events leading to HIV-1 entry suggest
that highly conserved amino acid sequences of both the
C and N terminal regions of gp41 may prove useful tar-
gets for vaccine-induced neutralizing antibody responses
(105,106).

Recent studies have shown convincing evidence that the
envelope glycoproteins of HIV-1 undergo a continuous pro-
cess of mutation that allow the virus to escape from neu-
tralization by antibody (90,91). Pseudovirions created with
envelopes of the HIV-1 isolated from chronically infected
individuals cannot be neutralized by the antibody in the
serum of those individuals at the time the envelopes were
obtained. Since a selection process must be driving this
viral evolution, this observation makes a strong argument
for transient viral control by neutralizing antibodies in the
setting of chronic infection.

Evidence in mouse models and in man suggests that
neutralizing antibodies in individuals with established
HIV-1 infections have little effect on ongoing viral repli-
cation. Immunodeficient mice reconstituted with human
lymphoid tissue have been infected with HIV-1 and then
infused with neutralizing anti–HIV-1 antibodies. These

antibody treatments have little effect on HIV-1 replication
(107). Intravenous administration of hyperimmune glob-
ulin with high titers of anti–HIV-1 antibodies in HIV-1–
infected humans, similarly, has little effect on viral load or
disease progression.

Thus, while antibodies may contribute to shaping the
course of early viral infection, they ultimately do not ap-
pear to play a role in controlling viremia. Neutralizing
monoclonal antibodies have been defined, yet they are dif-
ficult to elicit, and their antiviral activity can be readily
circumvented as HIV-1 mutates to evade their binding. Im-
portantly, however, preexisting circulating antibodies spe-
cific for HIV-1 envelope will likely be able to alter the clini-
cal consequences of de novo HIV-1 infections. This is most
convincingly demonstrated in nonhuman primate studies.
The infusion of IgG derived from serum of an SIV-infected
monkey into a naı̈ve rhesus monkey caused a damping of
viral replication and an attenuation of the pathogenicity
of subsequent SIV infection (108). Moreover, the infusion
of HIV-1–neutralizing monoclonal antibodies in macaques
prior to their exposure to a highly pathogenic SHIV dra-
matically altered the consequences of both intravenous
and mucosally initiated infections (109,110). In monkeys
in which very high serum concentrations of neutralizing
monoclonal antibodies are achieved, SHIV infections can
be blocked or the pathogenic consequences of the infec-
tions can be significantly attenuated. These observations
suggest that neutralizing antibodies specific for HIV-1 may
have utility in the setting of vaccination to prevent HIV-1
infection.

CD8+ T LYMPHOCYTE RESPONSE TO HIV-1

While little data have been generated to suggest that anti–
HIV-1 antibodies play a role in containing replication of
the virus in infected individuals, a number of studies have
implicated HIV-1–specific CD8+ CTL in controlling HIV-1
replication. This evidence comes from both in vitro and in
vivo studies. HIV-1–specific CTLs have been found in large
numbers in a variety of anatomic compartments in both
HIV-1–infected humans and SIV-infected macaques: in pe-
ripheral blood lymphocytes, bronchoalveolar lavage lym-
phocytes, lymph nodes, spleen, skin, cerebrospinal fluid,
and vaginal mucosal tissue (111). CD8+ T lymphocytes
have been shown to inhibit HIV-1 replication in vitro
(112,113). A number of mechanisms have been implicated
for this inhibition. Direct CTL lysis of HIV-1–infected cells
in vitro can block the propagation of an in vitro infection.
Soluble factors produced by CD8+ T lymphocytes are also
able to mediate this inhibition of virus replication. The
beta chemokines MIP-1α, MIP-1β, and RANTES have been
shown to inhibit HIV-1 replication in vitro (114). Other
soluble factors most likely also play a role in this CD8+

T lymphocyte–mediated inhibition of HIV-1 spread.
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Further evidence demonstrates that clearance of the in-
tense viral replication occurring during early days follow-
ing infection correlates with the emergence of the HIV-1–
specific CD8+ CTL response (115). A correlation also has
been described between this early viral clearance and the
appearance of an in vivo expansion of a clonal or oligo-
clonal population of CD8+ T lymphocytes as measured by
their use of the same TCR V beta or V alpha gene fam-
ily. Oligoclonal populations of T lymphocytes expressing
TCR genes of the same family have been shown to emerge
coincident with HIV-1 clearance during primary infection
(116), suggesting that an HIV-specific CD8+ T lymphocyte
population may be responsible for viral clearance. Tem-
poral correlations between the emergence of oligoclonal
populations of CD8+ CTL and viral clearance are particu-
larly well delineated in the SIV/macaque model of AIDS.
Using chromium release-type assays, Vß repertoire anal-
yses, and tetramer assays, a tight correlation has been
demonstrated between early viral clearance and the emer-
gence of SIV-specific CTL responses (117–119) (Figure
39.9). The clinical status of HIV-1–infected individuals has
also been shown to correlate with the strength of their
virus-specific CTL responses. In chronically infected in-
dividuals, the HIV-1–specific CTL response, as measured
with both precursor frequency CTL assays and tetramer
binding assays, has been shown to be associated with clin-
ical status and clinical prognosis (120,121).

Perhaps the most compelling evidence for the impor-
tance of CD8+ T cells in containing HIV-1 replication
comes from studies in SIV-infected rhesus monkeys. In
these studies, in vivo depletion of CD8+ cells in the mon-

keys, achieved by infusion of monoclonal anti-CD8 an-
tibody, had profound effects on the replication of SIV
(122) (Figure 39.10). When CD8 depletion lasted fewer
than 21 days, the clearance of virus during primary in-
fection was delayed by a full week as compared to control
antibody treated monkeys. When the duration of deple-
tion was greater than 28 days, primary viremia was never
cleared following infection. The infected monkeys depleted
of CD8+ T lymphocytes for more than 28 days during the
period of primary infection died with a rapidly progressive
AIDS-like syndrome. Moreover, the transient CD8+ T lym-
phocyte depletion of chronically SIV-infected rhesus mon-
keys was associated with a substantial rise in viral replica-
tion that returned to baseline levels with the reemergence
of the CD8+ T cell population. These observations illus-
trate the central role played by CD8+ T lymphocytes in the
control of HIV-1 replication.

CTL responses to HIV-1, like responses to many other
pathogens, are specific for only a limited number of dom-
inant epitopes. This extreme focusing of the immune re-
sponse places extreme selection pressure on HIV-1 to mu-
tate at these few dominant epitopes. Because of the high
mutation rate of HIV-1, it was reasonable to postulate that
HIV-1 would be particularly adept at this mechanism of
immune evasion. In fact, studies in HIV-1–infected hu-
mans as well as SIV- and SHIV-infected rhesus monkeys
have shown that viral mutational escape from CTL pres-
sure does occur (123). This viral mutational escape was
dramatically illustrated when a clonal population of Nef-
specific CTL was infused into a chronically HIV-1–infected
patient to evaluate the utility of adoptive immunotherapy

FIGURE 39.9 Temporal coincidence of early primate immunodeficiency virus control and the
emergence of a virus-specific CD8+ T lymphocyte response. SIV replication, as measured by
plasma viral antigen level, is partially controlled as the SIV-specific CD8+ T lymphocyte response
emerges during the period of primary infection in six previously naı̈ve rhesus monkeys. Adapted
from (118).
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FIGURE 39.10 CD8+ lymphocyte depletion is associated with loss of immune control of primate
immunodeficiency virus replication in rhesus monkeys. Rhesus monkey CD8+ lymphocytes were
eliminated by monoclonal anti-CD8 antibody infusion for less than 21 days (B) or longer than
28 days (C). SIV containment to setpoint levels was delayed from 1 week in monkeys depleted of
CD8+ lymphocytes for less than 21 days (E), and SIV replication was never contained in monkeys
depleted of CD8+ lymphocytes for greater than 28 days (F). Adapted from (122).

for AIDS (124). An amino acid substitution in the pa-
tient’s HIV-1 quasispecies in the epitope recognized by
the Nef-specific CTL clone rapidly appeared, allowing the
virus to escape from CTL recognition. As the phenomenon
of viral escape from CTL pressure has been studied in
greater depth, it has become clear that the virus quasi-
species is shaped, on one hand, by viral avoidance of cel-
lular immune pressure, and, on the other hand, by viral
maintenance of optimal replication competency. This pres-
sure to mutate away from CTL recognition underscores the
importance of CTL in the control of HIV-1 infection.

The virus can employ a variety of mutational strate-
gies to escape from CTL pressure (124). Most commonly,
amino acid substitutions are selected for in the CTL epi-
topes of the virus that interfere with the binding of those
CTL epitope peptides to MHC class I molecules. However,
it has also been shown that extra-epitopic amino acid sub-
stitutions can be generated that interfere with the intracel-
lular processing of the viral proteins, blocking the ability
of epitope peptides to enter the MHC class I processing
pathway. It has also been suggested that epitope mutations
can occur that result in loss of TCR recognition of the epi-
tope peptide/MHC class I complex without interfering with
epitope peptide binding to MHC class I.

While a change in amino acid sequence may allow for
viral escape from CTL, it is often associated with a confor-
mational change in the protein containing the dominant
epitope. CTL escape mutations that occur soon after infec-

tion are often those that do not exact a fitness cost on the
virus. Some mutations in HIV-1, SIV, and SHIV have been
reported to emerge in the viral quasispecies within a few
weeks of infection, and viruses with these mutations can
rapidly predominate in a population of replicating viruses
(125). Such mutations appear to occur in regions of viral
proteins that can tolerate the structural changes that are
associated with those particular amino acid substitutions
without impacting the function of those proteins. When
these variant viruses are transmitted to MHC class I dis-
parate individuals, individuals in whom there should be
no CTL pressure on that particular region of the virus,
the virus may not revert to its wild-type sequence, demon-
strating that there is little fitness cost associated with the
change.

Other mutations that facilitate viral escape from CTL
recognition occur only after the virus has been replicat-
ing in an individual for a prolonged period of time. There
is evidence that some of these epitope mutations can ex-
act such a profound fitness cost on the virus that they are
only tolerated if additional amino acid substitutions are
incorporated into the virus as well. Thus, an HLA-B27–
restricted CTL epitope mutation in HIV-1 has been de-
scribed in which a position 2 epitope substitution that
eliminates the anchor residue of the epitope can only
be tolerated by the virus if an associated residue 6 epi-
tope mutation is also present (126). Moreover, a dominant
Gag epitope mutation is only tolerated by SIV/SHIV if a
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particular mutation upstream or downstream of the epi-
tope is also present (127). In the latter example, these as-
sociated flanking compensatory amino acid substitutions
are needed for normal capsid assembly.

If the fitness cost associated with viral CTL escape mu-
tations is substantial, the amino acid substitutions will
usually revert to the wild-type sequences when viruses
are subsequently transmitted to individuals who do not
carry MHC class I alleles that allow the generation of
CTL responses specific for those particular epitopes. When
an HIV-1 isolate containing an epitope mutation that al-
lowed for escape from HLA-B57/58∗01+ restricted CTL
was transmitted to HLA-B57/58∗01− individuals, the epi-
tope mutation reverted to the wild-type sequence (128). In-
terestingly, a study in SIV-infected monkeys demonstrated
that episodic reversion to wild-type virus regularly oc-
curred in monkeys in which viral mutational escape had
previously occurred, but this reversion was rapidly re-
versed by the reemergence of epitope-specific CTL (129).
This finding suggests that the maintenance of a CTL escape
variant is a dynamic process in which there can be contin-
uous change in the virus, reflecting the conflicting pres-
sures of immune pressure and replication fitness. More-
over, the phenomenon of transmission-associated viral
sequence reversion likely contributes to the relatively con-
sistent pathogenicity of HIV-1 over extended periods of
time in human populations.

The importance of CTL in containing viral replication in
HIV-1–infected humans and SIV- and SHIV-infected mon-
keys is underscored by reports of dramatic clinical dete-
rioration associated with single amino acid substitutions
in dominant viral CTL epitopes that allow the infecting
virus to escape from CTL recognition. The aforementioned
chronically HIV-1–infected patient, who received infusions
of a clonal population of Nef-specific CTL and developed
a Nef escape viral variant that could not be recognized
by CTL, demonstrated an abrupt rise in HIV-1 replication
and a consequent loss of viral control associated with those
CTL infusions (124). Similarly, a chronically SHIV-infected
monkey that was successfully controlling viral replication
to a very low level developed a CTL-escape virus and there-
after evidenced a rapid and profound clinical deterioration
(130). These types of findings illustrate the role of CTL in
controlling HIV-1 replication, the importance of CTL es-
cape in AIDS immunopathogenesis, and finally the extent
to which immune control of HIV-1 can depend on CTL
recognition of a single dominant viral epitope.

Finally, studies have suggested that HIV-1–specific
CD8+ T lymphocytes do not function normally in infected
individuals. When compared with cytomegalovirus-
specific CD8+ T lymphocytes, HIV-1–specific CD8+ T
lymphocytes in infected individuals express lower levels
of perforin and higher levels of surface CD27 (131).
There is also a skewing of these CD8+ T lymphocytes
toward a CD45RA−CCR7− phenotype, consistent with

a preterminally differentiated state (132). Further, the
molecule PD-1, a negative regulator of activated T cells,
is significantly up-regulated on these cells (133). These
studies indicate that HIV-1–specific CD8+ T lymphocytes
are impaired in both their maturation and function. The
etiology of these abnormalities remains unknown.

CD4+ T CELL RESPONSE TO HIV-1

Determining the effects of helper T cell cytokine produc-
tion on clinical AIDS progression has been an active and
sometimes controversial area of investigation. A number
of years ago, it was proposed that a bias of immune cells
toward the production of specific networks of cytokines
might either improve or impede immune control of HIV-1
(134). Work in murine models of the immune control of
parasitic infections indicated that a bias toward produc-
tion of TH1 cytokines interfered with parasite control,
while a bias toward the production of TH2 cytokines im-
proved containment of those pathogens. Since CD8+ T
lymphocytes have been shown to be of central importance
in containing HIV-1 spread, and TH1 cytokines are known
to support effector T lymphocyte responses in vivo, it was
suggested that a bias toward production of TH1 cytokines
may be beneficial for controlling HIV-1 replication. More-
over, it was proposed that a bias toward production of
TH2 cytokines may interfere with immune containment
of HIV-1 replication. Some even suggested that a vaccine-
elicited immune response that was TH2 biased may accel-
erate disease progression in vaccinated individuals who
subsequently become infected with HIV-1. While this hy-
pothesis generated a substantial amount of investigative
work, the general consensus of those working in the field
has been that there is no evidence to support this paradigm
of AIDS pathogenesis (135).

Since virus-specific CD4+ T lymphocytes generated
following infection with some viruses can have effec-
tor cytotoxic function, effort has gone into evaluating
HIV-1–specific CD4+ T lymphocytes for cytolytic capac-
ity. However, no CD4+ T lymphocyte-mediated killing ac-
tivity has been observed. Therefore, the consensus in the
field now is that CD4+ T lymphocytes contribute to HIV-1
containment through providing help for the generation of
virus-specific antibody and CD8+ T lymphocyte responses.

Considerable attention has been focused on charac-
terizing the functional capacity of CD4+ T cells in HIV-
1–infected individuals. T lymphocytes are functionally
abnormal in those infected with the virus. In studies of
peripheral blood lymphocytes of subjects with variable de-
grees of CD4+ T lymphocyte loss, it was demonstrated that
T lymphocyte responsiveness to soluble protein antigen is
lost remarkably early after infection, earlier than respon-
siveness to alloantigen or mitogen (136). In fact, an in-
verse correlation exists in chronically infected individuals
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between virus load and HIV-1–specific CD4+ T cell func-
tion as measured by viral protein driven proliferative re-
sponses (137). Moreover, early institution of highly active
antiretroviral therapy during the period of primary infec-
tion can result in the preservation of considerable HIV-1–
specific CD4+ T cell function. These observations have led
to the suggestion that the preservation of memory HIV-1–
specific CD4+ T cells as well as the cytokine production
capacity of these cells may be crucial for the containment
of HIV-1 in those individuals infected with the virus.

CHALLENGES IN THE CREATION OF
AN HIV-1 VACCINE

Creation of an HIV-1 vaccine represents an unprecedented
scientific challenge. The traditional approaches for creat-
ing effective antiviral vaccines have proven inadequate for
making one against HIV-1. For example, vaccines based
on live attenuated HIV-1 might mutate and regain their
pathogenicity following inoculation into humans. Inacti-
vated virus and protein-based vaccines have not generated
antibodies that neutralize the genetically diverse viruses
that are currently infecting human populations through-
out the world. Moreover, these types of vaccines would
not induce the cell-mediated immune responses that are
needed to control the spread of HIV-1 in exposed individ-
uals. A totally novel vaccine approach will therefore ulti-
mately be required to stop the spread of this virus.

Despite the considerable efforts that have gone into de-
veloping an HIV-1 vaccine, few prototype immunogens
have been evaluated for protective efficacy in human clini-
cal trials. One of these vaccines, a recombinant form of the
envelope glycoprotein gp120 administered with the adju-
vant alum, was shown to confer protection against chal-
lenge by a highly attenuated HIV-1 isolate in chimpanzees
(138). However, the vaccine had no protective efficacy in
humans (139). In fact, most investigators involved in HIV-1
vaccine development were not surprised by the outcome
of this trial. The vaccine elicited a gp120-specific anti-
body response, but the antibody did not neutralize HIV-1
isolates that were recently obtained from the blood of
infected individuals (140–142). Moreover, because a vac-
cine antigen of this type does not enter the MHC class I
pathway following administration, it cannot efficiently in-
duce a CTL response. Since this subunit immunogen did
not elicit neutralizing antibodies or CTL, there was little
reason to suppose that it would confer protective immu-
nity.

Another HIV-1 vaccine efficacy trial is currently under-
way to evaluate this same subunit immunogen in combi-
nation with a live recombinant viral vector using a prime-
boost regimen. The vector being assessed in this clinical
trial is a canary pox virus expressing HIV-1 genes. Although
the canary pox virus has been shown to express genes

in vitro in human cells, it does not replicate efficiently in
these cells. It is hoped that this vector will express HIV-1
transgenes at a high enough level in vivo in humans to
elicit a CTL response but will have no associated toxicity
because it does not replicate. There is, however, also lit-
tle optimism associated with this trial because of the low
level of immunogenicity of the vector in humans observed
in earlier clinical studies (143).

Although these advanced-phase human clinical trials
for candidate vaccines have aroused little optimism, stud-
ies in nonhuman primates suggest that it should be pos-
sible to create an effective HIV-1 vaccine. Pretreatment
of rhesus monkeys with SIV-specific immunoglobulin re-
sults in a reduction of viral replication following challenge
with SIV (108). Infusion into rhesus monkeys of mono-
clonal antibodies that neutralize HIV-1 isolates in vitro has
blocked the subsequent acquisition of primate immunod-
eficiency virus infection that is initiated by either intra-
venous or mucosal exposure to virus (109,110). Confidence
that these findings might be translated into an effective
antibody-based vaccine for HIV-1 is tempered by the obser-
vation that protection against infection in this experimen-
tal model has required levels of circulating antibody that
are too high to be induced by routine vaccination strategies
(144,145). Moreover, investigators remain unable to create
a subunit immunogen that elicits broadly neutralizing an-
tibodies. It is possible, however, that the rapid mobilization
of a memory B cell population soon after exposure to HIV-1
might result in an early, robust antibody response that
could eliminate or partially contain the replicating virus.

Studies in nonhuman primates have also shown that
vaccine-elicited cellular immune responses, even in the
absence of neutralizing antibodies, can confer significant
protection against the clinical consequences of an immun-
odeficiency virus infection. Monkeys immunized with plas-
mid DNA, a live recombinant viral vector, or a combina-
tion of these vaccine modalities develop cellular immune
responses that do not protect against the acquisition of in-
fection, but do slow the rate of clinical disease progression
that occurs following infection (146–148) (Figure 39.11).
In comparison with control vaccinated animals, such vac-
cinated monkeys show a more rapid expansion of memory
CTLs, a consequent reduction in peak and chronic levels
of viral replication, a delay in the loss of CD4+ T cells, and
a delay in time to death.

Recent studies have begun to delineate the mechanisms
underlying this prolonged survival of vaccinated, chal-
lenged monkeys. Because memory CD4+ T cells express
CCR5, the coreceptor for transmitted HIV-1 and SIV iso-
lates, there is a rapid and dramatic loss of this lymphocyte
subpopulation during the first days following infection as
the virus targets these cells for destruction (25,58,149). By
contributing to the control of early replication, vaccine-
induced CD8+ and CD4+ T cell responses in rhesus
monkeys provide some degree of protection against the
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FIGURE 39.11 Vaccine-elicited cellular immunity confers partial protection against early pri-
mate immunodeficiency virus replication and an associated prolongation of survival in rhesus
monkeys. Monkeys were vaccinated to induce a cell-mediated immune response and then in-
fected with a highly pathogenic SIV. As shown in panel A, the vaccinated monkeys had lower
levels of viral replication (blue lines) than did the control monkeys (red lines) through the first 120
days following infection. As shown in panel B, this blunting of viral replication in the vaccinated
monkeys (blue line) was associated with a prolongation of survival. Adapted from (150).

destruction of these memory CD4+ T cells (150,151). The
protection of these cells confers a survival advantage, as
the immune systems of the monkeys are better able to deal
with potential opportunistic infections and malignancies.

Although the level of protection afforded by a CTL-
based vaccine is certainly not ideal, the use of such a vac-
cine in human populations could have several important
benefits. The prolonged survival of vaccinated individu-
als who subsequently become infected with HIV-1 would
be an enormous advantage, particularly in resource-poor
areas of the world where access to antiretroviral drugs
remains limited. Further, if vaccinated individuals who
become infected with HIV-1 maintain low levels of viral
replication, the rapidity of viral spread from infected to un-
infected people may slow (152). This is because low levels
of HIV-1 replication in an individual should be associated
with low levels of virus in their secretions, which in turn
should be associated with the inefficient transmission of
virus. In fact, levels of HIV-1 viremia in an infected indi-
vidual have been shown to predict the likelihood of that
individual transmitting virus (153). Therefore, a vaccine
of this type could have benefits both for the individual and
the population as a whole.

Nevertheless, accumulating evidence from nonhuman
primate studies indicates that the duration of protection
afforded by a CTL-based vaccine may ultimately be lim-
ited. Vaccine-related containment of primate immunode-
ficiency virus replication can be abruptly lost in monkeys
following viral challenge, with a consequent dramatic clin-
ical deterioration (130,154). In these monkeys, the change
in clinical status was associated with viral acquisition of
a mutation in a dominant CTL epitope that allowed the
virus to escape from control by CTLs. The mutant viruses

rapidly became the predominant viral quasispecies in the
infected monkeys. These findings suggest that vaccine-
elicited dominant-epitope–specific CTLs contain primate
immunodeficiency virus replication, and that the immune
pressure on the virus that is mediated by these CTLs selects
for mutations that allow the virus to escape from recogni-
tion by this cellular immune response.

However, although it is reasonable to assume that virus
will eventually escape from CTL control in this setting,
protection may last for a relatively long period of time fol-
lowing infection. If viral replication is initially contained
at a very low level, it may take a long time for escape vari-
ant viruses to be generated, as mutations will emerge in
a population of viruses at a rate proportional to the rate
of ongoing viral replication. Moreover, if CTLs are gener-
ated to multiple virus epitopes, escape of the virus at all
of those epitopes may be required for the virus to evade
T cell recognition and effective immune control. A CTL-
based vaccine strategy may therefore be a viable approach
to vaccine control of HIV-1 despite the phenomenon of vi-
ral escape from CTL recognition (155).

Bolstered by these rationales, two major CTL-based
vaccines recently entered advanced-phase clinical test-
ing: a recombinant adenovirus-based vaccine, and a plas-
mid DNA prime and recombinant adenovirus boost-based
vaccine. However, the efficacy trials of the recombinant
adenovirus-based vaccine as a sole immunogen were
stopped early when an enterim analysis of the emerging
results demonstrated on evidence of efficacy. Moreover,
this analysis also raised the possibility that vaccinated men
who were uncircumsized or vaccinees with serologic evi-
dence of prior exposure to the vector may have had an in-
creased rate of acquisition of HIV-1 infection. The impact
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of circumcision in this vaccine setting is consistent with
the emerging evidence for the contribution of the foreskin
in male acquisition of HIV-1. One theory that has been
proposed to explain the impact of prior exposure to ade-
novirus is that exposure of adenovirus primed individuals
to repeated administrations of an adenovirus vector may
expand and activate adenovirus-specific CD4+ T cells, in-
creasing the number of activated CD4+CCR5+ T cells that
can be infected by HIV-1. While these findings are discour-
aging, they do not indicate that an effective HIV-1 vaccine
cannot be created. Rather, they suggest that other strate-
gies are needed for generating protective immunity.

Although neutralizing antibodies do not play a pivotal
role in early HIV-1 clearance, a vaccine-elicited neutral-
izing antibody response may confer substantial protec-
tion. For a vaccine to prevent infection by a diverse range
of HIV-1 isolates, it must induce antibodies that neutral-
ize genetically disparate HIV-1 isolates. However, the cre-
ation of a subunit immunogen that can elicit such an im-
mune response has proven elusive. Some of the subunit
envelope immunogens evaluated to date generate antibod-
ies that block infection of HIV-1 isolates that have en-
velope proteins similar in sequence to those used in the
vaccine. They also induce antibodies that have activity
against a small subset of HIV-1 isolates that are partic-
ularly sensitive to neutralization. However, these vaccine-
elicited antibodies do not neutralize most circulating HIV-
1 strains (156–158). Nevertheless, it should be possible
to configure an immunogen that will elicit a broadly
neutralizing antibody response. This possibility is illus-
trated by the demonstration that monoclonal antibodies
can be generated that neutralize diverse HIV-1 isolates
(159,160).

Several strategies are currently being explored to create
an effective subunit envelope immunogen. One of these ap-
proaches involves generating novel envelope-specific mon-
oclonal antibodies that can neutralize a diverse range of
HIV-1 isolates (161). By mapping the recognition specifici-
ties of these antibodies, domains of the virus will be identi-
fied that can serve as targets for broadly neutralizing anti-
bodies. The underlying assumption in this strategy is that
if a monoclonal antibody can be generated that neutralizes
the virus, an immunogen can be configured to elicit an an-
tibody with the same specificity and activity. However, it
was recently reported that at least some of the monoclonal
antibodies with broad neutralizing activity have polyspe-
cific reactivity with autoantigens, and the production of
these antibodies may be regulated by tolerance mecha-
nisms (162). In fact, two of the most broadly reactive HIV-1
envelope-specific monoclonal antibodies are polyspecific
autoantibodies that are reactive with the host phospho-
lipid cardiolipin. It should be noted, however, that some
investigators feel that this apparent cross-reactivity may
reflect the hydrophobicity of the combining sites of these
antibodies (163). This observation raises questions con-

cerning the feasibility of generating antibodies in healthy
individuals with these envelope specificities.

Another approach being explored to solve the difficult
problem of inducing broadly neutralizing HIV-1–specific
antibodies is to develop a more in-depth understanding of
the structure of the HIV-1 envelope. It is hoped that this
will suggest approaches for creating immunogens that ap-
proximate the native envelope glycoprotein in its biologi-
cally relevant three-dimensional conformations. Progress
in this area has been slow because of the technical diffi-
culties associated with determining the structure of the
flexible, heavily glycosylated envelope protein. To date,
structures of monomeric HIV-1 gp120 bound to CD4 and
unbound monomeric SIV gp120 have been determined
(164,165). However, the envelope glycoprotein of HIV-1
is comprised of two components, gp120 and the trans-
membrane part gp41. Moreover, it exists on the virus as a
trimeric molecule and undergoes conformational changes
as the virus fuses to the outer membrane of a cell during
the process of infection. The structures of biologically rel-
evant HIV-1 envelopes remain to be elucidated.

Although considerable effort is being expended to de-
fine conserved neutralizing epitopes of the HIV-1 envelope
and to determine the structure of the prefusion envelope
trimer, novel envelope immunogens continue to be created
and evaluated as potential vaccine immunogens. These in-
clude baculovirus-expressed particles that express the en-
velope glycoprotein on their surface, chemically stabilized
envelope trimers, and domains of the membrane-proximal
region of the envelope expressed in membrane fragments.

Since much of the HIV-1 epidemic is fueled by sex-
ual transmission of the virus, most investigators assume
that an effective vaccine must elicit a mucosal immune re-
sponse that will block the transmission of the virus at a
mucosal surface. It is important to recognize that there
are caveats associated with this assumption. First, it is
still not proven that HIV-1 crosses an intact mucosal sur-
face to initiate an infection. Epidemiological studies have
clearly shown that the likelihood of HIV-1 acquisition is in-
creased in individuals with genital ulcers, suggesting that
sexual transmission of the virus may occur by hematoge-
nous seeding (166–168). Moreover, it remains possible
that many HIV-1 transmission events occur through mi-
crovascular tears in mucosal tissue rather across intact
mucosa. It is, therefore, not proven beyond a doubt that
sexual transmission of HIV-1 occurs across an intact
mucosal surface.

Second, it is well-established that vaccine-induced sys-
temic immune responses can confer effective protection
against mucosally transmitted viruses. A clear example
of this phenomenon is seen with the protection provided
by the Salk polio vaccine (169). This inactivated-virus
vaccine induces a systemic antibody response that does
not block the transmission of the virus. Rather, it di-
minishes poliovirus replication systemically after mucosal
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transmission has occurred, blocking seeding of the CNS
with the virus. This highly effective vaccine, therefore,
aborts the natural course of a mucosally transmitted po-
liovirus infection without acting at the site of transmission.

Accepting these possible caveats, considerable effort is
being focused on inducing both cellular and antibody re-
sponses that might contribute to containing the virus at a
mucosal surface. At least some parenterally administered
live recombinant vectors have been shown to elicit cellu-
lar immune responses at mucosal surfaces in nonhuman
primates (170). Studies are being pursued to determine
whether mucosal delivery of vectors, such as the gene-
deleted adenoviruses, can actually enhance the mucosal
cellular and humoral immune responses elicited by those
vaccines. Novel live vector systems are also being explored
that are specifically designed to induce mucosal immu-
nity. Foremost among these strategies is the use of live
recombinant Mycobacteria spp. and enteric bacteria such
as Salmonella spp. These are nonpathogenic recombinant
microorganisms that can be administered at a mucosal
surface and should specifically elicit local cellular and
humoral immune responses. Whether strategies specifi-
cally designed to generate potent mucosal immune re-
sponses can confer protection against sexually transmitted
HIV-1 remains an open question.

Mutations rapidly accumulate in HIV-1 as it replicates,
such that circulating strains of the virus can differ from
one another by 20% in the more conserved proteins and
by as much as 35% in the highly variable envelope pro-
teins (171,172). Moreover, primary HIV-1 isolates have no
principal neutralizing determinants, and each of these iso-
lates can have a distinct target for the neutralizing anti-
body response. The implications of the sequence diversity
of HIV-1 are also problematic for virus-specific CD8+ T
cell responses. Certainly there can be some antigenic cross-
reactivity between isolates of HIV-1 in the cellular immune
response, but single amino-acid substitutions can some-
times abrogate CD8+ T cell recognition of a dominant epi-
tope of the virus (173–175). HIV-1 vaccines that are based
on a single sequence of the virus may therefore elicit im-
mune responses that are too focused and type-specific to
provide effective protection against the quasispecies of ge-
netically diverse HIV-1 isolates that exist in a human pop-
ulation. A vaccine strategy for HIV-1 must therefore take
into account the extreme sequence diversity of this virus.

One vaccine strategy being developed to deal with HIV-1
genetic variation involves the use of immunogens that in-
corporate a combination of variant genes or proteins from
representative viruses. The rationale behind this approach
is that immune responses to a particular portion of the
virus may diversify following exposure to many related
variant proteins, leading to the generation of memory T
and B cells that can recognize sequences related to but
distinct from those used to elicit the memory cell popula-
tions. In fact, a vaccine that includes three distinct enve-

lope genes, encoding proteins from representative clade A,
B, and C viruses, is moving forward into advanced-phase
human clinical testing (176). Preliminary immunological
evaluation of immune responses induced by this vaccina-
tion regimen suggests that the cellular and humoral im-
mune responses to these distinct envelope proteins do not
interfere with one another (177). However, although these
vaccine-elicited immune responses have greater breadth
than those elicited by envelope immunogens that employ
a single gene sequence, the breadth of these responses has
not proven to be greater than would be expected based on
the additive properties of the immunogens.

Other approaches to dealing with the immunological
problems created by the genetic diversity of HIV-1 iso-
lates are also being evaluated. Several of these approaches
make use of hypothetical viral gene sequences that are gen-
erated by phylogenetic reconstruction. These reconstruc-
tions are based on the data that have been accumulated
to document the diversity of HIV-1 gene sequences that
exist worldwide. Consensus sequences for each HIV-1 gene
have been designed that encode the most common amino
acid at each position of each viral protein. Ancestral se-
quences have also been constructed to approximate pro-
genitor viral gene sequences (178). In both of these ap-
proaches, the sequences of these hypothetical genes are
closer to the sequences of currently circulating viruses than
most currently circulating viruses are to each other. Im-
portantly, envelope proteins that have been constructed
based on these types of hypothetical sequence have proven
functional in several in vitro assay systems (172). These
envelopes have been shown to bind to both CD4 and
chemokine receptors and to bind several of the monoclonal
antibodies that recognize conserved neutralizing determi-
nants of HIV-1. It remains to be determined whether vac-
cines that are based on these hypothetical genes elicit im-
mune responses with greater breadth than vaccines that
incorporate single, naturally occurring viral genes.

Should it prove possible to create immunogens that in-
duce both broadly neutralizing antibodies and broadly re-
active CTLs, the magnitude, durability, and quality of the
immune responses that can be generated with currently
available technologies may still not be adequate for pro-
viding effective protection against HIV-1. In fact, studies
have suggested that the level of circulating neutralizing
antibody needed to prevent infection of macaques with a
primate immunodeficiency virus are much higher than can
be induced with traditional vaccine modalities (109,110).
Moreover, the magnitude of the CTL responses that have
been generated in human volunteers so far is not nearly
as great as the vaccine-elicited responses in macaques that
have controlled primate immunodeficiency virus spread
(179,180).

Although live recombinant virus vectors continue to
show promise as a viable approach for eliciting cellu-
lar immune responses to HIV-1, the magnitude of the
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responses in human volunteers immunized with such vac-
cines has been substantially lower than that seen in non-
human primates. This reduced immunogenicity may be
a consequence of preexisting vector-specific immunity.
For example, adenovirus serotype 5 (Ad5)–specific immu-
nity induced by naturally occurring adenovirus infections
may reduce the immunogenicity of immunogens based
on gene-deleted Ad5 vectors (181). Ad5-directed immu-
nity does not, however, interfere with the immunogenic-
ity of the Ad5-based vectors in macaques because non-
human primates are infected with distinct families of
adenoviruses with serological profiles that differ from hu-
man adenoviruses. To circumvent the problem of preex-
isting Ad5-specific immunity, novel adenovirus vectors are
being developed for which there should be no preexisting
immunity in human vaccine recipients. These novel vec-
tors include selected human adenoviruses, such as ade-
novirus serotype 35, that rarely cause natural infections
in humans (182). Adenoviruses that infect nonhuman pri-
mate species, including selected chimpanzee adenovirus
isolates, are also being developed as potential vaccine vec-
tors (183). Finally, chimeric adenovirus vectors are also
being constructed that circumvent susceptibility to preex-
isting neutralizing antibodies against the vector but main-
tain high levels of immunogenicity (184).

In light of the concern that the durability of vaccine-
elicited cellular immune responses will be important for
an HIV-1 vaccine, several vectors are being explored that
should persist in vaccinees. The assumption underlying
this approach is that microorganisms that are never fully
cleared in infected individuals should continue to make
protein and therefore perpetuate an immune response. The
most promising of the persisting vectors are those con-
structed with mycobacteria, including Mycobacterium bo-
vis bacillus Calmette–Guérin (BCG). It should be noted,
however, that emerging data indicate that the maximal
generation of memory T cells might occur when antigen
does not persist.

Plasmid DNA constructs have proven to be effective
immunogens in mice for eliciting cellular immune re-
sponses and for priming antibody responses. It is now
clear, however, that DNA vaccines are less immunogenic
in nonhuman primates than they are in mice, and even
less immunogenic in humans than in nonhuman primates.
Therefore, strategies are being aggressively pursued to im-
prove the immunogenicity of plasmid DNA vaccines. These
strategies include formulating the plasmid DNAs with li-
posomes or polymers to increase their in vivo expression
as well as protect them from rapid degradation (185).
Novel delivery technologies are also being explored, in-
cluding the use of in vivo electroporation to increase the
efficiency of cellular transfection with DNA (186). In addi-
tion, studies have been done showing that coadministra-
tion of plasmid DNA immunogens with plasmids encoding
cytokines has the potential to increase vaccine-elicited cel-

lular immune responses (187). The best-studied of these
approaches includes the use of cytokines that increase the
clonal expansion of antigen-specific T cells, such as inter-
leukin (IL)-2 and IL-15, and cytokines that attract and in-
duce the maturation of antigen presenting cells, including
granulocyte/macrophage colony-stimulating factor and
β-chemokines.

It remains unclear whether qualitative aspects of
vaccine-elicited cellular immune responses or particular
viral protein specificities of those cellular responses will
prove important in protecting against viral replication and
disease progression. The increasingly sophisticated use of
polychromatic flow cytometry will allow the assessment of
the functional capabilities of vaccine-induced T cell pop-
ulations. It will be important to determine whether the
production of certain cytokines or cytotoxic mediators by
vaccine-elicited T cells is associated with particularly effec-
tive control of virus replication. Further, although there is
a general consensus that it will be desirable to generate im-
mune responses to several viral structural gene products, it
is not yet clear whether cellular immune responses to some
of the early viral regulatory proteins such as Tat and Nef
will confer a substantial additional benefit to vaccinees.

Finally, effort is being focused on developing technolo-
gies that will augment humoral immune responses to sub-
unit HIV-1 envelope immunogens. This is a particularly
daunting challenge, as it will be important to deliver such
immunogens in a manner that will not alter their natu-
ral structural conformations. The technologies receiving
the most attention at the present time include oil and wa-
ter emulsions and CpG motif-containing adjuvants that
signal through Toll-like receptor 9.

Data from nonhuman primate studies indicate that ex-
isting technologies should allow for the creation of HIV-1
vaccines that preserve memory CD4+ T cell populations
and, as a result, attenuate the clinical course of infection.
Importantly, several recent advances promise to improve
the protection conferred by immunization. The magni-
tude and durability of vaccine-elicited immune responses
should be dramatically improved by increasing the im-
munogenicity of plasmid DNA immunogens as well as the
development of new generations of viral vectors that can
escape recognition by preexisting vector-specific immu-
nity. A greater breadth of immune recognition should be
achieved using consensus gene sequences in these novel
vectors. Moreover, investigations into the strategies for
eliciting broadly neutralizing antibodies and mucosal im-
mune responses should create strategies for further im-
proving the effectiveness of HIV-1 vaccines. While the cre-
ation of an effective HIV-1 vaccine remains an enormous
challenge, continuing progress in all of these areas pro-
vides reason for optimism about ultimately controlling the
spread of AIDS.

NOTE: Portions of the text of this chapter were adapted
from references (188) and (189).
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INTRODUCTION

“Among the many pursuits of mankind, none can be more
rewarding than that of preventing diseases by procedures
which derive from the practice of vaccinology. Vaccines, to-
gether with sanitation and nutrition, have served as prin-
cipal tools employed in public health to increase the health
and life span of human beings. Vaccinology is a field in
which dreams may be turned into realities.”

Thus wrote one of the pioneering giants of 20th century
vaccine development, Maurice Hilleman, in 2003 (1). Vac-
cine research is once again very much in the public eye.
Fields as diverse as HIV-AIDS, pandemic bird influenza,
severe acute respiratory syndrome, and defense against
bioterrorism attacks ensure that possible new vaccines re-
main in the spotlight. Vaccinology is poised at the inter-
face of medical microbiology and immunology on the one
hand, and of health policy and sociology on the other, and
it has become a robust discipline in its own right. However,
not every aspect of the scene is rosy. In the industrialized
countries, the reduced prevalence of many infections has
engendered a dangerous complacency. In the developing
countries, resource constraints continue to loom large. In
both situations, the activities of passionate but misguided
antivaccine activists exert an influence disproportionate to
their small numbers. Given the importance of the field, it
is essential that all immunologists gain a good working
knowledge of vaccinology.

This chapter describes how greatly knowledge of im-
mune regulation in general, and of the relationship be-
tween innate and adaptive immunity in particular, con-
tributes to vaccine research and design. Much technical
material needs to be covered concerning adjuvants, choice
of antigens, new routes of administration, and experimen-
tal vaccine design principles. At the same time, this chap-
ter also addresses practical issues such as how to avoid a
plethora of injections for our infants; how to reach those
global citizens who most need vaccines, namely those in
the poorer countries; and how to determine priorities to

ensure that scarce health resources are deployed in the
most efficient way.

The chief focus of the chapter naturally is on prevention
of infection, although the possibility of vaccines playing
a role in the control of established chronic infections
such as HIV/AIDS or hepatitis C must also be explored.
Beyond communicable diseases, there is a vast potential
terrain, including vaccines to fight cancer, immunization
approaches to autoimmunity or allergy, vaccination to
prevent hemolytic disease of the newborn, or contracep-
tive vaccines. The cancer vaccine question is covered in
Chapter 46, and the other issues are touched in Chapters
42 to 44. Here we can only cover the key concepts involved.

The world is waiting so eagerly for effective vaccines
against the “big three” diseases—AIDS, tuberculosis
and malaria—that it would be easy to lose sight of the
devastating impact of diarrheal diseases, acute respiratory
diseases, and largely nonfatal diseases such as schisto-
somiasis or hookworm, which cause extensive morbidity
and loss of productivity. This chapter is not meant as a
compendium of all new generation vaccines (2), which
would require a work almost as long as the present book,
but rather as an outline of the principles of vaccinology
illustrated by specific examples of established or exper-
imental vaccines. Many diseases are covered because of
the protean nature and rich promise of the field.

HISTORICAL PERSPECTIVES

People who yearn for a simpler, Arcadian life less domi-
nated by science and technology tend to forget that before
the Industrial Revolution, life really was nasty, brutish, and
short. Not only the great figures of music and literature, but
also ordinary men, women, and children frequently died
of infections easily prevented or cured today. It would be
tempting to ascribe the improved situation only to med-
ical science, particularly vaccines and antibiotics, but in
fact the progressive lengthening of the average human
lifespan much antedated these developments. Less grind-
ing poverty, better sanitation, reduced overcrowding, and
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◗ TABLE 40.1 Chief Landmarks in the History of Vaccinology

1796 Edward Jenner introduces vaccination against smallpox

1880 Louis Pasteur develops attenuated fowl cholera vaccine, and soon after vaccines against anthrax and rabies.

1896 Robert Koch discovers the cholera vibrio. Killed, whole-cell bacterial vaccines against cholera, typhoid, plague, and
other bacteria follow. They are very reactogenic.

1924 Bacille Calmette-Guerin (BCG) is introduced as a live attenuated tuberculosis vaccine.

Late 1920s, early 1930s Progressively better diphtheria and tetanus vaccines are introduced based on toxins and then toxoids.
1935 17D strain of live attenuated yellow fever vaccine is introduced.

1945 Chick embryo allantoic fluid-derived killed influenza vaccine is developed.

1949 John Enders cultivates the poliomyelitis virus in tissue culture.

1955 Jonas Salk introduces the killed injectable poliomyelitis vaccine (IPV).

1961 Albert Sabin develops the live oral poliomyelitis vaccine (IPV).

1960–1969 Progressively improved live attenuated measles, mumps, and rubella vaccines are developed.

1974–1984 Polysaccharide vaccines against encapsulated gram-positive bacteria are introduced and progressively improved—
Meningococcus, Pneumococcus, Hemophilus.

1981 Hepatitis B vaccine is licensed using surface antigen from human carrier plasma.

1983 Hemophilus influenzae carbohydrate-protein conjugate is developed as an effective vaccine for infants.

1986 Yeast-derived recombinant hepatitis B vaccine is licensed. This first vaccine derived thorough genetic engineering
effectively begins a new paradigm that will dominate the next 20 years.

improved nutrition all played their part. But vaccines
do have a proud place and count among the most cost-
effective of all health interventions. Yet, the history of vac-
cines is not without its false starts and misadventures. The
emergence of vaccines into the medical mainstream was
in fact quite slow (Table 40.1).

Early civilizations that left written records, such as
those of Egypt, India, Greece, and China, make reference
to infectious diseases, but the accuracy of diagnosis is fre-
quently questionable. It has been argued that the “leprosy”
referred to in the Bible may well have represented a der-
matological condition, such as psoriasis. Nevertheless, the
fact that immunity was specific—that is, that one rarely
contracted a given disease twice—was known to the an-
cient Greeks. The word immunity was first used in the 14th
century for the example of plague. One disease that was
particularly feared was smallpox, clearly described for the
first time in China in the 4th century A.D. This was first be-
cause of its great prevalence, second because of the high
case fatality rate (usually 20% to 30%), and third because
when the pustules heal, they leave deep scars, therefore,
recovering patients are disfigured for life. The history of
vaccines begins with smallpox (3).

The Jennerian Era and Its Aftermath

Given that the microbial origin of infectious diseases was
not discovered until the 19th century, it is hard to know
what working hypothesis lay behind the first attempts to
prevent smallpox. As early as the 10th century AD, the pus-

tular fluid from smallpox lesions or the dried scabs from
healing sores were given to susceptible individuals in an
attempt to make them immune. This practice, known as
variolation, involved inoculation into the skin in India, but
into the nose in China. Surprisingly, variolation usually
resulted in a much less severe disease than natural infec-
tion. There was a nasty lesion at the inoculation site, some
satellite blisters, frequently a mild rash, and some con-
stitutional symptoms of fever, myalgia, and lethargy, but
mortality appeared to have been only 1% to 2%, and gen-
eralized scarring was also rare. One wonders what society
thought about the fact that contacts of variolated individ-
uals not infrequently developed the full, natural infection.
Despite this, fear of smallpox epidemics was so great that
even the august Royal Society of London debated the mer-
its of variolation in the early 18th century. Clearly vario-
lation worked, but the disadvantages were such that the
medical profession as a whole remained skeptical.

Lady Mary Montague was the wife of the British am-
bassador in Constantinople and had her own 6-year-old
son variolated in 1718. Returning to London, she inter-
ested several prominent members of the Royal College of
Physicians in the practice as they struggled with the terri-
ble smallpox epidemic of 1721. The president of the col-
lege, Sir Hans Sloane, became a convert following some
experiments on convicted felons (no institutional ethics
committees then!) and arranged the variolation of two
royal princesses. Despite this, and perhaps fortunately,
variolation did not become widespread in Britain or
Europe.
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Edward Jenner and the Rapid Spread of
Smallpox Vaccination

Cows develop a smallpoxlike disease, cowpox, and lesions
can appear on the udder and teats. Milkmaids can catch
a mild version of cowpox, involving sores on the fingers
and hand. In the 1760s and 1770s, several physicians drew
attention to the fact that milkmaids were rarely pock-
marked and that many could not be variolated. Several
people—for example, farmer Benjamin Justy—claimed
to have inoculated cowpox material into their children
based on these observations. Be that as it may, it was
the Gloucestershire general practitioner Edward Jenner
who not only published first (4), but who was also actu-
ally intrepid enough to test the putative immunity by a
challenge variolation. On May 17, 1796, milkmaid Sarah
Nelmes donated a little fluid from her cowpox-affected
hands, and Jenner forthwith inoculated James Phipps who
promptly developed a lesion at the inoculation site. Jenner
recorded (4):

“Notwithstanding the resemblance which the pustule thus
excited on the boy’s arm bore to variolous inoculation, yet
as the indisposition attending to it was barely percepti-
ble, I could scarcely persuade myself the patient was secure
from the smallpox. However, on his being inoculated some
months afterwards, it proved that he was secure.”

A further variolation five years later confirmed the main-
tenance of immunity.

Jenner’s paper was rejected by the Transactions of The
Royal Society, so he published his “Inquiry” privately. He
must have derived great satisfaction from the speed with
which vaccination, as the practice was termed, spread. In
Europe, it became compulsory in several European coun-
tries early in the 19th century, and with stunning results.
For example in Sweden, there were 5,126 smallpox deaths
per 1 million population in 1800, but only 50 in 1821. Soon
vaccination became popular in the United States and only
slightly later throughout the world. In the second half of
the 19th century, calf-derived fluid replaced the human
source, and periodic revaccination was introduced. Jen-
ner became famous in his own lifetime, but not nearly
as revered as later. For example, in 1896 Britain exten-
sively celebrated the centenary of the James Phipps ex-
periment, secure in the knowledge that vaccination had
proven brilliantly successful. Jenner has been recognized
in memorials in many places, the statue in Kensington
Gardens, London, among them, which represented the
focal point for the great bicentenary events of 1996. Its
plaque refers simply to “the country doctor who benefited
mankind.”

Who would have guessed that 181 years had to elapse
between James Phipps’ vaccination and the last case of
naturally occurring smallpox? This is a reflection on the
kind of world we inhabit. That said, smallpox eradication

represented a signal public health achievement, which we
shall now briefly summarize.

Global Eradication of Smallpox

Edward Jenner had speculated on the possibility that his
vaccine could wipe out smallpox. It eventually became ap-
parent that there was no animal reservoir of the smallpox
virus and that it could live for only short periods outside
the human body, so logically eradication was a possi-
bility. North and Central America beat the scourge by
1951, Europe by 1953, and many countries in Asia by
1960, but at that time smallpox was still an enormous
problem in Sub-Saharan Africa and most of the Indian
sub-continent.

The World Health Assembly, the governing body of the
World Health Organization (WHO), took a heady decision
during its twelfth meeting in May 1959. As 977 million peo-
ple still lived in smallpox endemic areas, global eradication
was set as a new WHO goal. The preamble to the 1959 res-
olution mentioned a wildly optimistic timetable of 4 to 5
years for eradication. Given the huge scope of its mission,
WHO has always been seriously under-resourced, and in
fact little happened until 1966 when at last a significant
budgetary allocation was made. Dr. Donald A. Henderson
was appointed as head of the Smallpox Eradication Unit
and Dr. Isao Arita as his medical officer. The 1967 plan
called for 220 million people to be vaccinated that year.
While Henderson set himself a 10-year target, he soon re-
alized that immunizing all susceptible citizens was simply
not feasible. He also recognized the challenge of quality
control for the large number of vaccine doses required,
as some suppliers proved thoroughly unreliable. Among
the many other practical problems were data collection
and handling, training of vaccinators and their supervi-
sors, and certification of reference laboratories. The de-
cision was taken to concentrate immunization efforts on
known or possible contacts of actual cases. This put an
enormous premium on a good surveillance strategy. The
invention of a simple bifurcated needle to at once draw
up and dispense vaccine fluid minimized wastage and im-
proved vaccine take.

By 1971, such sufficient progress had been made to-
ward global eradication that both the United States and
the United Kingdom ceased their routine vaccination pro-
grams. In the early to mid 1970s, intense effort went into
India and the Horn of Africa, but war between Ethiopia
and Somalia certainly did not help. However, a large-scale
emergency effort got on top of the disease, and the last case
of naturally occurring smallpox was recorded in Merca,
Somalia, on October 26, 1977.

Tragically, the story does not quite end there. A few labo-
ratories continued their research on smallpox, and in 1978
a medical photographer at the University of Birmingham
died from the disease, which she somehow caught from



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-40 Paul-3627G GRBT293-Paul-v1.cls April 16, 2008 11:29

Vaccines 1237

the smallpox laboratory one floor below her in the med-
ical school. The small outbreak was soon controlled, but
the 49-year-old head of the smallpox laboratory, Professor
HS Bedson, felt so responsible that he committed suicide.
The event highlights the dangers of variola virus stocks in
laboratories, but both the United States and the former
USSR refused to agree to the WHO’s suggestion that all
such stocks be destroyed. It well may be that further stocks
are being held for biological warfare or bioterrorism pur-
poses, although Iraq’s “weapons of mass destruction” could
never be found. The current major efforts that have gone
into stockpiling smallpox vaccine, including improved vac-
cinia variants, just in case evil forces unleash secret sources
of virulent variola virus is somewhat ironic.

On December 9, 1979—more than 4,000 years after the
disease’s first appearance and 183 years after young Mas-
ter Phipps’ adventure—the Global Commission on Small-
pox Eradication certified that global eradication had been
achieved. The campaign has rightly been hailed as the
world’s greatest public health triumph (Figure 40.1). Dr.
Henderson is a revered figure and still a senior U.S. gov-

ernment advisor on control of epidemics and related mat-
ters. His self-imposed deadline slipped by only one year.
The total cost of the WHO’s program was $300 million,
compared with an estimated cost burden of the disease of
$1,350 million per annum prior to control.

The Dawn of Immunological Science
(1875 to 1910): Pasteur, Koch,
von Behring, Ehrlich

Jenner had no overarching theory for how vaccination pro-
vided immunity to smallpox. Two great giants, Louis Pas-
teur (1822 to 1895) and Robert Koch (1843 to 1910), es-
tablished the true etiologic cause of infectious diseases and
thus set the scene for a better understanding of the speci-
ficity of immunity. Pasteur (5) destroyed the spontaneous
generation theory of bacteria, and Koch, his archrival
and debating opponent, enunciated his famous postulates
that, if fulfilled, established an agent as the cause of a
disease. Pasteur made the critically important observa-
tion that bacteria grown for substantial periods in artificial

FIGURE 40.1 The parchment certifying
global eradication of smallpox, 1979.
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media lost their virulence. For example, Pasteurella sep-
tica, the cause of fowl cholera, when attenuated in vitro no
longer caused disease. Rather, injection of such attenuated
bacteria protected chickens from the effects of fresh, viru-
lent cultures (6). With surprising speed, this idea was tested
in a real-life setting. In 1881, the first tests of an attenuated
anthrax vaccine were run, and in 1882, 85,000 sheep were
immunized. Pasteur coined the word vaccine as a general
term for immunizing preparations in homage to Edward
Jenner and his use of vaccinia virus. Even though Pasteur
did not know that rabies was caused by a virus rather than
a bacterium and had to attenuate it in rabbit spinal cord
rather than through culture, his introduction of rabies im-
munization on little Jacob Meister had a galvanic effect
and was soon widely practiced. Crowned heads from all
over the world came to pay honor to Pasteur, and he was
able to build the Pasteur Institute in Paris entirely from
benefactions. Founded in 1888, this Institute is of huge
historic significance, as it was the first human institution
entirely devoted to biomedical research.

Pasteur originally believed that microbes had to be alive
to engender immunity, but following Koch’s discovery of
the cholera vibrio, killed whole-cell bacterial vaccines were
introduced as early as 1896. Essentially similar, very re-
actogenic vaccines against typhoid fever and plague were
shown to be at least partially effective. It is amazing to
think that it took a further 60 years for controlled trials
to show that this type of vaccine could confer significant
short-term protection. But immunity research soon took
quite a different direction. Roux and Yersin discovered that
certain bacteria, notably diphtheria and tetanus bacilli,
produced powerful soluble exotoxins, and von Behring and
Kitasato discovered antibodies in 1890 and had some suc-
cess in the passive immunotherapy of diphtheria, with an-
tidiphtheria toxin antibodies from horses. This resulted in
the first ever Nobel Prize in Medicine. Antitoxin could be
mixed with the relatively crude toxin preparations avail-
able from culture supernatants, and the first active im-
munization against diphtheria or tetanus involved toxin-
antitoxin mixtures. However, quantitation was poor and
results variable. It took the genius and tenacity of Paul
Ehrlich to bring rigor to the field. His development of quan-
titative methods for the measurement of antibody levels
made von Behring’s passive immunotherapy workable, and
his theories on the cellular and molecular basis of immune
phenomena gave the field tremendous intellectual thrust.

It could be argued that the first golden age of immunol-
ogy (around 1880 to 1910) was accompanied by a certain
degree of hubris. There was a time when it almost ap-
peared that all that was needed to conquer communica-
ble diseases was to isolate the causative agent, establish
Koch’s postulates, attenuate or kill the agent, and immu-
nize. Yet from the earliest trials—for example, those of Pas-
teur on rabies—there was controversy. Several of the early
preparations were neither as safe nor as protective as their
protagonists claimed. Remember that neither production

facilities nor regulatory agencies were well developed at
this time, and the design of many of the clinical trials left
much to be desired. Particular triumphs notwithstanding,
broadly, the early promise of vaccines was not fully realized
in the first golden age. There were significant professional
reservations about vaccines and, in certain quarters, a dis-
tinctly antagonistic community reaction. The author was
born in 1931, and it is quite clear that at that time, edu-
cated parents were by no means convinced about the ad-
vantages of immunization as a whole. Thus, the author had
a good struggle with both diphtheria and whooping
cough.

Early Bacterial Vaccines, Toxins, and
Toxoids (1910 to 1930)

The flame of the live attenuated vaccine never died in the
Pasteur Institute, and following Koch’s isolation of the tu-
bercle bacillus, the search for a tuberculosis (TB) vaccine
began. Calmette and Guerin (7) started with an isolate of
TB from a cow. After an amazing series of 213 subcul-
tures over a period of 13 years, they intrepidly tried the
culture orally in a newborn infant. Thus, Bacille Calmette-
Guerin (BCG) was born. It was soon given intradermally
rather than orally and was clearly effective in infants for
the prevention of miliary TB and tuberculous meningitis,
although its capacity to prevent adult pulmonary TB, the
real killer in TB, is much more controversial.

World War I gave increased opportunity for the whole
cell–killed bacterial vaccines to make their mark, especially
in the case of typhoid, where systematic use seemed to
control the disease despite the absence of a formal clinical
trial. Another killed bacterial vaccine used fairly widely in
the 1920s was that against Bordetella pertussis.

In 1923, Glenny discovered that formalin treatment
of diphtheria toxin could render it harmless while pre-
serving its immunogenic potential (8). At the Pasteur In-
stitute, Ramon conducted similar studies. It was soon
realized that these so-called toxoids were much more
satisfactory as vaccines than the chancy toxin-antitoxin
mixture, and their progressive introduction into the indus-
trialized countries from about 1930 markedly lowered the
impact of both diphtheria and tetanus. The decrease in the
United States is over 99%.

Early Viral Vaccines: Yellow Fever and
Influenza (1930 to 1950)

The 1920s saw the differences between viruses and bac-
teria becoming clear, and the 1930s was a heady period
for isolation of disease-causing viruses, but tissue culture
was still the realm of a few practitioners. An important
development was Goodpasture’s discovery of, and Bur-
net’s improvement of, techniques for growing viruses and
Rickettsiae in embryonated hen’s eggs. Theiler’s safe and
effective live attenuated yellow fever vaccine, 17D, hails
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from this period, as do first-generation killed whole virus
influenza vaccines and vaccines against typhus that were
important for troops in World War II. Formalin-killed
mouse brain–derived Japanese B encephalitis vaccine was
also effective.

The Tissue Culture Revolution:
Poliomyelitis, Measles, Mumps,
Rubella (1950 to 1970)

The revolution in antiviral vaccines really began with the
development of tissue culture as a way of growing viruses.
The paper by Enders’ group on the cultivation of the Lans-
ing strain of the poliomyelitis virus in 1949 really was a wa-
tershed (9). It is difficult now to reconstruct the fear that
surrounded poliomyelitis before 1955. Although the dis-
ease was epidemic in nature, waxing and waning with the
summer seasons of maximum spread, it never went away.
During a high incidence year, parents feared to send their
children to the cinema or the swimming pool. Polio was
a dreaded enemy. In the United States, for example, there
were typically 20,000 or more cases of paralytic poliomyeli-
tis per year. On April 12, 1955, the 10th anniversary of the
death of Franklin D. Roosevelt, perhaps the most famous
polio victim, a press conference at the University of Michi-
gan revealed to the world that Dr. Jonas Salk’s formalin-
treated whole virus vaccine provided protection. Between
1955 and 1961, 300 million doses of the vaccine were ad-
ministered, and polio declined dramatically. A major set-
back was the infamous Cutter Incident in which faulty
production techniques allowed two lots of vaccine to slip
through with inadequate formalin inactivation, resulting
in 149 cases of polio, a disaster that lent impetus to the de-
velopment of the live attenuated oral poliomyelitis vaccine
of Sabin, first introduced in 1961. By 1965, this latter vac-
cine had essentially replaced the Salk vaccine in the United
States, and soon after in most countries, although not in
the Netherlands, Iceland, and Sweden. Being orally active,
it was more convenient to use, and containing far fewer
virions it was also much cheaper (Figure 40.2). Very rare
reversions to neurovirulence, particularly in poliomyelitis
virus type 3, (estimated at one case of acute flaccid paral-
ysis per 2.7 million doses of oral poliomyelitis vaccine ad-
ministered) have occasioned a rethink in the industrialized
countries. Most now recommend injectable poliomyelitis
vaccine again to obviate this very rare but extremely se-
rious problem. The late Jonas Salk campaigned tirelessly
for this reversion, the rivalry between him and Albert Sabin
being legendary.

The great adventure of polio eradication is not quite
finished, but there is no doubt that the dramatic suc-
cess of polio immunization paved the way for a number
of other live attenuated virus vaccines, again dependant
on the principle of attenuation in tissue culture. Enders’
original Edmondston strain of measles vaccine, first in-

FIGURE 40.2 William H. Gates administering the Sabin oral
poliomyelitis vaccine to an Indian child.

troduced in 1963, was a little bit “hot.” When the au-
thor’s younger son was born in 1964, the recommenda-
tion was to use this vaccine but to coadminister gamma
globulin containing antimeasles antibodies! The problem
was solved through the introduction of the more attenu-
ated Moraten and Schwartz derivatives of the original En-
ders strain. This excellent measles vaccine was followed
by a mumps vaccine first introduced in 1967 and a live
attenuated rubella vaccine in 1968. Hilleman (10) records
that a combined measles-mumps-rubella vaccine was the
realization of a long-term dream achieved in 1969 and
licensed in 1971. Now some firms have introduced a
tetravalent measles-mumps-rubella-varicella vaccine. The
potential to eliminate all four diseases from the indus-
trialized countries is real. In several European countries,
measles, mumps, and rubella transmission appears to have
ceased, with the exception of imported cases.

Dawn of the Molecular Era: Hepatitis B,
Pneumococcus, Hemophilus Influenzae B
(1970 to 1990)

Hepatitis B vaccine represented a watershed from several
points of view. Although the toxoids and polysaccharide
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meningococcal vaccines are molecular or subunit vaccines
from one point of view, use of the surface antigen of the
hepatitis B virus (HBsAg) represented a new degree of pu-
rity of a single protein as a vaccine. It was also the first vac-
cine manufactured through recombinant DNA technology.
It was the first example of a protein the tendency of which
for self-assembly into 22nM virion-like particles greatly
aided immunogenicity. Less obviously, it was the first time
that a vaccine was introduced to the market as an expen-
sive “boutique” vaccine for special risk groups such as doc-
tors, nurses, and blood-bank workers, later to become a
much cheaper public health tool of immense significance
for developing countries. Given that there are 350 million
carriers of hepatitis B worldwide and that 20% to 25% of
carriers develop chronic liver disease, and a substantial
proportion of these go on to primary hepatocellular carci-
noma, the hepatitis B vaccine is the first anticancer vaccine
in history. It is also unique in that the relevant antigen was
originally thought to represent a protein polymorphism
(Australia antigen) (11) and only later recognized as a vi-
ral component (12).

The great success of the hepatitis B vaccine has stilled
many of society’s fears about the use of recombinant DNA
products and has certainly helped usher in the new era in
which genetic engineering approaches have become the
norm in vaccine research and development. It is to be
hoped that the 18-year gap between Blumberg’s discovery
of Australia antigen and the development of the first gener-
ation blood-derived vaccine will not be repeated. Indeed,
the time gap between cloning HBsAg and the yeast-derived
vaccine was much shorter (13), and expression systems
have improved enormously since that time.

Molecular vaccines of a different character were
the subunit capsular polysaccharide vaccines against
Streptococcus pneumoniae, Neisseria meningitidis, and
Hemophilus influenzae B (Hib). These were licensed in the
1970s and early 1980s. Unfortunately, these vaccines do
not work well in young infants, so another major molecu-
lar breakthrough was the conjugation of the carbohydrate
antigens to a protein carrier, usually diphtheria or tetanus
toxoid. This allowed effective T cell help and immunologic
memory to develop. Various Hib conjugates were licensed
in the late 1980s, effectively bringing us to the modern era.
This progress will be summarized in the section on bacte-
rial, viral, and parasitic vaccines.

KEY PRINCIPLES OF VACCINOLOGY

In the search for new vaccines, much effort is directed at
identifying, isolating, and eventually manufacturing anti-
gens from pathogens that are key to the pathogen’s survival
and multiplication within the host. These may be surface
molecules, the neutralization of which may prevent infec-
tion; toxins that the invader uses for tissue destruction to

provide a nidus for growth; or internal antigens, which can
be processed and presented on infected cells provoking T
cell–based destruction. It is important to realize that such
pure antigens, when introduced into the body, do not nec-
essarily induce an immune response. Indeed, pure, deag-
gregated proteins are more likely to induce immunologic
tolerance. The first key principle in vaccinology, therefore,
is to ensure immunogenicity of the material used.

Immunogenicity

To be immunogenic, a candidate vaccine generally has to
reach an antigen presenting cell (APC), usually a dendritic
cell. Furthermore, the APC, in its resting state, is not ready
to initiate the immunoproliferative cascade; it must first be
activated. In the past several years, our knowledge of these
first important steps in the adoptive immune response has
been greatly enhanced by analysis of innate immune re-
sponses used by invertebrate species against infection. The
innate immune system is evolutionarily as old as multicel-
lular life itself, namely around 2 billion years, but details
of its molecular basis have only recently become apparent.

Janeway (14) first suggested the importance of “re-
ceptors that recognize patterns of microbial structure”
and claimed a dual type of self/nonself discrimination,
one among lymphocytes but the other based on APCs. It
gradually became clear (15) that the innate immune sys-
tem recognizes microorganisms via a limited number of
germline-encoded pattern-recognition receptors (PRRs),
whereas microbes possess pathogen-associated molecu-
lar patterns (PAMPs) that are integral to their structure
and function. Different PRRs recognize different PAMPs,
and although this limited germline-encoded and constitu-
tively expressed repertoire of PRRs contrasts with the huge
repertoire of rearranged T and B cell receptors, it neverthe-
less represents a valid and effective defense system. Amaz-
ingly, Janeway (14) foresaw in 1989 that the PRR–PAMP
union would generate a stimulatory signal. The matter de-
veloped a new impetus with the strange saga of the Toll-like
receptors (TLRs).

The Toll-like Receptors

Interleukin 1 (IL-1) is a key cytokine, and when it unites
with the IL-1 receptor, a cascade of cellular signals is ini-
tiated that leads to activation of the NFκB transcription
factor pathway and of MAP kinases. This in turn regu-
lates the expression of genes involved in inflammation, im-
munity, and tissue repair. When it was found that a gene
known as Toll, involved in dorsal-ventral polarization of
the Drosophila embryo, was homologous to the cytoplas-
mic domain of the IL-1 receptor (16), insect scientists be-
gan to look for possible defense functions of the Toll gene.
It was found that Toll was essential for protection against
fungal infections (17). Toll was behaving like a PRR.
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The search for mammalian homologues of Toll has been
fruitful. To date, 12 members of the TLR family have
been defined (15). All the TLRs are type 1 integral mem-
brane glycoproteins with an extracellular domain contain-
ing leucine-rich repeats and an intracellular domain con-
taining the IL-1-R homology. A given TLR can recognize
two or more PAMPs that may not even be structurally
related. Taken as an ensemble, the TLRs can recognize
PAMPs of bacteria, viruses, parasites, fungi, and even some
components of dead or dying cells. A partial list of TLR-
PAMP interactions is given in Table 40.2 (modified from
[15]). Note that TLRs can function as homodimers or het-
erodimers.

TLRs are expressed on dendritic cells (DCs) and
macrophages, as well as on B and T cells, and nonim-
munologic cells such as fibroblasts. Moreover, expression

can be strongly upregulated—for example, by pathogens
or cytokines. Some TLRs are expressed on the cell surface
while others are found intracellularly—for example, in en-
dosomes, in which case their ligands have to be internal-
ized before TLR signaling can occur.

The complex signaling cascades that follow PAMP bind-
ing are gradually being unraveled. After ligand binding,
TLRs dimerize and recruit adaptor molecules. Five have so
far been identified (18), and it is likely that the differential
responses mediated by different TLRs involve selective use
of these adaptors. For example, the adaptor MyD88 (which
is also used by the IL-1 receptor) initiates a cascade finally
leading to the production of pro-inflammatory cytokines,
whereas the adaptor TRIF sends the cascade in a direc-
tion ending with manufacture of type 1 interferons. In gen-
eral terms, TLR stimulation leads to Th1 rather than Th2

◗ TABLE 40.2 TLR Recognition of PAMPs

TLR PAMP Bacterial Species

TLR4 Lipopolysaccharide Gram-negative bacteria
TLR2/TLR6 Diacyl lipopeptides Mycoplasma
TLR1/TLR2 Triacyl lipopeptides Mycobacteria and others
TLR2/TLR6 Lipoteichoic acid Group B Streptococcus
TLR2 Peptidoglycan Gram-positive bacteria
TLR2 Lipoarabinomannan Mycobacteria
TLR5 Flagellin Flagellated bacteria
TLR9 Unmethylated CpG motifs in DNA Bacteria including mycobacteria
TLR11 Structure not determined Uropathogenic bacteria

TLR PAMP Viral Species

TLR9 Unmethylated CpG motifs in DNA DNA viruses (e.g., HSV-1 and 2
TLR3 Double-stranded RNA RNA viruses-dsRNA as a replication intermediate
TLR7 and TLR8 Uridine or uridine/guaranosine rich single-stranded RNA RNA viruses
TLR2 and TLR4 Various viral envelope glycoproteins Various viruses such as measles, CMV and

respiratory syncitial virus

TLR PAMP Parasite Species

TLR9 Hemozoin Plasmodium falciparum
TLR2 Glycosylphosphatidyl isosital mucin Trypanosomes
TLR4 Glycosylinositoll phospholipids Trypanosomes
TLR11 Profilins Toxoplasma

TLR PAMP Fungal Species

TLR6/TLR2 Zymosan Saccharomyces cerevisiae
TLR2 Phospholipomannan Candida albicans
TLR4 Mannan Candida albicans
TLR2 and TLR4 Glucuronoxylomannan Cryptococcus neoformans

TLR PAMPs That Are Host Components

TLR4 Heat shock proteins 60 and 70
TLR4 Fibrinogen
TLR12 So far an “orphan” TLR with PAMP not identified
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differentiation. However, some TLR-2 ligands can induce
a Th2-bias (19), probably through the phosphorylation
of ERK MAP kinase and induction of c-FOS, whereas
other TLR-2 ligands such as zymosan can suppress T
cell responses via a mechanism dependent on the anti-
inflammatory cytokines IL-10 and TGF-β (20).

There are multiple subsets of DCs in both humans and
mice. This raises the question of whether TLRs are dif-
ferentially expressed within them and thus whether dif-
ferent DC subsets modulate immune responses (e.g., via
Th1/Th2 balance) (21). For example, plasmacytoid DC in
humans preferentially express TLR7 and TLR9 and also
preferentially produce interferon-γ (22). At the same time
activation of a given DC subset via distinct PRRs can dif-
ferentially stimulate distinct types of T cell responses (23),
illustrating the functional plasticity of DC. There is clearly
a large amount of work that needs to be done before we can
harness all this new knowledge for vaccine design. Never-
theless, in the section about adjuvants, we shall encounter
examples of strategies critically involving TLRs.

Other PRRs in Innate Immunity

The avalanche of research on TLRs should not obscure the
fact that there are other families of PRRs. Many pathogens
activate complement via either the classical or alterna-
tive pathway, and complement fixation can be destruc-
tive. Pentraxins are a complex superfamily of multimeric
(usually pentameric) proteins of which the best known are
C-reactive protein, serum amyloid P component, and pen-
traxin 3 (PTX3). PTX3 is a key element of the humoral
arm of innate immunity (24), and PTX3-deficient mice are
highly susceptible to various bacterial and fungal infec-
tions. PTX3 activates complement and is an opsonin. It
is evolutionarily conserved and has other functions in as-
sembly of extracellular matrix and in fertility.

The mannose-binding lectin (MBL) is an evolutionar-
ily conserved, circulating host defense protein with broad
spectrum recognition capability against a wide variety of
pathogens (25). It recognizes carbohydrate moieties such
as D-mannose, L-fucose, and N-acetylglucosamine. MBL
is synthesized predominantly in the liver and circulates as
a multimer of homotrimers with the carbohydrate recogni-
tion domain attached via an α-helical coil to a collagen he-
lix. MBL belongs to the collectin family of which four other
members are known. There are endogenous as well as in-
fectious ligands of MBL, including components of dying or
of transformed cells. MBL is able to activate complement
and act as an opsonin, and low levels of MBL can worsen
susceptibility to infections in immunocompromised indi-
viduals. Interestingly, low levels of MBL render humans
more susceptible to the SARS corona virus (26).

A second category of carbohydrate-binding lectins is
the family of type II transmembrane proteins DC-SIGN, L-
SIGN, SIGN-R1, and langerin (27). These molecules also

have carbohydrate recognition domains, but this time as-
sociated with the surface of specific cells. As the name
implies, DC-SIGN is specific for DCs and can recognize
glycoproteins from several viruses and bacteria. Its homo-
logues L-SIGN and (murine) SIGN-R1 show subtly differ-
ent carbohydrate recognition profiles. Langerin is specific
for Langerhans cells and plays an interesting role in pre-
senting a nonpeptide (lipid) mycobacterial antigen to T
cells (28). DC-SIGN can cluster into domains of 100 nm to
200 nm to help binding and internalization of virus parti-
cles (29) to increase the affinity for specific ligands. Finally,
there is likely to be significant cross-talk between signaling
through C-type lectins and through TLRs (27), indicating
that the innate immune system is quite complex and so-
phisticated.

In the plant kingdom, there is a family of proteins,
the plant R proteins, which are involved in resistance to
pathogens (30). These exist both on the surface of plant
cells and in the cytoplasm. The R proteins contain multiple
leucine-rich repeats, a motif also found in the TLRs. It can
be argued that all the surface R proteins resemble TLRs.
What, then, might be the animal equivalent of the cytoplas-
mic R proteins? The best candidates are two closely related
proteins, NOD1 and NOD2, which are capable of sensing
bacterial lipopolysaccharide and bacterial muramyl dipep-
tide respectively (31). There is some evidence of synergy be-
tween NOD and TLR activation. An intriguing observation
is that some familial cases of Crohn’s disease have a partial
loss of function mutation in the gene encoding NOD2. This
raises the possibility that incorrect sensing of gut bacteria
contributes to the intestinal inflammation, although NOD-
”knockout” mice show no intestinal pathology. A number
of other cytoplasmic pathogen recognition systems have
recently been reviewed (15).

A further set of recognition phenomena relates to sig-
nals that warn an animal of “danger.” Matzinger’s original
danger hypothesis suggested that the key signal came from
stressed or damaged tissue (32), and this received support
when necrotic, but not apoptotic, cells were shown to be
capable of stimulating APC via TLR-2 (33). However, the
notion can also be broadened to include danger signaled
by pathogens. Both tissue injury and micro-organismal in-
vasion provoke the rapid release of diverse host proteins
that are potent immunostimulants and for which the novel
term alarmins has been proposed (34). These mediators
include defensins, cathelicidin, eosinophil-derived neuro-
toxin, and high-mobility group box protein 1. Members
of the cationic host defense (antimicrobial) peptide fam-
ily are found in every complex species (35). These amphi-
pathic molecules are 12 to 50 amino acids long, are rich
in arginine and lysine, and have up to 50% hydrophobic
residues. Defensins and cathelicidins have direct antimi-
crobial activity against bacteria, viruses, parasites, and
fungi, but also act as immune system modulators (36),
stimulating immune activation but also defending the host
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against excessive inflammation. Therapeutic potential is
being explored (e.g., for prevention of catheter-associated
infections [37] or as adjuvants). Oppenhein and Yang be-
lieve many more alarmins remain to be identified (34).
They cite recent evidence showing the DC-activating po-
tential of several chemokines and granulysin and express
the hope that further research on alarmins will lead to less
toxic adjuvants.

Intensive though the work of the past decade has been
on the interface between innate and adaptive immunity,
the impression remains that we are really only at the be-
ginning of this field. When we understand it more com-
pletely, we shall have powerful means of ensuring greater
and safer immunogenicity of our vaccines.

REACTOGENICITY

Long before we knew about all the danger signals dis-
cussed in this chapter thus far, it was realized that effective
vaccines often produced mild side-reactions. We shall con-
sider serious adverse effects of vaccines in a later section,
but the mild reactions fall under two headings. Live atten-
uated vaccines, such as those against smallpox or measles,
involve the replication of the altered microorganism in
the host, and in a proportion of cases a very minor ver-
sion of the disease to be prevented can occur (e.g., with
vaccinia, a nasty sore at the scarification site and local
lymphadenopathy; with measles, a very mild rash and tran-
sient fever). Vaccines consisting of killed microbes or mate-
rials from them can cause local redness, swelling, and pain
at the injection site and some mild systemic reactions such
as transient fever, irritability, anorexia, headache, and gen-
eral malaise. It must be stressed that in the vast majority
of cases these reactions are mild, of short duration, and
easily controlled by an antipyretic such as paracetamol.

These symptoms arise because immunogenic vaccines
cause some inflammation and cytokine induction. To-
gether they reflect the reactogenicity of a vaccine. Given
that there is a great deal of individual variation, it is nev-
ertheless the case that some vaccines are more reacto-
genic than others. Remembering that vaccines are given
to healthy rather than sick individuals, and frequently to
infants, a balance needs to be struck between acceptable
reactogenicity and the seriousness of the disease to be pre-
vented. A medical officer sent to control an outbreak of
bubonic plague will accept greater reactogenicity than the
mother of an infant needing protection against whooping
cough. For the established vaccines, experience and pro-
gressive modification of formulations have provided the
requisite balance. For vaccines still in the research phase,
such as an anti-malaria vaccine, the equation is still being
worked out. Paradoxically but fortunately, reactogenicity
tends to be less in very young infants. On the other hand,
it can be a real problem in immunocompromised individ-

uals where the risk:benefit equation needs to be evaluated
on a case-by-case basis.

Age at Immunization

A further key principle is that particular vaccines have to
be given at the appropriate age. For example, hepatitis
B can be acquired during the birth process, and immu-
nization within the first 12 hours of life is recommended,
followed by two later doses. However, the live attenuated
measles vaccine is strongly inhibited by the presence of
antibodies coming from the mother, so it is only given
at 12 months of age in industrialized countries and at 9
months in developing countries. The standard “platform”
of diphtheria-pertussis-tetanus vaccination consists of in-
jections at 2, 4, and 6 months of age, with a booster at
15 to 18 months. In recent years, other vaccines have
been added to this platform, as we shall see later in this
chapter, while still others are not recommended before 12
months. Certain vaccines (e.g., against the pneumococcus
or the influenza virus) are particularly relevant to saving
lives among the aged, although progressively being recom-
mended at younger ages. Some vaccines have their maxi-
mum value when given around the time of puberty (e.g.,
the human papilloma virus ([HPV] vaccine to prevent cer-
vical cancer or the rubella vaccine for the prevention of
intrauterine rubella, though the latter is now given earlier
as part of a combination vaccine).

Vaccines for travelers represent a special case, particu-
larly as some, such as those against cholera and typhoid
fever, tend to protect for relatively short periods.

An area as yet insufficiently studied is that of booster-
immunization in adolescence or adult life. We are all fa-
miliar with the tetanus “shots” given when we are injured
to boost our childhood immunity. Recent epidemics of
diphtheria have suggested that adults lose their immunity
rather easily, so boosters every 10 years are recommended,
but this is more honored in the breach than the observance.
It is also likely that pertussis is a more common cause of
severe respiratory disease in adults than is generally real-
ized, so pertussis boosters could be useful.

Disease Burden and Cost-benefit
Considerations

In the United States, there are new vaccines licensed
against about 30 diseases, and the research pipeline shows
that about 75 more diseases are being targeted for fu-
ture prevention (38). In many cases, several different ap-
proaches are being taken to a particular disease. This illus-
trates the scope of the priority-setting exercise facing the
world. In the industrialized countries, the key question is
how many injections will the mothers of our infants tol-
erate, thus there is a big premium on the preparation of
combinations of vaccines, where the large pharmaceutical
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firms are doing well, and on oral and other mucosal or
transdermal delivery methods, where progress is slower.
In the developing countries, cost is a major consideration,
and a great deal of effort is going into the analysis of disease
burden and cost-benefit considerations. This is no easy
task as in many developing countries microbial diagnos-
tic facilities are limited, so exact causation of pneumonia,
meningitis or diarrhea is hard to establish. Furthermore,
a surprising degree of variation in disease incidence be-
tween neighboring countries or different regions within a
single country has been noted. This suggests that disease
burden may have to be established in many places where
the case for universal immunization is not self-evident. Of
course there are diseases of such huge importance, such
as HIV/AIDS, malaria, tuberculosis, or invasive pneumo-
coccal disease, where a vaccine would clearly be a break-
through product, but there are other examples, such as He-
mophilus influenzae B in Asia, where some doubt remains.
Dr. John Clemens, the director of the International Vaccine
Institute in Seoul, Korea, believes there are examples where
only an intervention trial involving vaccination and exam-
ining mortality statistics will provide reliable answers.

Societal Acceptance and Cultural
Considerations

Vaccinology must also accommodate variations in societal
acceptance of vaccines. There are some paradoxes here. In
industrialized nations, the very success of immunization
has made epidemics (e.g., of diphtheria, poliomyelitis, or
measles) essentially things of the past. This gives anti-
vaccine activists an advantage, but it is still the case that
when immunization coverage rates fall below a threshold,
typically around 80% of the population, a disease may be-
come resurgent. As a further paradox, in developing coun-
tries where overall educational standards are low, an anti-
vaccine rumor can gain extraordinarily wide acceptance.
A recent case in point involved Nigeria, where the belief
that the poliomyelitis vaccine represented a plot to ren-
der female Muslim babies sterile gained such currency
that in mid-2003 immunization was essentially suspended.
As a result, the resurgent virus caused disease not only
in Nigeria but also through importation in many other
countries.

The key to societal acceptance of vaccines is educa-
tion. Well-planned and executed educational campaigns,
especially involving the mass media, can have a major ef-
fect. Paradoxes remain, however. In the United Kingdom,
a cleverly targeted campaign preceded the introduction of
universal vaccination against Neisseria meningitidis
serogroup C, including alerting people to the fact that
only some forms of meningitis could be prevented. Im-
munization proved hugely successful. Yet a community
of such sophistication was sufficiently scared by claims

that the measles-mumps-rubella vaccine caused autism
and Crohn’s disease that a measles eradication campaign
that had been going well was effectively derailed. It took
some years for common sense to return.

A final reflection is that the proportion of people who
strongly and consistently harbor anti-vaccine sentiments is
actually quite small, perhaps 2%. The last paradox is that
their refusal to have infants immunized does not matter as
much as it might, because herd immunity will look after
their children.

ADJUVANTS

The term adjuvant is a wide one and refers to the broad
spectrum of substances or stratagems that are able to in-
crease the immunogenicity of antigens incorporated into
or coadministered with the adjuvant in question. O’Hagan
and Valiente (39) have recently proposed a classification of
adjuvants into immune potentiators on the one hand (e.g.,
TLR agonists), or antigen delivery systems on the other
(e.g., emulsions or microparticles attractive to APC). The
trouble with this otherwise useful suggestion is that many
adjuvants represent a combination of these two principles.
Pearse and Drane (40) have proposed the term integrated
adjuvants for such cases.

One reflection of the difficulty of this field is that, de-
spite the enormous amount of work that has been done,
particularly in recent years, there are only two licensed ad-
juvant approaches. Overwhelmingly, the more common is
alum, comprising aluminium phosphate and aluminium
hydroxide, which we shall describe. Also, an emulsion ad-
juvant known as MF59 is licensed in Italy (41). Of course,
some vaccines have their own “built in” adjuvanticity, such
as BCG, a live attenuated tubercle bacillus, or the vac-
cinia virus for smallpox prevention. The difficulty in find-
ing an ideal adjuvant rests in retaining adjuvant proper-
ties but avoiding worrying reactogenicity. We know from
experimental animal work that different adjuvants bias
the immune response toward antibody formation or cell-
mediated immunity, and further toward particular anti-
body isotypes or certain T cell subsets. Now that pathogen
genome mining as well as conventional vaccine research
have yielded such a wealth of candidate antigens, the
search for the right adjuvant for each vaccine has become
somewhat of a “Holy Grail” in vaccinology.

To set the stage for a description of the more promising
modern candidate adjuvants, we begin with a brief histor-
ical survey of the field.

Empirical Approaches to the Design
of Adjuvants

Long before the TLRs were recognized, a great deal of em-
pirical research had resulted in a variety of adjuvants that
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are now understood a little better. For example, it was
realized that particulate antigens, readily scavenged by
APCs, were much more immunogenic than soluble anti-
gens. As early as 1926, Glenny et al. (42) noted that alum
precipitation of diphtheria toxoid, creating a micropartic-
ulate antigen, considerably increased immunogenicity. It
was found that killed bacteria could nonspecifically raise
immune responsiveness, and Mycobacterium tuberculosis
was very effective. Jules Freund combined killed tubercle
bacteria with the absorption-delaying effects of mineral
oil, creating the strong and widely used Freund’s adjuvant
(43). This caused far too serious local and systemic reac-
tions for human use, and in many countries, is now no
longer deemed appropriate for experimental animals ei-
ther, prompting a search for less toxic bacteria-derived
products retaining adjuvant properties. It was realized
even in Freund’s day, however, that the adjuvant could
guide the direction of the immune response. Freund’s adju-
vant promotes both antibody formation and delayed-type
hypersensitivity reactions, but when the mycobacteria are
omitted, as in Freund’s incomplete adjuvant, only antibody
formation results.

In experimental immunology, various bacteria other
than killed M. tuberculosis are used as adjuvants. It
appears that if a killed bacterial preparation is itself
highly antigenic, the adjuvant power spills over to the
response to an antigen coadministered with it. Some
guidance may also be given to the response. Killed Bor-
detella pertussis organisms are a strong Th2/antibody
formation adjuvant for pure protein antigens. Corynebac-
terium parvum is more of a Th1 adjuvant. Turning to a
parasite, Nippostrongylus brasiliensis, has long been used
if one wishes to elicit powerful immunoglobulin E (IgE)
responses.

Aluminum Compounds as Adjuvants

Aluminum hydroxide and aluminum phosphate are the
two most commonly used adjuvants. Two chief methods
underlie alum adjuvants: either in situ precipitation of
aluminum compounds in the presence of antigen, or ad-
sorption of antigen onto preformed aluminum gel. The
latter is now more commonly used, as alum precipita-
tion is quite demanding and batch-to-batch variation is
a significant problem. The insoluble particles that result
are less than 10 μM in diameter and may be as small as
0.1 μM. Alum adjuvants promote good antibody formation
but little or no DTH or CD8+ T cell–mediated cytotoxicity.
They can lead to significant IgE responses, which on the
one hand may be advantageous for anti-parasite vaccines,
but on the other hand, can lead to hypersensitivity to the
antigen in question. Overall, the safety record of alum is
good, but occasionally local reactions can be troublesome.
Properly formulated alum adjuvants are thus very satis-

factory for diseases that can be prevented by serum IgG
antibodies.

Emulsions as Adjuvants

Emulsions and emulsifying reagents have been central to
adjuvant research. Incomplete Freund’s adjuvant was used
in the 1950s for the human influenza vaccine but never
passed the regulatory hurdles. Companies have continued
to improve their formulations, which may also contain
one or more chemical promoters of immunogenicity. Both
water-in-oil and oil-in-water emulsions can be used, and
the oil can be of mineral, vegetable, animal, or synthetic
origin. Stabilization by a surfactant is important, as is the
nature of the emulsifying agent.

The firm SEPPIC has been promoting water-in-oil emul-
sions for human use, namely Montanide ISA51 and Mon-
tanide ISA720, which have been used in numerous phase
I and II trials. Montanide ISA720 is of special inter-
est because it has been used in HIV, malaria, and cy-
tomegalovirus (CMV) vaccine trials. The adjuvant contains
a natural, metabolizable oil and a highly refined mannide
oleate emulsifier. Seventy parts of adjuvant are mixed with
30 parts of the aqueous, antigen-containing medium and
homogenized, yielding watery droplets 0.3 to 3 μM in di-
ameter, the emulsion being stable at 4◦C for at least 2 years.
The adjuvant promotes antibody formation and significant
cytotoxic T cell activity.

The firm Chiron (now Novartis) has clinical experience
going back 15 years with an oil-in-water emulsion known
as MF59. This is now registered in Italy for use with an
influenza vaccine (Fluad) and has been used in millions
of doses. It has been found to be very safe and effective.
The droplets of the metabolizable oil squalene are about
0.15 μM in diameter, and the other components are
polysorbate 80, sorbitan trioleate, trisodium citrate dihy-
drate, and citric acid monohydrate. The preparation is sur-
prisingly nonviscous, and thus easy to use and minimally
reactogenic. The emulsion is stable at 2◦C to 8◦C for at least
3 years. MF59 is a good promoter of antibody formation
and of Th2 type CD4+ T cell responses but not of cytotoxic
T cells in subhuman primates or human subjects.

The Syntex adjuvant formulation (SAF) is another oil-
in-water emulsion, but it is noteworthy for also contain-
ing the immunostimulatory compound threonyl-muramyl
dipeptide (threonyl-MDP) (44). This agent has an inter-
esting history, going back to the early days of the search
for the immunopotentiating chemicals in bacteria. Ellouz
et al. (45), searching for the minimal structural require-
ments needed for the adjuvant properties of bacterial pep-
tidoglycans, found that N-actetyl-muramyl- L-analyl- D-
isoglutamine, or MDP, powerfully promoted both antibody
formation and cell-mediated immunity. There have been
variations on the theme; Allison and Byars (44) claimed
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that the threonyl derivative is less toxic and more power-
ful. The SAF emulsion vehicle also contains the nonionic
block polymer surfactant poloxamer 401, which has adju-
vant properties in its own right. The metabolizable oil is
squalene, and the emulsifier is polysorbate 80. The adju-
vant has elicited both cell-mediated and humoral immune
responses with a variety of antigens. However, it does not
appear to be progressing rapidly to clinical use, perhaps
because the MDP component is, after all, too reactogenic.

Modern “Designer” Adjuvants

The major pharmaceutical companies involved in vaccine
research have rapidly applied modern principles to ratio-
nal adjuvant design. Up till now, each company has gone
more or less its own way, and “head to head” comparisons
of adjuvants are rare. This may soon change, as the Bill &
Melinda Gates Foundation’s Global HIV/AIDS Enterprise
is funding research with precisely this aim. Some promi-
nent examples of modern adjuvants follow.

AS02, GlaxoSmithKline Biologicals

AS02 is an integrated adjuvant comprising an oil-in-water
emulsion to which two separate chemical immunostim-
ulants have been added. These are 3D-MPL and QS21.
Monophosphoryl lipid A (MPL) is the best product remain-
ing from an important line of work. This sought to take
the LPS endotoxins of gram-negative bacteria such as Es-
cherichia, Pseudomonas, or Salmonella (now known to be
strong TLR agonists) and to extract from them less toxic
adjuvants. MPL is modified from lipid A and is much less
toxic (46) but powerfully immunostimulatory; 3D-MPL is
a further derivative. QS21 is an adjuvant derived from the
bark of the South American tree Quillaja saponaria. Crude
extracts consisting of a mixture of tannins, polyphenolics,
and triterpene glycoside saponins were found to be im-
munostimulatory. A saponin mixture known as Quill A was
a somewhat purer preparation, and when it was fraction-
ated by high-performance liquid chromatography into at
least 23 components, QS21 emerged as the saponin with
the most power and least toxicity (47). QS21 strongly stim-
ulates both T cell–dependent and T cell–independent anti-
body formation as well as cell-mediated immunity, includ-
ing CD8+ T cell cytotoxicity.

Not surprisingly, therefore, AS02 proved to be a power-
ful adjuvant in rodents, subhuman primates, and humans.
In human malaria vaccine trials (see later discussion), it
caused rapid and strong antibody formation, Th1 T cell
proliferation with IFN-γ production, and CD8+ cytotoxic
T lymphocytes (CTL) responses (48). In HIV vaccine stud-
ies in Rhesus monkeys, the same results were obtained,
and T cell immunity was impressive with two M. tubercu-
losis antigens in the same species. Given that antibody and
T cell responses were both strong, GlaxoSmithKline saw

this adjuvant as holding promise for HIV/AIDS, malaria,
tuberculosis and cancer, obviously all in the long term.

IscomatrixT M, CSL Limited

Early immunologists were quick to realize that poorly
immunogenic proteins could become more stimulatory
as microparticles or microaggregates, such as through
mild heat aggregation of serum proteins. Similarly, the
property of physiological self-assembly can increase im-
munogenicity, as when the soluble hepatitis B protein
self-assembles into virus-like particles. ISCOMs, or im-
munostimulating complexes, are a variation on this theme.
Initially (49) these were microparticles consisting of lipids,
saponins, and antigens (typically membrane proteins from
enveloped viruses) that form spontaneously under the cor-
rect conditions. They are hollow, spherical particles of ap-
proximately 40nM diameter with a characteristic cage-
like morphology when examined electron microscopically
using negative staining techniques. The immunostimula-
tory properties of saponin derived from the bark of the
Quillaja saponaria tree have long been known, but as-
sociated toxicity is considerable. Early ISCOM prepara-
tions used the purer forms Quil A and QS21, but reacto-
genicity was still observed, probably due to the hemolytic
nature of the free saponin. ISCOMATRIXTM is a further
development of the technology (40) that appears to be
suitable for human use. The saponin used is known as
ISCOPREP and is a well-defined, extensively characterized
fraction. The lipids used are Di-palmytoil phosphatidyl
choline and cholesterol. These are chemically defined and
synthetic. Saponin and lipid in the nonionic detergent
Decanoyl-N-methylglucamide are incubated with a buffer
and the ISCOMATRIX preparation forms. The incorpora-
tion of the saponin into the nanostructures removes the
hemolytic activity and severe reactogenicity. At this stage,
unlike the original ISCOMs, ISCOMATRIX has no anti-
gen within it, which must now be added. If the protein is
positively charged, electrostatic interactions with the neg-
atively charged adjuvant will ensure tight association. Pro-
cedures for modifying either the protein or the adjuvant to
maximize association have been developed, and a range of
more specific coupling procedures has also been developed
(50). Correctly formulated, these vaccines induce antibod-
ies of all IgG isotypes, even in the presence of preexisting
or passively acquired antibody. As well, strong CD8+ T cell
responses ensue.

Clinical experience with this adjuvant is now sub-
stantial. Two studies with an E. coli expressed, purified
HPV16 E6E7 fusion protein in 60 women and men showed
the vaccine to be safe and well tolerated, inducing hu-
moral immune responses at all doses and cellular immune
responses at the highest dose (51). Effective responses
were also obtained in 55 people receiving intramuscular
and 24 people receiving intranasal trivalent split virion
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influenza vaccine. A promising study has been conducted
with the hepatitis C virus (HCV) core protein. Thirty
male subjects received three immunizations of vaccine
or placebo on days 0, 28, and 56. Antibody responses
resulted in all but one of the HCV-immunized subjects,
and specific T cell responses in subjects given the high-
est dose. A phase II study is underway in the hope that
a therapeutic vaccine for chronic HCV infection might
emerge.

Oligodeoxyribonucleotides Containing
CpG motifs (CpG ODN)

There is a long history of attempting to use nucleic acids as
adjuvants. In the 1960s, there was quite a vogue for using
the polynucleotides polyI:C and polyA:U, known stimula-
tors of interferon production, as experimental immuno-
stimulators. The field took on an altogether different and
more promising dynamic as a result of the work of Toku-
naga et al. (52). These investigators were interested in
the antitumor potential of BCG, noted that much of it
was in the DNA fraction, and drew attention to particu-
lar sequences of oligodeoxyribonucleotides (ODN). Sub-
sequently, using shorter ODN, they discovered that palin-
dromic hexamers, each of which contains nonmethylated
CpG dinucleotides, are responsible for immune activation,
measured in their case by induction of interferon produc-
tion by natural killer (NK) cells. Krieg et al. (53) estab-
lished that the minimal immunostimulatory sequence was
unmethylated 5′-Pur-Pur-CpG Pyr-Pyr-3′. Methylation of
the cytosine was found to reduce activity. Because mam-
malian DNA contains fourfold fewer CpG dinucleotides
than mammalian genomic DNA, and because 70% of these
are methylated whereas bacterial cytosines rarely are,
there arose the speculation that the mammalian innate
immune system evolved to recognize the bacteria-specific
pattern (54). This was well before the recognition of the
TLR-9 receptor as the relevant PRR for CpG motifs as
PAMPs.

Krieg and Davis of Coley Pharmaceuticals (55) have ar-
gued that CpG ODN is the strongest Th1-inducing adjuvant
yet discovered. In humans, its PRR, TLR-9 is found only
on B cells and plasmcytoid DC. Through its action on these
cells, CpG ODN causes improved antigen presentation and
the production of high levels of Th1 cytokines. Three main
families of CpG ODN, termed A, B, and C, have been iden-
tified (56). The A class is a powerful activator of NK cells
and DC but a poor stimulator of B lymphocytes. The B
class, most frequently used in studies published to date,
is a strong stimulator of B cells and DC but weaker for in-
duction of NK cells or IFN-γ . The most recently discovered
C class combines both sets of properties and also induces
strong CD8+ CTL responses. Species differences in effec-
tiveness have been most extensively studies for the B class.
The CpG that works best for mice is the hexamer GACGTT,

but for humans GTCGTT is preferred. Two to three hexa-
mers are optimal, best separated by at least two interven-
ing bases, preferably Ts. The presence of poly-G flanking
sequences is helpful as is a phosphorothioate backbone.
The immune stimulatory effects are enhanced by a TpC
dinucleotide on the 5′ end and by being pyrimidine rich
on the 3′ side.

CpG ODN has been validated as a strong adjuvant in
many studies (55). Model pure protein antigens, impor-
tant pathogen-derived antigens such as hepatitis B surface
antigen, hepatitis C envelope protein, influenza virus, and
HIV gp160 have all been used, as well as many others. Fur-
ther, CpG ODN can synergize with other adjuvants, such as
alum, QS21, or MPL. Human studies have included trials
with a commercial hepatitis B vaccine where, remarkably,
a single dose induced sero-protection in 75% of subjects.
In another trial involving 60 healthy volunteers, the B class
ODN CPG7909, a 24-mer, was given with the influenza vac-
cine FluarixR and although the results were not dramatic,
the suggestion was that lower vaccine doses could be used
if the adjuvant was present (57).

Another company, Dynavax Technologies, terms its
products immunostimulatory sequences, or ISS. Apart
from infectious diseases, where targets include hepatitis
B, hepatitis C, and HIV, Dynavax is especially interested
in allergy, with ISS covalently linked to allergens being
seen as a possible treatment. The motif AACGTTCG is con-
sidered superior to the hexamer AACGTT, and Dynavax
has published extensively on the compound 1018, which
is 5′-TGACTGTGAACGTTCGAGATGA-3′, but has also used
other oligonucleotides. When 1018 was covalently coupled
to the ragweed pollen antigen Amb a 1, the conjugate in-
cluded a strong Th1-type response in mice, in contrast to
Amb a 1 alone, which led to a Th2 response (58). Moreover,
when peripheral blood mononuclear cell cultures from
ragweed-allergic subjects were stimulated in vitro with the
conjugate, the resulting cytokine profile was IFNγ dom-
inated, and even when the cells had been pre-stimulated
with Amb a 1 (leading to a Th2 response), the conjugate
induced IFNγ production and partially inhibited IL-4 and
IL-5 production.

Given these promising results, Dynavax went on to a
phase II clinical trial in 27 hay fever sufferers, achieving
good allergen-specific IgG levels. Randomized, placebo-
controlled phase III trials have started. A phase I/II clin-
ical trial of HBsAg linked to the ISS molecule has also
begun.

It therefore appears that the CpG oligonucleotides have
a promising future in both immunoprophylaxis and im-
munotherapy of various kinds. Further aspects of interest
are that they can be used as mucosal adjuvants; that, in
mice, they stimulate immune responses at a very young
age; and that they allow immunogenicity even in the pres-
ence of preexisting antibody. Given this information, it
is perhaps a matter of some concern that the clinical
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development of these adjuvants does not appear to have
moved much further since the last edition of this textbook.

A further elaboration of the CpG ODN story comes from
the work of Adamsson et al. (59). The ODN, in this case
CpG ODN 2006, a 24-mer containing four CpGs, was chem-
ically conjugated to the nontoxic B subunit of cholera toxin
(CTB). Simple admixture of CTB (a well-known mucosal
adjuvant) and ODN had no enhancing effect, but chemi-
cal linkage resulted in marked potentiation of cytokine and
chemokine responses in human peripheral blood mononu-
clear cells or murine splenocytes. Mice immunized with
tetanus toxoid and the conjugate showed much greater
antibody responses and a tilting toward Th1 isotypes and
IFNγ production. The effects were mediated through the
expected TLR9/MyD88 and NFκB–dependant pathway.

Lipidated, T Cell-Helped, TLR2-Targeted
Peptide Vaccines

Jackson’s group (60) has come up with an interesting sim-
ple generic peptide-based vaccine structure that they term
self-adjuvating and that promotes both antibody and cyto-
toxic T cell responses. The vaccines are totally synthetic
and essentially consist of three components, namely a
single helper T cell epitope, a target epitope of interest
(which may concern either antibody or T cell receptors),
and a TLR2-targeting lipid moiety with strong adjuvant
properties. The T helper epitope is generic for different
vaccines. The target epitope is specific for each particu-
lar vaccine and can be either a class I major histocom-
patibility complex (MHC)–restricted epitope for cytotoxic
T cell responses or an epitope recognized by antibody
where a humoral response is desired. The T helper epi-
tope is contiguous with and N-terminal to the target epi-
tope. In most cases the Th epitope was KLIPNASLIENC-
TKAEL from the canine distemper virus, but in some cases
GALNNRFQIKGVELKS from influenza virus hemagglu-
tinin. The Th epitope and the target epitope were sepa-
rated by a single lysine residue. The lipid was Pam2Cys, a
TLR2-targeting ligand closely related to the well-known
Pam3Cys (N-palmytoil-S-[2,3bis (palmytoyloxy) propy]-
cysteine), which has long been known as a strong adjuvant.
Pam2Cys (Dipalmytoil-S-glycerylcysteine) is the lipid com-
ponent of the macrophage-activating lipopeptide-2 iso-
lated from mycoplasma and can readily be synthesized.
It was attached to the lysine separating the two peptides
through two serine residues. The use of a branched geom-
etry in the construction of these vaccines is based on Jack-
son’s previous work showing that a branched structure is
significantly more immunogenic than the same epitopes
in a tandem linear array, as well as more soluble.

In the mouse, the lipopeptides were effective experi-
mental vaccines in diverse disease models requiring CD8+

T cell immunity including two tumor models, live Listeria
monocytogenes challenge, or influenza virus recovery. Anti-

body responses to peptides from model hormone antigens
were also markedly enhanced, the efficacy equaling that of
complete Freund’s adjuvant. The lipopeptides also work in
dogs, and early clinical trials are being planned.

Inulin-derived Adjuvants

Inulin is a simple inert plant-derived polysaccharide con-
sisting of a family of linear β-D-(2→1) polyfructofuranosyl
α-D-glucoses. A particulate form, known as gamma inulin
(γ -IN) is a powerful complement activator and is an effec-
tive adjuvant capable of boosting both cell-mediated and
humoral immunity (61). It appears to be remarkably non-
toxic and has proven to be superior to alum in many animal
models, on occasion outperforming Freund’s complete ad-
juvant. A very small human study showed it to be effective
in stimulating T cell responses to the ET protein of HPV16
in cervical cancer cases. More extensive human trials are
now planned.

Liposomes, Virosomes, and
Virus-like Particles

Liposomes have some but not all of the features of
ISCOMs. Alving’s group has obtained a good adjuvant ef-
fect using liposomes with cholera and malaria antigens.
They have also obtained quite promising results using
envelope protein peptides in a simian immunodeficiency
virus (SIV) trial with macaque monkeys (62). The lipo-
somes contain dimyristoyl phosphatidyl choline, dimyris-
toyl phosphatidyl glycerol, cholesterol, and monophospho-
ryl lipid A. In some experiments liposomes were alum
adsorbed. Liposomes have also acted as adjuvants for diph-
theria toxoid, tetanus toxoid, and a variety of hepatitis anti-
gens. There is a great capacity to vary the particle size of
liposomes, from approximately c.20 nM up to more than
10 μm in diameter. In general, liposomes are best used
together with some other adjuvant.

Virosomes are multimeric aggregates of virus-derived
transmembrane proteins (e.g., influenza hemagglutinin),
and proteosomes are similar multimers of bacterial trans-
membrane proteins. They consist of 60 nM to 100 nM
vesicles or membrane vesicle fragments. Amphipathic im-
munogens can be incorporated into these structures. These
agents do not induce cell-mediated immunity unless an
appropriate further adjuvant is added. Glück, of the Swiss
Serum and Vaccine Institute, has been a strong proponent
of the virosome approach. He has used influenza virus vi-
rosomes as a delivery system for, for example, hepatitis
A and B or diphtheria and tetanus antigens (63), or as a
mucosal vaccination strategy against influenza itself (64).
In the latter case, hemagglutinin and neuraminidase were
extracted from influenza virus, and phosphatidylcholine li-
posomes also containing the mucosal adjuvant E. coli heat-
labile toxin at 1μg per dose were prepared. Two nasal spray
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immunizations induced good humoral responses in adult
human volunteers, with significant salivary IgA. Elderly
subjects also tolerated the vaccine well.

Virus-like particles (VLPs) are the results of self-
assembly of virus capsid proteins. The considerable suc-
cess of the hepatitis B vaccine owes much to the strong
immunogenicity of the HBsAg particles. Similarly, the ma-
jor capsid protein of the HPV is strongly immunogenic as
a VLP. It has also been possible to incorporate other pro-
teins into HBsAg VLPs and thus to enhance their immuno-
genicity.

Other Methods of Rendering Antigens
Particulate

There are other ways of effecting a polymerization of anti-
gens such as association with polymers. Nonionic block
copolymers, usually used as additives to adjuvants employ-
ing an emulsion, are polymers of polyoxypropylene and
polyoxyethylene, with which antigen can be associated.
They have been used as components of complex adjuvant
formulations by both Syntex and Ribi Chemical Co. These
formulations induce a good Th1 response.

Carbohydrate polymers of mannose (e.g., mannan) or
of β1-3 glucose (e.g., glucan) have been used in a simi-
lar manner. It is possible to conjugate peptides to mannan
via an aminocaproic spacer and thereby produce a good
antibody response. Mannan can also enhance the adju-
vant properties of LPS. Part of the action may result from
the stimulation of macrophages, which have a mannan-
binding receptor.

Other surface active agents include dimethyl dioctade-
cyl ammonium bromide, avridine, and polyphosphazenes.
Carbohydrate polymers with adjuvant properties include
mannans as noted earlier, glucans, and dextrans. An
interesting parasite-derived adjuvant is the Leishmania
protein LeIF. This list is by no means exhaustive.

Microencapsulation of Antigens

This idea combines several desirable principles for adju-
vants. Biodegradable microcapsules are particulate. They
can enclose immunostimulatory molecules as well as anti-
gen. They delay absorption of antigen and act as long-term
depots. Best of all, they offer the hope that different chem-
ical compositions will create particles that release their
antigen as a pulse at various defined times after injection.
Variables that affect the timing of release include particle
size and the composition of the polymer. An ideal prepara-
tion would be a mixture of particles dissolving at intervals
to mimic a primary dose and two booster doses.

Several laboratories share the credit for the develop-
ment of controlled-release vaccine through encapsulation.
The idea of biodegradable microcapsules containing anti-
gens was promoted by Chang (65) and put into practice

by Langer (66). The currently most popular material, the
polymer poly(lactide-co-glycolide) (PLG), was first used by
O’Hagan et al. (67) and by Eldridge et al. (68). This material
was a happy choice because PLG has been used for many
years as a biodegradable suture material. In that context,
it has shown itself to be safe and nonreactogenic. PLG de-
grades by hydrolysis. How long this takes is determined
both by chain length and by the ratio of lactide to glycol-
ide in the polymer. The WHO has sponsored a considerable
amount of work on PLG in the hope of coming up with a
“one shot” formulation, which in the first instance could
be applied to the problem of neonatal tetanus in devel-
oping countries. As infant immunization rates were low
for women now of childbearing age, the WHO programs
aim to immunize pregnant women with tetanus toxoid
so that the newborn infants would be protected by an-
tibodies crossing the placenta. However, it is difficult to
persuade these women to make three trips to their local
health center, which may require hours of walking. Once
the controlled-release strategy has been perfected for this
purpose, it could be adapted to other vaccines, such as
hepatitis B or Hib.

Many frustrating problems have been encountered in
this endeavor, but they are gradually being overcome one
by one. The most important problem relates to stability
of antigens in microparticles, both during the manufac-
turing process and in vivo. Further, although the lactide-
to-glycolide ratio in PLG affects degradation rate, it was
found in practice that a mixture of two different sets of
microcapsules resulted not in sharp peaks of antigen re-
lease but rather in continuous release over a period. This
seems to produce satisfactory antibody responses. It is now
clear that, in preclinical studies, one injection of antigen
in microcapsules can lead to higher and more sustained
antibody formation than can two injections of antigen ad-
sorbed onto alum.

Cyanoacrylates are another form of biodegradable poly-
mer. For example, poly(butyl-2-cyanoacrylate) has been
used as an adjuvant for oral immunization. Poly(methyl-
methacrylate) nanoparticles constitute another biodegrad-
able adjuvant. The antigen can be either incorporated into
the nanoparticles or adsorbed onto previously formed par-
ticles.

The use of PLG and other microparticles is under
extensive investigation for the mucosal administration
of vaccines. Particles of very small size (nanoparticles)
may be even more suitable. Digestion in the stomach
needs to be combated, perhaps by enteric-coated poly-
mers, and coating with substances that increase intesti-
nal absorption may be necessary. Delivery via the respi-
ratory tract—for example, via intranasal immunization or
aerosol administration—is a good possibility for respira-
tory pathogens. Rectal and vaginal delivery is also possi-
ble. Because there is a great deal of “cross-talk” between
the various components of the mucosal immune system,
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and because oral delivery is by far the most practical, this
deserves full experimental exploration in the first instance.

Biodegradable microparticles can induce T cell immu-
nity, including CD8+ CTLs, as well as just antibody for-
mation. For example, HIV envelope proteins contained
in PLG particles induced HIV-specific CD4+ and CD8+ T
cell responses in mice. Similarly, microparticles outper-
formed incomplete Freund’s adjuvant in promoting Th1
CD4+ T cell responses with a subunit antigen from M. tu-
berculosis (69). The addition of cytokines or chemical adju-
vants to further enhance these T cell effects remains to be
explored.

Cytokines as Adjuvants

Cytokines have profound regulatory effects on all three cell
types involved in immune responses (APCs, T cells, and B
cells), so it is natural to ask whether they might find a use in
adjuvant preparations, particularly inasmuch as some cy-
tokines are noteworthy for guiding the immune response
down particular pathways. This being so, it is interesting
to note that the field of cytokines as adjuvants has not yet
made much progress. Of course, cytokines are quite expen-
sive and can exhibit marked, albeit dose-dependent, toxic
effects. A variation on the theme explored in a later dis-
cussion is cytokine gene constructs as components of vec-
tored or DNA vaccines, an approach that would have the
advantage that the cytokine is delivered to the same milieu
as the antigen, as opposed to systemically administered
cytokines.

Several cytokines act on APCs. IFN-γ and TNF-α
recruit and activate macrophages and help T cells develop
antiviral effector functions, and IL-1α and IL-1β are
also strongly pro-inflammatory. These cytokines have
been assessed for their capacity to improve the response
of mice to an inactivated rabies vaccine. All of them
increased virus-specific IgG responses, IFN-γ raised re-
sistance to challenge infection, and IFN-γ and IL-2 acted
synergistically. Limited clinical trials have shown IFN-γ to
accelerate the response of humans to hepatitis B vaccines.
Granulocyte-macrophage colony-stimulating factor (GM-
CSF) and FLT-3 ligand are strong stimulators of DCs; each
has been claimed to have adjuvant properties in soluble
form, and each has been used to stimulate DCs in various
approaches to cell-based anticancer vaccines (70). The
FLT-3 ligand stimulates both CD8α+ (lymphoid type) and
CD8α− (myeloid type) DCs in the mouse and both CD11c+

(monocytoid) and CD11c− (plasmacytoid) DCs in the hu-
man, whereas GM-CSF stimulates only the latter in each
case. The former DC type tends to produce Th1-stimulating
cytokines and the latter a Th2 bias. The differential mobi-
lization of distinct DC subsets may have some potential in
guiding immune responses. An early trial of FLT-3 ligand
as an adjuvant in combination with alum failed to show
an increase in the already strong immune response.

IL-2 has been explored most extensively (71). It can
be highly effective in restoring immune responsiveness
in mice with a deficient T cell system or in overcoming
immune response gene-mediated low titers. Its effects in
healthy animals are less impressive, although some en-
hanced protection in a variety of infectious disease models
has been noted. IL-2 can improve survival in a variety of
cancer immunotherapeutic models. One noteworthy clini-
cal effect is its capacity to convert lepromatous leprosy into
tuberculoid leprosy when injected directly into the lesions
of patients. IL-4 and IL-10 have received some attention
through their capacity to send the immune response veer-
ing into a Th2 direction, but currently the focus is on IL-10
as a possible therapy in autoimmunity rather than as an
adjuvant. IL-12 can promote Th1 development, an effect
that has been beneficial in a trial Leishmania vaccine. IL-
23 has also been proposed for this purpose. One does not
detect a great thirst within pharmaceutical industry to use
soluble cytokines as adjuvants. In the longer term, it is
conceivable that one or more could find a place in either
vectored or DNA vaccines, as a gene construct rather than
a finished product.

Molecular Targeting of Antigens

Antigens have to be brought to APCs, which in turn have
to be activated to begin the adaptive immune response.
Getting antigens to APC by linking them to ligands for
which the APC have a counter-structure is a good first
step. For example, fusing a protein antigen with C3d can
increase murine anti–hen egg lysozyme responses by up
to 10,000-fold (72), yielding responses much higher than
with Freund’s complete adjuvant. In mucosal immunity,
coupling antigens covalently to a mucosal adjuvant can
have profound effects, as discussed earlier. Now that the
TLRs are being rapidly unraveled, one can anticipate more
experimentation on antigens coupled to their various li-
gands. One novel development is the chemical conjuga-
tion of CpG ODN with the nontoxic CTB to create a highly
immunostimulatory adjuvant (59). The rationale was to
utilize the TLR-9 ligating properties of CpG ODN as well
as the efficient ability of CTB to bind to immune cells, es-
pecially APC, and to transport the linked agent into endo-
somes and further to the trans-Golgi network and the en-
doplasmic reticulum. Using tetanus toxoid as an antigen,
the conjugated molecule markedly enhanced IgG antibody
formation and tilted the isotype pattern toward a Th1 re-
sponse. Further, there was powerful in vitro stimulation
of pro-inflammatory cytokines and chemokines by human
peripheral blood mononuclear cells.

The reader by now has gathered that the field of ad-
juvants is not too rich in simplifying or overarching
paradigms. It seems likely that empirical research will
continue to dominate for some time. It may be well to
end on a positive note. Combinations of the principles
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discussed here seem to be the way of the future. There
have been any number of disappointing clinical trials of
a malaria vaccine based on the Plasmodium falciparum
circumsporozoite protein (CSP). Recently, when and only
when three separate principles of adjuvanticity were com-
bined did a vaccine capable of moderate protection against
malaria result (73). The principles were incorporation of
the malarial antigen into a virus-like particle, use of an oil-
in-water emulsion, and addition of the chemical immuno-
stimulants monophosphoryl lipid A and QS21. The Bill &
Melinda Gates Foundation has recently supported head-
to-head comparisons of various adjuvants for experimen-
tal HIV/AIDS vaccines, and this should promote progress
in what is clearly a difficult area.

Viruses Can Activate Multiple TLRs

It may be that certain viruses have built in adjuvanticity
through their capacity to engage multiple TLRs. Querec
et al. (74) found that the live attenuated yellow fever vac-
cine 17D can activate multiple subsets of human and
mouse DCs in vitro. It did so via no fewer than four TLRs,
namely TLRs 2, 7, 8, and 9. As a result, the immune re-
sponse is a mixed one of Th1 and Th2 helper cell induc-
tion as well as antigen-specific CD8+ cytotoxic T cells. The
Th1 responses are mediated by the adaptor protein MyD88,
which is present downstream of most TLRs, but the Th2 re-
sponses require TLR-2 signaling, mediated by the adaptor
protein TIRAP. Thus distinct TLRs might differentially reg-
ulate the Th1/Th2 balance. Incorporating different com-
binations of TLR ligands into vaccine candidates could
therefore lead to immune responses appropriate to the dis-
ease in question. Yellow fever vaccine 17D is currently be-
ing manipulated to act as a carrier for a number of other
antigens.

Yellow fever is not the only virus to activate TLRs.
Measles and HCV appear to signal through TLR2 and New-
castle disease virus activates DCs through both TLR7 and
TLR9, while Cocksackie virus B triggers TLR8.

Viruses and other pathogens can also signal via other
PRRs, such as C-type lectins and mannose receptors
(23). An intriguing possibility is that some of these
interactions—for example, via DC-specific, ICAM-3 grab-
bing nonintegrin (DC-SIGN)—could actually induce regu-
latory T cells, thus suppressing the immune response and
DC function (75). In this case the pathogen may in fact be
manipulating the immune response to favor its own per-
sistence, and, if so, learning more about the various PRRs
and their functions could lead to novel strategies to treat
chronic infections.

Mucosal Adjuvants

While conventional adjuvants can be considered for mu-
cosally delivered vaccine preparations, there is a special
class of lectin-like molecules endowed with immunostim-

ulatory properties that are uniquely involved in enhancing
mucosal responses. Cholera toxin (CT) is the most power-
ful mucosal adjuvant yet developed. The CTB retains much
of the adjuvant property but not the toxicity. E. coli heat-
stable enterotoxin (LT) is active, and fragment C of tetanus
toxin has similar effects.

Obviously, the toxicity of CT and LT limits their use-
fulness as adjuvants. Pizza et al. (76) developed a clever
strategy involving genetic modification of CT and LT re-
sulting in derivatives that are still able to assemble into a
holotoxin but have greatly diminished toxicity. These mu-
tants act not only as mucosal immunogens, but also as ad-
juvants for coadministered bystander antigens. Recently,
two equivalent derivatives of CT and LT, known as CTK63
and LTK63, have been prepared by substitution of a single,
identical amino acid. The substitution is near the nicoti-
namide adenine dinucleotide (NAD) binding cleft. Interest-
ingly, LTK63 worked much better than CTK63 both for the
facilitation of serum antibody and as a coinducer of IgA in
nasal or lung lavages of mice, being only slightly inferior
to CT itself (77). The reasons for this difference are cur-
rently entirely obscure. Indeed, the mechanisms whereby
the toxins mediate immunity are poorly understood.

Interestingly, when CT-B is covalently coupled to an
antigen and is then given by a mucosal route, CT-B induces
a strong mucosal IgA response to itself and, frequently, the
conjugated antigen, but it actually causes systemic or pe-
ripheral immunological tolerance (78). Moreover, far less
antigen is required than for normal mucosal immunity or
tolerance induction. Further, the strategy works even in
the presence of an already established state of systemic
immunity. Impressive results have been obtained in an-
imal models of autoimmune disease, including autoim-
mune encephalomyelitis, collagen-induced arthritis, and
insulin-dependent diabetes mellitus. One possible mecha-
nism may be the induction of T cells producing immuno-
suppressive cytokines such as transforming growth factor
(TGF-β) and IL-10. Interestingly, even trace amounts of
coadministered CT prevent tolerance induction.

Table 40.3 enunciates some of the principles underlying
the design of adjuvants. Hopefully, some of these will lead
to clinically successful new adjuvants after a disappoint-
ingly long waiting period.

CLASSIFICATION OF ESTABLISHED
VACCINES

Dealing as it does with the administration of powerful bio-
logicals to normal individuals, the vaccine community, in-
cluding industry, is understandably conservative. Vaccines
take time to establish themselves in the public conscious-
ness, and then to change these vaccines for improved ver-
sions again takes time and effort. The world is facing some
awkward decisions in the years immediately ahead as a
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◗ TABLE 40.3 Some Principles Underlying the
Design of Adjuvants

■ Uptake of antigens by APC is vital, hence rendering antigens
polymeric or particulate helps.

■ Activation of APC is essential; hence agents that engage TLR work
well.

■ Depot effects and delayed absorption can enhance immunity;
hence emulsions and biodegradable microparticles underlie many
adjuvant approaches.

■ Bacteria and bacterial products were found early to stimulate
immunity; many pure derivatives have resulted.

■ A heterogeneous collection of natural or synthetic chemicals has
been found empirically to enhance immunity.

■ Many cytokines increase immune responses.
■ Molecular targeting of antigens to APC through conjugation of

ligands can enhance immune responses.
■ Viruses and other pathogens may stimulate multiple TLRs and

therefore possess built-in immunogenicity.
■ Adjuvants are essential for good mucosal vaccine results, but

much remains to be done in this field.

number of new vaccines have emerged from the research
and development pipeline.

The purpose of a vaccine is to stimulate the immune
response without subjecting an individual to the risk of ac-
tual infection. An ideal vaccine would confer the same de-
gree of immunity as natural infection for diseases against
which immunity is solid, or it would do better than nature
for diseases in which immunity is not solid. Because most
vaccines fall short of this ideal, it is frequently necessary
to give vaccines more than once, making use of the phe-
nomenon of immunological memory—namely, the capac-
ity to respond more strongly to an antigen on re-exposure
to it. Vaccines can elicit every kind of immune response, in-
cluding antibody formation, Th1 and Th2–type CD4+ T cell
responses and CD8+ T-cell responses, but most vaccine de-
velopment programs for currently licensed vaccines have
relied on the vaccine’s capacity to evoke antibody forma-
tion. This will change as more ambitious targets are set
and as capacity to guide immune responses down particu-
lar pathways improves. In particular, much more interest
is being taken in whether a vaccine can lead to Th1-type
and cytotoxic CD8+ T cell responses.

Vaccines are designed primarily to prevent infection,
although one of the first vaccines, the vaccine against ra-
bies, was given after infection had been initiated. There is
now increasing research on therapeutic vaccines—that is,
vaccines administered after infection has been established.
Such vaccines are designed to strengthen an immune re-
sponse that is inadequate, particularly in cases of chronic
or recurrent disease.

Obviously, microorganisms possess thousands of
molecules that are foreign to a host animal or person and
that are thus antigenic. Immune responses against the ma-
jority of these are entirely irrelevant to the prevention of

infection. Therefore, increasing attention is being given
to the identification, purification, and, frequently, molec-
ular cloning of the antigens that evoke host-protective re-
sponses. With more complex pathogens such as parasites,
it is not immediately apparent which antigens these are,
and detective work needs to be done to establish correlates
of immunity. The full genome sequence of many pathogens
has been determined, and a new strategy is to search for
likely transmembrane proteins or molecules involved in
virulence, and then to conduct trials of these in mice for
possible vaccine efficacy. This process is termed genome
mining. Identification of the correct antigens is not the
end of the story, however, because many pure, soluble pro-
teins are poorly immunogenic. In fact, there is the need to
balance the greater immunogenicity of whole microorgan-
isms against the lower reactogenicity and greater concep-
tual elegance of molecular vaccines. This situation needs to
be dissected on a case-by-case basis, although with more
recent vaccines, such as Hib and acellular pertussis, the
balance appears to be swinging in the latter direction.

Vaccines have potential usefulness beyond communica-
ble diseases, such as anticancer vaccines, birth control vac-
cines, and vaccines aimed at lowering immune responses,
such as in autoimmunity or allergy. These uses fall outside
the scope of this chapter.

A classification of established vaccines is presented in
Table 40.4.

Live Attenuated Vaccines

Ever since Jenner’s smallpox vaccine, live attenuated vac-
cines have occupied a special place in the pantheon of
vaccinology. Many viral vaccines of this type have an ef-
ficacy of >90%, and protection frequently lasts for many
years. This is perhaps not surprising, because the multi-
plication of the pathogen in the host creates an antigenic
stimulus not unlike that of a natural infection in terms
of antigen amount, character, and location. This key ad-
vantage is also the source of potential disadvantage, as
the “miniversion” of the relevant disease can assume dan-
gerous proportions—for example, generalized vaccinia or
BCG spread in immunodeficient or immunosuppressed
children. In some vaccines, the mutations causing loss of
virulence are not known. Further, mutations can restore
virulence, as in the case of poliomyelitis. Much recent re-
search has centered on more rationally planned attenua-
tion based on an understanding of the molecular determi-
nants of virulence. Relevant genetic engineering can result
in improved vaccines in which reversion to virulence is
impossible.

It must be recognized that the success of live attenu-
ated vaccines poses some problems as to correct main-
tenance of immune status. For example, in many coun-
tries, measles vaccine is given only once, and nowhere is
it mandated more than twice. Will this confer the same
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◗ TABLE 40.4 Classification of Licensed Vaccines

Types of Vaccine Examples

Live attenuated viral Poliomyelitis (OPV Sabin), measles, mumps, rubella, rabies, varicella,
vaccinia, yellow fever, rotavirus, influenza (intranasal)

Live attenuated bacterial BCG for tuberculosis or leprosy, Ty21a for typhoid fever
Killed whole virus Poliomyelitis (IPV-Salk), influenza, hepatitis A, rabies
Killed whole-cell bacterial Pertussis, cholera, anthrax, plague
Toxoids Diphtheria, tetanus
Molecular vaccines—proteins Acellular pertussis, subunit influenza, hepatitis B
Molecular vaccines—carbohydrate Hib, Vi typhoid, meningococci, pneumococci
Molecular vaccines—carbohydrate-protein conjugate Hib, meningococci, pneumococci
Combination vaccines DPT, MMRV, DPT-Hib, DPT-Hib-IPV-hep B.

life-long immunity as an attack of measles? We cannot be
sure and thus must maintain a level of alertness about
booster doses in adult life. This has not been a prior-
ity area for live attenuated or any other kind of vaccine
but is currently the subject of much debate. There are in-
stances in which public health regulations mandate reg-
ular boosters—for example, the yellow fever vaccine for
travelers to affected countries. Another vexing question is
whether repeated environmental exposure to a common
microbe provides a kind of natural booster. If so, problems
may arise as a disease becomes uncommon in a commu-
nity.

Surprisingly, giving a number of live attenuated vac-
cines together appears to cause no problems.

Vaccines Consisting of Killed
Microorganisms

Because vaccines consisting of killed microorganisms are
nonreplicating antigens, booster doses are essential. Some
are excellent vaccines with high efficacy and safety, such
as the Salk injectable poliomyelitis vaccine (IPV) or the
hepatitis A vaccine. Others are of poor efficacy and short
duration, such as the whole cell–killed injectable cholera
vaccine, which has been all but abandoned. Others are par-
tially effective but require improvement in terms of per-
centage of protection or duration of immunity. These in-
clude the older killed influenza and typhoid vaccines. Many
of these vaccines have already been overtaken by new and
improved versions, including subunit vaccines and orally
active preparations.

Toxoids

When disease pathological processes are caused predom-
inantly by a powerful exotoxin or enterotoxin, vaccines
provoking antitoxin antibodies make good sense. In some
cases, an exotoxin is a bacterium’s device for creating
sufficient tissue destruction to permit a rich growth
medium to develop. That is the case in tetanus, diphthe-

ria, and gas gangrene. For these cases, the relevant toxoids
make good vaccines. Toxoids from enterotoxins have,
in general, been less successful. However, a genetically
detoxified derivative of the heat-labile enterotoxin (LT) of
enterotoxigenic Escherichia coli is showing promise as a
possible vaccine against traveler’s diarrhea. This has been
achieved through site-directed mutagenesis to inactivate
the adenosine diphosphate–ribosyltransferase activity
of the A subunit of LT. Equivalent mutants of CT may
eventually prove important.

The current conventional diphtheria and tetanus vac-
cines contain many impurities; further, the formaldehyde
treatment needed to turn the toxins into toxoids also
causes cross-linkage of beef peptides present in the culture
medium, resulting in the presence of unnecessary antigens
in the final preparation. Scientifically, one could mount an
argument for a mutant, nontoxic pure molecule, such as
CRM197, as a new vaccine. CRM197 is a material cross-
reacting to diphtheria toxin and containing a single glycine
to glutamic acid substitution at position 52 rendering the
toxin inactive. Despite scientific attractiveness, there is not
much commercial pressure for changing vaccines that are
working well. Doubtless, if the acellular pertussis compo-
nent of diphtheria toxoid, whole-cell pertussis, and tetanus
toxoid (DPT) vaccine continues to impress with their lack
of reactogenicity, more pressure may build for the diph-
theria and tetanus components to be free of side effects,
and so ongoing research should be encouraged.

Molecular Vaccines: Protein

The recombinant DNA era has yielded a plethora of anti-
genic molecules that are pure and have been chosen in
animal models through their capacity to provoke an im-
mune response that is host protective. Some subunit vac-
cines, such as Hib and acellular pertussis, result from ex-
tremely elegant research that warrants description in its
own right. Whereas some subunit vaccines, such as HB-
sAg, are highly immunogenic at low doses, others have
been of disappointing strength and require adjuvants more
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powerful than the aluminum salts currently used to adsorb
pure proteins onto small particles. As a group, subunit vac-
cines have been more expensive than older vaccines. This
major barrier to developing country use can be partially
countered by programs such as the Global Alliance for
Vaccines and Immunization (discussed later) that create
a large demand, whereby high volumes drive down costs
of production.

Molecular Vaccines: Carbohydrate
and Conjugate

The capsular polysaccharides of encapsulated bacteria are
powerfully immunogenic and can make good vaccines.
However, they suffer from three drawbacks. The carbohy-
drates are serotype specific—that is, they cover one vari-
ant of the pathogen only. Therefore, an effective vaccine
may have to be a “cocktail” of many different carbohy-
drate molecules. Thus, the Merck pneumococcal vaccine
has 23 separate components. Second, these vaccines work
poorly or not at all in young infants. For a disease such as
meningitis, in which the greatest rate of mortality is among
children younger than 1 year, this represents a serious lim-
itation. Third, being T-independent antigens, the vaccines
engender suboptimal immunological memory. Therefore,
the conjugation of these carbohydrates to protein carriers
that engender T cell help represented a major step forward,
which is described in detail in a later section.

Combination Vaccines

As more effective vaccines are developed, the question
of the number of needle pricks to which young infants
are subjected becomes an urgent one. Among the tradi-
tional vaccines, the DPT combination was standard for a
long time, and whole-cell pertussis has been replaced by
the subunit acellular pertussis in industrialized countries.
As already mentioned, MMR is an extremely successful
combination, and recently varicella has been successfully

added to this, thus MMR-V. Considering DPT as a “plat-
form,” one can see logical additions to this, such as the ad-
dition of one or more of Hib, injectable killed polio (Salk)
vaccine, and hepatitis B. In fact, such pentavalent and hex-
avalent formulations are now available. Antigenic compe-
tition has not yet become manifest, although the addition
of Hib to DPT has caused problems for some manufac-
turers in the levels of antibodies reached. As successful
vaccines for other types of meningitis become more pop-
ular (e.g., against N. meningitidis type C), the question
of whether to add these or whether to create a second
“meningitis/pneumonia” package will have to be faced.
At least two companies are considering the possibility of
heptavalent combinations, such as DPT–HiB–hepatitis B–
meningitis A/C. Of course, the pneumococcal vaccine cur-
rently licensed (Prevnar from Wyeth) is already a 7-valent
mixture, and more serotypes will soon be added. Consider-
ation is also being given to a multiserotype meningococcus
“cocktail,” discussed in more detail later.

NEW APPROACHES TO VACCINE DESIGN

Table 40.5 outlines the main new approaches to vaccine
design. In thinking about these approaches, it is impor-
tant to remember that established public health practice
is not easy to change, and it appears likely that the newer
approaches will find more favor with regard to diseases
for which no vaccine currently exists, such as HIV/AIDS
or malaria, than in situations in which current vaccines
are reasonably satisfactory.

Vectored Vaccines

Bernard Moss and Enzo Paoletti independently opened up
a major chapter in vaccinology when they demonstrated
that genes for important antigens could be introduced into
the vaccinia virus without perturbing its replication and
could be expressed in host cells in which the virus was

◗ TABLE 40.5 Newer Approaches to Vaccine Design

Approach Purpose

Vectored vaccines To employ an attenuated virus or bacterium with limited replication potential to carry a gene or genes for
antigens from a pathogen into the body

Nucleic acid vaccines To use a plasmid containing genes coding for one or more antigens from a pathogen so the body itself becomes
a factory for the antigen(s) in question; there are variations on the theme

Peptide vaccines To construct a polymer out of a number of peptides, frequently T cell epitopes, creating an immunogen
Mucosal vaccines To administer an antigen not by injection but via a mucosal surface (e.g., orally or intranasally) so as to engage

the mucosal immune system in protection
Transdermal vaccines To administer the antigen via the skin
Edible vaccines To genetically engineer a plant such that it comes to contain antigen(s) in a form that is immunogenic when eaten
Prime-boost strategies To administer two separate versions of a vaccine sequentially, typically a DNA vaccine followed by a vectored

vaccine or either of these followed by a protein vaccine
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dividing (79,80). This “Trojan Horse” concept, whereby
harmless microorganisms act as vectors for antigen genes,
has been extended in innumerable directions. Among
other important vectors in use experimentally are vac-
cinia variants; avipoxviruses; adenoviruses; polioviruses;
herpesviruses; crippled HIV, Salmonella, Shigella, and BCG
bacterial species; and many more. The power of the con-
cept is that it combines the best of two worlds: the force
of a live attenuated vaccine, and the scientific precision
of the rational subunit vaccine approach. Further, given
the large size of the vaccinia genome or the genomes of
some of the other vectors, it is feasible to consider the in-
sertion of quite a few antigen genes, thus covering several
diseases at once. It is also straightforward to incorporate
one or more cytokine genes in the construct, should this be
desirable for either the strength of the immune response
or the direction it should take.

Although the concept was first introduced in the early
1980s, no relevant vaccine has yet come on the market.
Clinical investigation has been somewhat limited so far,
but, as discussed later, it has accelerated in the context
of the so-called “prime-boost” strategy. There are under-
standable reservations about the use of unmodified vac-
cinia, particularly at a time when HIV is rife, because it
can be dangerous in people with an ineffective T cell sys-
tem, a reservation that could be partially countered by the
inclusion of the IL-2 gene in the construct, which prevents
athymic nude mice from succumbing to vaccinia (81). A
number of vaccinia strains lacking genes that contribute
to virulence have been prepared and are in clinical trial—
for example, modified vaccinia Ankara (MVA). Also, non-
replicating viral vectors, such as canarypox or fowlpox in
humans, can be considered. The field has doubtless been
slowed somewhat by poor responses in early clinical tri-
als of experimental HIV and malaria vaccines. Neverthe-
less, the overwhelming weight of preclinical data, with dis-
ease protection against at least 20 pathogens in at least 15
species, suggests that further research must eventually be
crowned with success. It should be noted that the approach
is designed to induce excellent T cell, including cytotoxic
T cell, immunity.

Experimentation with bacterial vectors is not yet as far
advanced, but examples are taken up when enteric and
intracellular pathogens are discussed.

Nucleic Acid Vaccines

Few areas of experimental vaccinology have emerged as
surprisingly and developed as explosively as that of nucleic
acid vaccines. Two preludes to the actual discovery warrant
mention. Wolff et al. (82), using plasmid DNA coding for
a reporter gene, found that DNA injected as a saline so-
lution and without the adjunct agents normally used for
transfection could cause synthesis of the reporter protein
in the recipient animal. This surprising finding came from

a control group in which the real hope for the experimental
group was uptake of liposomes containing DNA. Of vari-
ous injection sites tested, intramuscular injection worked
best. The total number of myotubes transfected within the
injection region is 1% to 5%. The second prelude relates to
a DNA delivery system, originally developed by an agricul-
tural firm, Agrecetus, and first used as a means of trans-
fecting plant cells. This Accell gene delivery system, also
termed the gene gun, consists of a helium gas pressure–
driven device capable of delivering into very superficial lay-
ers of tissue tiny gold particles coated with plasmid DNA.
These DNA-coated microprojectiles could, for example, be
delivered to the skin of mice, resulting in the synthesis
of the relevant protein (83). It was not long before each of
these two approaches was used to elicit immune responses
in the mouse. The gene gun approach induced antibody
formation against human growth hormone and human α-1
antitrypsin in the first demonstration that DNA immuniza-
tion could work (84). Further, the prolonged persistence of
encoded protein in the serum signaled the probability of
continued antigenic stimulation. The first demonstration
of a host-protective immune response came from the in-
tramuscular injection approach (85). Mice were injected
with plasmids encoding the nucleoprotein of influenza A
virus. They developed both antibodies and class I MHC)-
restricted CTLs. Upon challenge with a virulent influenza A
strain, PR/8, 100% of treated mice survived, whereas 100%
of controls were dead by day 9. Almost simultaneously, Fy-
nan et al. (86) also protected mice against PR/8 by using
the gene gun and DNA encoding the relevant hemagglu-
tinin as the antigen. After these two striking results, the
field really took off. A scant 4 years later, Donnelly et al. (87)
were able to review an extraordinary range of preclinical
studies showing humoral and T cell responses protective
against a wide range of viruses, bacteria, and parasites, as
well as various tumor models.

What are the essential features of nucleic acid vac-
cines? The key difference from the live vector approach
is that the DNA encoding the antigen of interest cannot
replicate in the human or animal body. The plasmids con-
cerned are usually grown in E. coli. Their origin of repli-
cation is not suitable for mammalian cells. It is important
to include a strong promoter element suitable for high-
level gene expression in mammalian cells; for example, the
immediate/early promoter of the human CMV works
well. The construct should also have an appropriate
messenger ribonucleic acid (RNA) transcript termina-
tion/polyadenylation sequence. After intramuscular injec-
tion, the DNA enters the cytoplasm and then the nucleus
of the myocyte, but it is not integrated into the genome.
Neither muscle cells nor the DCs, which are the targets
of the gene gun approach, have a high rate of division,
nor do they show extensive homology with the plasmid,
and so homologous recombination is highly unlikely. Ran-
dom integration remains a formal possibility, but, so far, no
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adverse effects have been noted. Gene expression is not at
a high level. Antigen leaks out of myocytes for a consid-
erable period, and, in the case of the gene gun, the gold
particles deposited in the epidermis soon find their way
into Langerhans cells, which then make their way to lo-
cal lymph nodes. In the case of intramuscular injection,
it is clear that the myocyte itself is not the inducer of im-
mune responses. This was approached by Fu et al. (88)
in an ingenious experiment. Parental into F1 bone mar-
row chimeric mice were prepared in such a way that the
myocytes carried both parental MHC haplocytes but the
professional APCs such as DCs, being (after an appropri-
ate period) bone marrow derived, carried only the bone
marrow donor parental haplotype. After reconstitution,
the chimeric mice were given plasmid DNA coding for in-
fluenza virus nucleoprotein to generate CTLs. According to
the rules of MHC restriction, because the mice possessed
the thymic epithelial framework of the F1, their peripheral
T cells, although of parental genotype, should be capable
of recognizing antigen in the context of both parental hap-
lotypes. However, when the CTLs were tested in vitro, they
were clearly restricted only by the MHC alleles of the bone
marrow donor. Had myocytes been the APCs creating the
CTLs in vivo, this would not have been the case. In fur-
ther chimeras, transplantation studies were done with an
NP gene–transfected myoblast cell line. With appropriate
choice of strains, it could be shown that H2-incompatible
myoblasts could induce CTL responses, but these, when
analyzed, were restricted to the MHC haplocyte not of the
myoblast donor but of the bone marrow donor. This clearly
showed that the myoblasts acted as a source of antigen
that was somehow transferred to APCs in a way that al-
lowed processing for the class I MHC pathway. This appar-
ent exception to the dual pathway rules is an example of
“cross-priming,” which has also been noted in other sys-
tems. The efficacy of DNA vaccines in generating CTLs has
been a common feature of most examples so far studied in
mice.

The potential advantages of nucleic acid vaccines are
numerous. The subunit approach to pure molecular vac-
cines can be seriously hampered by incorrect folding or
glycosylation of antigens, which can present formidable
problems and add to the cost of such vaccines. This should
be largely obviated in DNA vaccines. Once an appropri-
ate DNA vaccine has been engineered, it should be sta-
ble and batch variation should be minimal, facilitating
quality control procedures. In terms of actual manufactur-
ing procedure, nucleic acid vaccines should be relatively
cheap. Multivalency could be achieved either by coinjec-
tion of a mixture of plasmids or by constructing complex
plasmids.

A variation on the theme is the use of positive-strand
RNA viruses such as alpha viruses that self-replicate within
nondividing host cells and can be engineered to deliver
inserted RNA coding for the antigen in question. It is

also possible to engineer replicons in which the antigen-
encoding RNA is substituted for viral structural genes
and replicons can be packaged into infectious particles
with helper viruses or split-genome packaging cell lines.
DNA/RNA replicons can also be engineered and in some
circumstances are more immunogenic than plasmid-based
DNA vaccines.

Despite the justifiable excitement about nucleic acid
vaccines, it has become clear that the responses achieved in
subhuman primates and in humans are much lower than
those in mice. In part, this may be a dosage question, be-
cause a human weighs 3,000 times more than a mouse, and
it has not been practical to increase dosage commensu-
rately. Considerable effort has therefore gone into enhanc-
ing the efficacy of DNA vaccines. Uptake of DNA has been
enhanced by in vivo electroporation. DNA has been incor-
porated into microparticles or liposomes or has been given
with an oil-in-water emulsion. Coinjection of cytokines or
engineering the DNA to encode for a cytokine represents
another approach. Of particular interest is the concept of
encoding together with the DNA for the antigen DNA for a
ligand that can target the fusion protein to an appropriate
site. Boyle et al. (89) used L-selectin to target the antigen
to high endothelial venule receptors, thus enhancing the
amount going to lymphoid tissue, or CTL-associated anti-
gen 4 to target the antigen to the counterstructures CD80
and CD86 on the surface of APCs. This strategy greatly
increased antibody responses and improved protective ef-
ficacy in an influenza virus model. Moreover, the approach
worked in a large animal—the sheep. Pig skin is believed
to be a reasonable model for human skin, and when CTL-
associated antigen 4–antigen fusion constructs were deliv-
ered into pig skin by the gene gun, the targeting strategy
markedly enhanced the speed and magnitude of the anti-
body response.

Further aspects of nucleic acid vaccines are discussed
later in the section on prime-boost strategies and in the
specific context of HIV/AIDS and malaria vaccines.

It is clear that something as novel as nucleic vac-
cines will present substantial problems for the regulatory
agencies. In addition to the carcinogenicity/insertional
mutagenesis possibility, the conjectural hazards include
autoimmunity to DNA or as a result of immune-mediated
destruction of antigen-expressing cells. The latter could
lead to direct damage or could occasion the release of in-
tracellular antigens that would then provoke autoimmu-
nity. In practice, however, induction of autoimmunity to
autologous constituents is quite difficult and proceeds only
with the use of strong adjuvants such as Freund’s complete
adjuvant. Another objection that has been raised is the pos-
sibility that a constant leak of small quantities of antigen
over a prolonged period of time could lead to immuno-
logical tolerance, thus making the recipient incapable of
responding to the antigen in question. This has not been
encountered in any situation so far.
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Peptide Vaccines

Peptide vaccines can be either synthetically prepared or
encoded by DNA. Frequently, the plan is to include a mul-
tiplicity of epitopes, particularly T cell epitopes—for ex-
ample, from several different antigens of a pathogen. The
approach can also deal with serotype variation of antigens,
epitopes being chosen from multiple strains. Peptide vac-
cines suffer from the constraint that many antibodies are
directed to conformational determinants. The most inter-
esting peptide vaccine research is in HIV, malaria, and tu-
mor immunology.

An interesting variant involving highly polymerized
peptides linked to a built-in adjuvant has already been con-
sidered earlier in this chapter.

Mucosal Vaccines

It has been estimated that the combined surface area of
the mucosae of the gastrointestinal, respiratory, and uro-
genital tracts is 400 m2. The total lymphocyte complement
of the mucosal immune system is greater than that of the
lymph nodes and spleen. In fact, the mucosa-associated
lymphoid tissues (MALT) contribute three quarters of all
immunocytes. The mucosal immune system includes or-
ganized collections of lymphoid tissue, such as the tonsils,
adenoids, Peyer’s patches, and appendix, and also single
lymphoid follicles. These collections contain macrophages
and DCs, sample antigens, and generate both T and B cell
responses, including germinal center formation. There is a
high proportion of immunoglobulin A (IgA) in the antibody
formed. There is also extensive infiltration of epithelia and
the lamina propria with lymphocytes and plasma cells. It
is believed that these represent effector cells and that there
is no immune induction within these latter sites. There are
also large numbers of lymphoid cells in the parenchyma
of exocrine glands.

Two types of antigen-capturing cells are of importance
in mucosal immunity: the intraepithelial DCs and M cells.
In stratified or pseudostratified epithelia, the DCs serve
much the same function as skin Langerhans cells and ex-
tend right to the surface. In tracheal epithelium, for ex-
ample, there are up to 700 such cells per mm2 forming an
almost contiguous network (90). As in the case of Langer-
hans cells, these DCs take antigens to draining lymph
nodes for immune induction. The M cells are unique fea-
tures of the mucosal immune system. They exist in the
epithelium overlying organized collections such as Peyer’s
patches. Their job is to take up antigens from the mucosa
and deliver them to the mucosal lymphoid tissue via a spe-
cialized pocket in the epithelium. M cells are active in tak-
ing up both macromolecular antigens and particulate anti-
gens such as bacteria and essentially serve to channel them
to professional APCs in the lymphoid collections beneath.
M cell membranes contain the glycolipid GM1, to which

CT can bind, and a variety of other carbohydrate struc-
tures with selective binding activity. Bacteria and viruses
can also exploit this capacity of M cells to take them up
efficiently to infect mucosae. This exploitation probably
includes sexual transmission of HIV.

The lymphocyte traffic pattern differs for the mucosal
immune system and the conventional immune system (91).
There is a distinct tendency for mucosa-associated cells to
home back to mucosal tissue but not necessarily to the
same mucosa. The possibility therefore exists that immu-
nization could occur via one mucosal surface, but an un-
related one could be protected. Nevertheless, the common
mucosal immune system is more restricted than previ-
ously thought. In humans, studies with CTB administered
by various mucosal routes have shown that the strongest
response occurs at the directly exposed mucosa and the
second strongest at adjacent mucosae (92). An exception
is intranasal immunization that, apart from stimulating
the respiratory tract, also induces a strong vaginal-genital
tract immune response. As well as activating T and B cells,
antigens delivered mucosally can also induce CD4+ CD25+

regulatory cells and therefore have strong suppressor
activity.

Stimulation of immune responses via mucosal surfaces,
leading to local IgA production and a variety of systemic B
and T cell effects, suffers from two difficulties: Most non-
replicating antigens lead to immune responses only after
large and multiple antigen doses, and these responses are
of short duration. Even natural infection of mucus mem-
branes leads to shorter-lived immunity than in the case of
a systemic infection. This is why the field of mucosal ad-
juvants is particularly important.

Mucosal adjuvants include any substance or process
that enhances uptake of antigen by mucosal lymphoid tis-
sue. For example, bacteria are capable of recruiting large
numbers of DCs into tracheal epithelium, and these DCs
are critical to the induction of an immune response (93).
Similarly, viruses can bring DCs into epithelia and can
stimulate subsequent migration to draining lymph nodes.
It has been argued that the increased susceptibility of
neonates to respiratory infections results from the hypore-
sponsiveness of their immature DCs to such signals. In
more mature individuals, the inherent immunogenicity of
microorganisms suggests that the use of live vectors, be
they bacterial or viral, engineered to express the antigen
of interest, may in itself provide sufficient adjuvanticity,
albeit perhaps with a limited duration of immunity.

Apart from specifically mucosal adjuvants, many ad-
juvant processes applicable to injectable vaccines have
been used in experimental mucosal vaccines (reviewed in
[92]). These include CpG ODN, VLPs, ISCOMs, liposomes,
biodegradable particles, and bacterial spores.

Enteric and acute respiratory infections represent ma-
jor public health problems, and HIV infection is frequently
acquired through mucosal routes; therefore, vaccines



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-40 Paul-3627G GRBT293-Paul-v1.cls April 16, 2008 11:29

1258 Chapter 40

protecting mucosal surfaces are highly desirable. With re-
gard to their construction, it must be noted that mucosal
surfaces are normally colonized by a rich flora of com-
mensal bacteria. Remarkably little is known about what
permits these commensals to remain but not to overgrow.
There may well be some degree of immunological tol-
erance at work, and oral tolerance is a well-established
phenomenon. At the same time, overgrowth and invasion
would appear likely were there not some level of immune
response. For the intelligent design of mucosal vaccines,
better understanding of this balanced situation is required.
Tolerance-including strategies may be valuable as well—
for example, in autoimmune situations.

Cell-mediated immune responses within mucosal tis-
sue must also be considered. These doubtless contribute
to clearance of both bacteria and viruses from mucosal ar-
eas after infection: Holmgren makes the point that with
some infections, such as V. cholerae or enterotoxigenic E.
coli, the infection is so superficial that neither the bacte-
ria nor their toxins penetrate into the epithelial cells, and
in that case, antibodies alone (ideally mucosal IgA) are
required for protection, whereas other pathogens, such as
Salmonella and Shigella infections, penetrate deeper, where
IgA but also systemic immunoglobulins M and G (IgM and
IgG) antibodies may be important, as may the T cell com-
ponent (94). Ideally, a mucosal vaccine should protect both
against toxins produced by pathogens and against antigens
involved in adhesion to epithelial cells (e.g., fimbriae) or
invasion of tissue. In the case of viruses, CD8+ αβ TCR+

cytotoxic T cells that are present intraepithelially clearly
contribute to protection.

Vaccines that can be considered mucosal vaccines
against five diseases have been licensed (although not in
all countries). These are the oral Sabin-type polio vac-
cine; cholera vaccine, including killed bacteria, given with
CTB or live attenuated bacteria; oral live attenuated ty-
phoid vaccine; two different oral live attenuated rotavirus
vaccines; and an intranasal influenza vaccine. In view of
the power of the approach, it is hoped that more mucosal
vaccines will follow. Much effort is going into the use of
live recombinant microorganisms as mucosal delivery sys-
tems, such as live attenuated Salmonella bacteria given
orally or adenoviruses given intranasally, but none of these
have progressed very far.

Further aspects of the mucosal approach will be raised
in the section on HIV/AIDS vaccines.

Transdermal Vaccines

It has been known for decades that antigens applied di-
rectly to the skin can cause an immune response, for that
is exactly what contact sensitization represents. However,
the realization that direct topical application of vaccines to
the skin can cause systemic T and B cell responses is rela-
tively novel (95). It is noteworthy that the Langerhans type

of DC is really quite superficial in the epidermis, and once
antigen has reached the cells, the question of their activa-
tion and consequent migration to the draining lymph node
depends very much on the type of stimulus. For example,
if the vaccine in question is administered together with an
adjuvant such as CT, the immune cascade is initiated. Sim-
ple admixture with, for example, influenza virus hemag-
glutinin, suffices to initiate a boostable immune response
involving both the systemic and mucosal compartments.
Other exotoxins, including detoxified mutants, also work
well. Simple skin manipulation, such as cleansing with al-
cohol or hydration of the skin, may enhance responses,
and patches, gels, creams, and ointments are also under
investigation.

Another concept being explored for transdermal admin-
istration of vaccines is a patch consisting essentially of ex-
tremely fine needles which would minimally abrade the
skin but still target antigens within the patch to superficial
Langerhans cells.

Edible Vaccines

Mason et al. (96) were stimulated by the call at the 1990
World Summit for Children for a radical new approach to
vaccines for developing nations, so they set about creat-
ing transgenic plants that expressed putative vaccine anti-
gens. The long-range idea was the possibility that a readily
available food, such as bananas, might come to constitute
a cheap source of edible vaccines. Apart from the consider-
able technical hurdles involved in expression of genes for
antigens in edible portions of plants, a series of immuno-
logical questions needed to be addressed. These included
the avoidance of oral tolerance, ensuring sufficient oral im-
munogenicity, ensuring some degree of protection against
enzymic degradation of vaccines, and determining ade-
quate dosage. Despite these constraints, progress has actu-
ally been remarkably rapid. A start was made with hepatitis
B surface antigen in tobacco plants. Successful engineer-
ing resulted in the accumulation of VLPs in the tobacco
leaf. Similar success was achieved with VLPs of Norwalk
virus capsid protein. Next, potato plants were engineered
to express the B subunit of heat-labile E. coli enterotoxin
(LT-B), in the hope that a cheap source of a mucosal adju-
vant would eventually result. Mice fed 5-g samples of raw
potatoes on four occasions developed serum IgG and mu-
cosal IgA specific for LT-B. The author had the pleasure
of being a visiting professor in Dr. Myron Levine’s labora-
tory in the University of Maryland on the very day that the
first clinical trial of feeding raw, engineered potatoes to hu-
man volunteers was initiated. Both mucosal and systemic
antitoxin immune responses were induced. Of course, it
is not anticipated that potatoes will be used in the long
run, because they need to be cooked. Rather, the aim is
to engineer fruit that can be fed raw to infants and small
children. To that end, a transformation system for bananas
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has been developed. Active research is being pursued on
edible vaccines against hepatitis B, cholera, measles, and
HPV.

It is envisaged that edible vaccines either will con-
tain a mucosal adjuvant or will consist of VLPs. Either
of these strategies should militate against oral tolerance.
Coexpression of cytokine genes could also be envisaged.
It is hoped that the plant cell wall, consisting of cellu-
lose, pectins, and proteins, will be a partial barrier to
enzymatic degradation of the enclosed antigen, allow-
ing some to reach the small intestine, a major induc-
tive site of mucosal immunity. Clearly, dosage for infants
of various ages will have to be the subject of extensive
research.

There is another and perhaps more practical dimension
to the field of edible vaccines. This is to regard the trans-
genic plant itself not as the vaccine but rather as a fac-
tory for pharmaceutical proteins that are then extracted
and processed much as they would have been from trans-
formed bacteria or yeasts. It has been estimated that pro-
tein production costs from plants might be up to 1,000-fold
cheaper than present fermentation methods (97). Three
major strategies for antigens from pathogens have been
developed: stable transformation of the nuclear genome,
stable transformation of the chloroplast genome, and tran-
sient expression in plants using viral vectors (98). There is
considerable interest in using such approaches for mon-
oclonal antibody production as well. Of course, costs of
the raw material represent only a fraction of the final vac-
cine cost. Field production costs have been computed for
large batches of hepatitis B virus (HBV) grown in potato,
tomato, corn, or tobacco leaf, and they varied from 1.36
U.S. cents to 7.11 U.S. cents per dose. Greenhouse pro-
duction costs are somewhat higher. Contemplating plants
as factories for pharmaceuticals obviously raises regula-
tory and environmental issues of an entirely new order. Yet
one senses considerable excitement about the long-range
possibilities.

Prime-boost Strategies

Most vaccines have to be administered on more than one
occasion to achieve a satisfactory level of disease pro-
phylaxis. Normally, booster vaccines are identical to the
priming vaccines except that one or more components of
a combination may be dropped. The initial impetus for
a different approach came because of early disappoint-
ments with HIV envelope protein–based vaccines, which
failed to produce antibodies capable of neutralizing pri-
mary isolates of HIV and failed to induce significant levels
of HIV-specific CD8+ CTLs. This prompted a search for
alternative approaches. First, recombinant vaccinia virus
engineered to express env was given as a primary dose
to mice, followed by a booster dose of recombinant gly-
coprotein (gp) 160 (99). This endeavor was soon broad-

ened to include priming with other vectored vaccines and
boosting with either pure protein or VLPs. Viral vectors
have included various modified vaccinia variants of dimin-
ished virulence and poxviruses of birds such as canary-
pox and fowlpox (which do not complete their replica-
tion cycle in mammalian hosts and yet express inserted
genes) as well as various adenoviruses. Less commonly,
alphaviruses, polio viruses, and crippled HIV have been
suggested.

Prime-boost strategies can markedly enhance antibody
formation but, more important, can engender strong CD8+

and CD4+ T lymphocyte responses. Just why the mixed-
modality approach works so well is not entirely clear. “Fo-
cused priming” of T cells by naked DNA has been invoked,
a CD8+ T-cell response to one or a few immunodominant
epitopes then being strongly amplified by, for example, a
poxvirus boost. Certainly if the only antigen shared be-
tween the priming entity and the boosting entity is the
antigen of interest, it seems logical that the immune sys-
tem would react in a secondary manner to only that anti-
gen. With DNA priming and protein boosting, it has been
postulated that the low doses of protein associated with
priming engender a high-affinity antibody response. Differ-
ent mechanisms probably underlie the different regimens.
There is, however, no doubt that the prime-boost approach
has conferred excellent protection in animal models of var-
ious diseases, though early clinical trials have been less
impressive. The matter is examined in more detail in the
sections dealing with HIV/AIDS and malaria. A useful re-
view of prime-boost strategies was published by Ramshaw
and Ramsay (81).

BACTERIAL VACCINES

Diphtheria, Acellular Pertussis,
and Tetanus

Historically, the diphtheria-pertussis-tetanus combination
has come to be well accepted; only about 2% of the popula-
tion harbor serious reservations. In view of its importance
in a developing nation and the fact that health systems
are geared to it, DPT has been regarded as a “platform”
on which further vaccines, such as hepatitis B, Hib, and
injectable poliomyelitis vaccines (IPV), and others, such
as conjugate meningococcal or pneumococcal vaccines,
could be placed. Different countries follow different sched-
ules for a primary course of DPT, such as at 2, 3, or 4
months of age; 2, 4, and 6 months of age; or, in the setting
of a developing country, 6, 10, and 14 weeks of age. It is gen-
erally agreed that three doses should be administered by
6 months of age. There is also variability between countries
on the timing of a booster dose, such as DPT at 18 months
or diphtheria toxoid only at 3 to 5 years. Tetanus toxoid
plus a low dose of diphtheria toxoid is advised again at
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school-leaving age, and, ideally, a further booster should be
given if a person suffers a penetrating wound (for tetanus)
or travels to an epidemic or endemic area (for diphtheria).
For tetanus, five doses are regarded as conferring life-long
immunity, but this may not be correct. For diphtheria, a
major epidemic in the countries of the former USSR, in-
cluding many cases among adults, has shown that initial
immunization had been inadequate, that immunity does
wane with time, or both. In the United Kingdom, 25% of
blood donors aged 20 to 29, but 53% of those aged 50 to
59, were found to have inadequate antibodies to diphthe-
ria toxin. Relatively little attention has been given to adult
reimmunization, but a movement for more aggressive im-
munization of older persons has begun. Boosters of diph-
theria and tetanus every 10 years would be a very good
idea.

It has already been mentioned that genetic detoxifica-
tion of diphtheria and tetanus toxins is possible but that
there has been little pressure to modify the traditional tox-
oid vaccines. Nevertheless, the mutant diphtheria protein
CRM197 has been popular as the protein component of
conjugate vaccines. Pertussis, however, has a reputation
for being reactogenic and perhaps for causing rare more
serious side effects.

For these reasons, there has been wide acceptance of a
subunit (acellular pertussis, or aP) vaccine containing not
killed bacteria but pure antigens derived from the bacteria.
In fact, acellular pertussis vaccines have been in routine
use in Japan since 1981. Renewed interest in the United
States and in Europe has resulted in the testing of no fewer
than 13 acellular pertussis vaccines. The key antigen is per-
tussis toxoid (PT), and other important antigens for protec-
tion are filamentous hemagglutinin and pertactin. Typical
of the extensive clinical research that has been done on
acellular pertussis vaccines is a trial in Italy, where immu-
nization rates are relatively low and in which two acellu-
lar vaccines from SmithKlineBeecham and Chiron Biocine
(renamed Chiron Vaccines in 1996) were compared with
a whole-cell vaccine from Connaught Laboratories. The
double-blind, randomized controlled trial involved 14,751
infants enrolled over a 1-year period in 1992 to 1993 (100).
It involved 62 public health clinics and follow-up for an av-
erage of 17 months. Pertussis infection was confirmed by
culture and quantitative serological tests. Unfortunately,
the Connaught vaccine behaved quite atypically, giving
only 36% protection. The two acellular vaccines behaved
equivalently, giving 84% protection. Local and systemic ad-
verse events were significantly less frequent with the two
acellular vaccines, and their incidences were similar to
those of a diphtheria toxoid vaccine without the pertus-
sis component.

The chief difference between these two vaccines was
that in the SmithKlineBeecham vaccine, the PT was detox-
ified by chemical treatment, whereas the Chiron Biocine
vaccine contained a mutated, nontoxic form of PT that

had been genetically detoxified. Site-directed mutagene-
sis introduced two point mutations (Arg 9→Lys and Glu
129→Gly) in the enzymic site of the PT. This vaccine
caused a higher anti-PT response than that containing
chemically inactivated PT, and continued blinded obser-
vation for a further year revealed significantly fewer per-
tussis cases in the Chiron Biocine group. A brief review
by Rappuoli (101) gives a sobering insight into what is in-
volved in bringing a new vaccine to the market. The project
started in 1984. The cloning and sequencing of the PT gene
was achieved in 1985; the amino acids that needed to be
changed to remove toxicity were identified in 1987; the fila-
mentous hemagglutinin was cloned in 1988 and the B. per-
tussis strain producing the nontoxic PT was constructed in
1989. Phased clinical trials were started as follows: phase I,
1989; phase II, 1990; phase III, 1992; end of phase III, 1995;
filing of worldwide product license application worldwide,
1996. Introduction of new and improved vaccines is not for
the faint-hearted!

An analysis of six acellular pertussis vaccines from nine
trials was presented by Klein (102). In three of the trials,
the acellular vaccine was about 10% less protective (84%
versus 93%, 89% versus 98%, 85% versus 96%), but the
differences did not reach statistical significance. The au-
thor is not aware of any meta-analysis of these data. How-
ever, an interesting review of all available clinical trial data
was presented by Miller (103), reaching the tentative con-
clusion that a five-component vaccine—including not only
pertussis toxin, filamentous hemagglutinin, and pertactin,
but also fimbrial antigens 2 and 3—gave the greatest pro-
tection. These last two proteins are not the primary ad-
hesins for the target cell surface but rather may serve to
sustain attachment. Among other questions, it remains to
be determined how long protection lasts with these newer
vaccines. At the moment, there is no major push to switch
over to these more expensive vaccines in developing coun-
tries, but the trend to the less reactogenic preparations is
marked in the industrialized world and probably will prove
irresistible globally.

Pertussis affects all ages, although morbidity and mor-
tality rates are highest among children younger than 1 year.
Because antibiotics appear to be of little use when symp-
toms are fully established, the intravenous administration
of high-titered anti-pertussis immune globulin must be
considered.

There are some doubts about the duration of im-
munity to pertussis, even with regard to the natural
disease itself, and there is increasing evidence of this
organism as a cause of prolonged cough illnesses in adoles-
cents and adults. This raises the issues of regular booster
immunization, not currently practiced, and of the highest
possible infant coverage to achieve eventual herd immu-
nity. There have been recent calls for tetanus-diphtheria-
acellular pertussis (Tdap) boosters to replace Td boosters,
especially for nurses and other healthcare workers.
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Diarrheal Disease Vaccines: Typhoid,
Cholera, Enterotoxigenic E. coli, and
Shigellosis

Vaccines consisting of killed whole typhoid or cholera
bacilli were among the earliest developed. However, ef-
ficacy was distinctly suboptimal, and local reactions at
the injection site and within draining lymph nodes were
marked. This approach has been virtually abandoned, and
much progress has been made toward newer vaccines.

Typhoid Vaccines

Typhoid fever, which is far more than a diarrheal dis-
ease because Salmonella typhi is an invasive organism
that causes severe parenteral toxicity, remains a serious
public health problem. The disease is both waterborne
and foodborne in countries with poor sanitation, but it
is now quite rare in industrialized countries. There are
an estimated 16 million to 33 million cases annually, with
500,000 to 700,000 deaths. In endemic countries, the ma-
jority of patients are between ages 5 and 19, which makes
school-based immunization an attractive possibility. Un-
fortunately, routine immunization is not yet occurring, and
the effective present-day vaccines are almost entirely con-
fined to use by travelers and armed services personnel. This
is a pity, as a study in Egypt concluded there were 59 cases
per 100,000 population per year, of which 20% were mul-
tidrug resistant.

The live attenuated orally administered S. typhi strain
Ty21a has been licensed in the United States since 1991.
This was derived from the wild-type strain Ty2, which has
been maintained in the laboratory since 1918, and the vac-
cine strain was developed in the early 1970s by chemical
mutagenesis. The vaccine can be given orally as enteric-
coated capsules. Tests on 200,000 children in Chile showed
a protective efficacy of 62% for up to 7 years. Alternatively,
a liquid formulation is now available that seems to be
more effective, yielding 79% efficacy among 36,000 chil-
dren aged 5 to 19 (104).

The second typhoid vaccine is an injectable form con-
sisting of the Vi antigen. This is a linear homopolymer of
galacturonic acid and forms a part of the capsular polysac-
charide of the organism. A single dose of carbohydrate only
is 55% effective, protecting for two but not three years.
At the International Vaccine Institute in Korea, Clemens’
group is coordinating a program known as DOMI (diseases
of the most impoverished) funded by the Bill & Melinda
Gates Foundation. They have tested a Chinese Vi antigen
produced locally. A study of 118,588 persons aged 5 to 60
undertaken in southeast China (105) achieved vaccination
coverage of 78% and showed mass immunization to be fea-
sible and safe. The same vaccine had proven 71% effective
during a 1999 outbreak. A Vi conjugate vaccine has been
prepared in the hope that, like other conjugate vaccines,

it might prove more effective and work at younger ages.
A landmark study by Lin et al. (106) used the Vi polysac-
charide conjugated to recombinant Pseudomonas aerugi-
nosa exoprotein A in a double-blind, randomized, placebo-
controlled trial on 11,091 Vietnamese children aged 2 to
5. Two doses were given, 6 weeks apart, and a 27-month
follow-up study (including blood culture) showed a re-
markable 91% to 95% efficacy (4 cases among 5,525 vac-
cinees and 47 among 5,566 controls). Even one injection
caused good protection. This vaccine is clearly the best
currently available.

Robbins’ group at the National Institutes of Health have
come up with an original idea that might materially cut
costs. They have initiated a trial (not fully recruited in
2006) of a di-O-acetyl derivative of fruit pectin as a mimic
resembling the Vi antigen. This carbohydrate is abundant,
cheap, and contains no LPS, and the chemical conversion
is straightforward (107). O-acetyl pectin has also been con-
jugated to P. aeruginosa exoprotein A.

Cholera Vaccines

Cholera is a much-feared disease caused by the water-
borne and highly infectious bacterium V. cholerae, which
has caused devastating epidemics in many parts of the
world. Although oral rehydration represented a real break-
through, case-fatality rates can still reach 20%; the very
young and the very old are most susceptible. Through the
decades, there has been much strain variation. Since 1961,
the biotype El Tor of serogroup 01 has been dominant, and
since 1992, the new and more virulent variant 0139 has
been a threat (see later discussion). Cholera accounts for
an estimated 120,000 deaths each year.

Humans are the only known natural host for V. cholerae,
although it is also known to be able to survive in water for
very long periods. Transmission is due to fecal contamina-
tion of water or food, and direct transmission from person
to person is thought to be rare. Invasion does not occur,
and pathological processes are caused by the toxin and
the profuse watery diarrhea that it induces. Protection is
through mucosal antibodies.

In a troubled world, a cholera vaccine would take on
new significance. Refugee camps represent populations at
special risk. In this situation, vaccination should be under-
taken preemptively. Once an epidemic is under way, it is
probably too late.

More than 100 years after Koch’s discovery of the
cholera bacterium, we still do not have wide use of a vac-
cine, although good candidates have been licensed. This is
a pity, as a natural infection can produce fairly solid immu-
nity of substantial duration. However, progress has been
heartening, including some third-world production.

Extensive work has been done on a Swedish oral vac-
cine (108) consisting of a mixture of the CTB and killed
whole bacteria. The rationale for recombinant CTB is that
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it, a nontoxic component of cholera toxin, can give rise
to toxin-neutralizing antibodies that can fully protect an-
imals not only after toxin administration, but also after
challenge with virulent Vibrio cholerae. Further, CTB is sta-
ble in the intestinal milieu and binds with high affinity to M
cells, thus initiating the immune cascade. This anti-toxic
immunity synergizes with antibacterial intestinal immu-
nity conferred by the killed whole-cell vibrios. As currently
formulated, each dose of the vaccine Dukoral contains 1
mg of recombinant CTB and 1011 vibrios including inacti-
vated Inaba, El Tor, and Ogawa strains.

A large clinical trial in Bangladesh conducted among
62,285 children and women showed good but transient
vaccine efficacy (109). For the first 5 to 6 months, protec-
tion was 85% (100% in children aged 2 to 5), but this had
fallen to 64% by 1 year, 52% at 2 years, and only 19% at
3 years. Adults showed 78% and 63% protection for the
first or second year. It appeared important to establish the
safety and efficacy of the vaccine in a region with high
HIV/AIDS prevalence. Accordingly, the vaccine was used
in a mass oral immunization program in Beira, Mozam-
bique, where seropositivity to HIV is 20% to 30% in adults
(110). The vaccine in two doses yielded 78% protection and
was equally effective in young children and adults. Of the
estimated 19,550 persons in the target population, 72% re-
ceived the first dose and 57% both doses. Although cholera
victims were not tested for HIV, the absence of serious side
effects suggests that the vaccine is safe to use in seropos-
itive individuals. The trial represents a significant step in
validating oral cholera immunization where it is needed
most.

A further variant of cholera has emerged in Madras, In-
dia. This variant, V. cholerae serogroup 0139, has spread
rapidly in India, Bangladesh, and adjacent countries and
has reached as far as Malaysia, Thailand, and China.
Accordingly, formalin-killed 0139 Vibrio organisms were
added to the existing 01 vaccine, and intestinal and sys-
temic immune responses against both strains were elicited
in a majority of human volunteers. This suggests that
the development of a bivalent vaccine will be relatively
straightforward.

Beautiful work has been done under difficult circum-
stances in Vietnam. Trach et al. (111) recently reported on
an oral killed whole-cell V. cholerae vaccine without CTB,
consisting of two doses of a mixture of Inaba and Ogawa
strains, that was subjected to trials in 134,453 people in
Vietnam. This vaccine was locally produced in Hanoi and
was inexpensive at about U.S. 10 cents per dose. During
an epidemic about 8 months after immunization, it proved
66% protective. Despite some admitted limitations in the
trial protocol, the results are promising. Recently a biva-
lent vaccine containing also serogroup 0139 has been pre-
pared and is undergoing trial.

Several live attenuated strains of V. cholerae have
reached clinical trial. All these have been constructed to

possess known genetic deletions to reduce virulence. The
most advanced strain is CVD103-HgR, a live oral cholera
vaccine strain constructed by recombinant DNA methods
from a classical Inaba strain in which the A subunit of
CT has been deleted. This was safe and immunogenic in
North American volunteers, provides significant protec-
tion against experimental challenge (112), and in 1993 a
large-scale, randomized, placebo-controlled field trial was
initiated in North Jakarta involving a single oral dose of
vaccine. About 67,000 subjects aged 2 to 42 were involved.
Unfortunately, in a 4-year follow-up, the vaccine could not
be shown to be efficacious. The results were somewhat con-
founded by an unexpectedly low incidence of cholera dur-
ing the first year of the trial. Although the results showed
60% protection over the first 6 months and 24% protection
during the first year, the low numbers make these results
uncertain. Some good results did come out of this trial,
however. The vaccine was well tolerated, even in infants as
young as 3 months, and it did not interfere with the oral
typhoid vaccine Ty21a. Further work on CVD103-HgR is
in progress. It is reasonable to conclude that it is a good
vaccine for travelers, because protection is evident already
7 days after a single dose and the product (Orochol) is li-
censed in several countries. Convincing protection in field
situations remains to be demonstrated. An attenuated 0139
live oral vaccine, known as CD112, has also been prepared
and confers good protection against challenge with wild-
type 0139.

Pearson et al. (113) constructed a new series of live at-
tenuated oral cholera vaccines that are based on the dele-
tion of a whole “virulence cassette.” Instead of deleting
just the CT gene, additional associated virulence factors
are deleted. These include the genes for zona occludens
toxin, auxiliary cholera enterotoxin, and core-encoded
pilus. Certain sequences encouraging recombination were
also deleted to prevent the strain from regaining CT genes.
Further, mobility-deficient variants were found to be less
reactogenic. Volunteer studies with two of these, Peru-15
for V. cholerae 01 and Bengal-15 for V. cholerae 0139, look
promising for a one-dose oral vaccine.

Vaccines Against Enterotoxigenic Escheria coli
(ETEC)

Enterotoxigenic E. coli is a major cause of traveler’s
diarrhea and also causes illness ranging from mild to
very severe in young children in developing countries.
The pathogenesis of the disease is either heat-labile en-
terotoxin (LT), heat-stable enterotoxin (ST), or both. LT
cross-reacts with CTB and so the oral CTB-whole cholera
vaccine is partially protective against it. A specific ETEC
vaccine should contain both an LT toxoid (as the ST toxin
appears to be poorly immunogenic) and antigens from
the fimbrial proteins, which help to attach the E. coli to
the small intestinal mucosa. These attachment proteins or



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-40 Paul-3627G GRBT293-Paul-v1.cls April 16, 2008 11:29

Vaccines 1263

colonization factors (CFs) are strain specific, and the most
prevalent ones would have to be included. In the mean-
time, an ETEC vaccine consisting of recombinant CTB and
formalin-inactivated whole-cell ETEC bacteria expressing
five CFs has been in clinical trial (114). In travelers, it has
77% to 82% protective efficacy against severe diarrhea, but
protection against mild diarrhea was less impressive. In
children in rural Egypt the vaccine failed to protect except
in a subset with high immune responses. This argues that
CFs plus LT toxoid should be tried.

Another strategy of some promise is to use attenuated
Shigella bacteria as a vector in which both CFs and detox-
ified LT are expressed. In guinea pigs, this approach en-
genders good mucosal immunity (115). However, this is
no guarantee that the approach would work in the real-life
setting of the intestinal tract of third-world infants. The lat-
est developments concerning this Shigella-ETEC approach
are considered in the next section.

Shigella Vaccines

The author was probably among the majority of medi-
cal graduates to express surprise when he learned that
shigellosis or bacillary dysentery was a bigger public health
problem than either typhoid or cholera. It is one of the
most serious diarrheal diseases in the world, with an esti-
mated 175 million episodes per annum and 800,000 deaths
(116). Both case numbers and estimates of mortality need
to be reestimated, because diarrheal disease mortality as
a whole is clearly falling. The most important organisms
are Shigella flexneri, Shigella sonnei, Shigella boydii, and
Shigella dysenteriae. S. flexneri predominates in develop-
ing countries, and S. sonnei in industrialized countries,
the latter type of country accounting for fewer than 1%
of episodes. Each species has multiple serotypes; there are
about 30 serotypes altogether, a frustrating fact for the vac-
cine developer. Usually, a given serotype predominates in
a given area at a given time.

Clinical findings of shigellosis include diarrhea, which
can vary from mild to extremely severe with ulcerative le-
sions of the colon and significant blood in the motions.
Fever, dehydration, and metabolic disturbances are com-
mon, and hemolytic uremic syndrome is a serious compli-
cation.

Shigella is, in fact, a facultative intracellular parasite
that invades the colonic and rectal mucosa. Invasion of M
cells and other APCs occurs, and lymphoid collections can
be rapidly destroyed. Systemic and mucosal humoral im-
mune responses are elicited by an infection, and the LPS
of the organism is of great importance, because antibod-
ies to it can protect against bacterial challenge. In fact,
the two most advanced lines of research into a vaccine in-
volve parenteral O-specific polysaccharide-protein conju-
gates and live attenuated mutant shigella organisms given

orally. Further approaches include an intranasal proteo-
some vaccine, a ribosomal vaccine, and vectored vaccines.

Among the live attenuated orally active vaccines, much
work has been done by Sansonetti and Phalipon (117) on
a deletion mutant of S. flexneri serotype 2a strain SC602.
This carries both an auxotrophic mutation (deletion of
ivcA) and one diminishing virulence (deletion of icsA, also
known as virG). An attractive feature of this vaccine is that
oral administration of as few as 103 to 104 live organisms
elicits a good local IgA response. In a series of clinical tri-
als, a total of 58 North American volunteers experienced
significant reactogenicity in 30% of cases, but interestingly
this was not the case in an adult phase I trial in Bangladesh
(120) in either adults or children. Unfortunately, these vol-
unteers did not mount an antibody response, so for them
at least SC602 appears to have been over-attenuated. Nev-
ertheless, trials of higher doses are planned. This group
has also developed a live attenuated Shigella dysenteriae 1
vaccine strain SC599. The Pasteur Institute is currently
(October 2006) recruiting for a phase II immunogenicity
and safety clinical trial of two oral doses of this candidate.

Kotloff et al. (118) have developed the CVD series of
attenuated vaccine candidates. CVD 1203 is an attenu-
ated S. flexneri 2a with deletions in aroA and icsA, esca-
lating doses showing increasing immunogenicity but also
increasing reactogenitity. CVD 1207, with deletions that
prevent enterotoxin formation, was less reactogenic but
also less immunogenic. CVD 1208, with deletions in
guaBA, set, and sen, was satisfactorily immunogenic with
little reactogenicity. The University of Maryland group be-
lieves (119) that a multivalent Shigella vaccine providing
broad coverage against disease will have to include S.
flexneri 2a, S. flexneri 3a, S. flexneri 6, S. sonnei, and S.
dynenteriae 1. Attenuated forms of S. sonnei (CVD1233)
and S. dysenteriae (CVD1252) have been prepared. These
strains are also being evaluated for use as live vectors for
ETEC antigens including fimbrial and LT components. In
a similar effort, SC608, a derivative of SC602, engineered
to express ETEC fimbrial and enterotoxin antigens, per-
formed well when given intranasally to guinea pigs as a
combined Shigella-ETEC vaccine (120).

A further attenuated vaccine is the S. sonnei strain
WRSS1 that contains an icsA deletion. Tested in Israeli
army volunteers, it proved to be reasonably immunogenic
and well tolerated.

As a final live attenuated approach, the typhoid vaccine
strain Ty21a was engineered to carry Shigella LPS antigens.
Early results look promising in both mice and a small num-
ber of human volunteers.

Parenteral vaccination represents a complete alterna-
tive and has been pioneered by Robbins and Schneerson
(121), rightly honored for their role in the invention of
the Hemophilus influenzae B conjugate vaccine. As the
O-specific polysaccharide domain of the LPS of Shigella
is essential for its virulence, this antigen conjugated to
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protein should make a good, T cell–dependent vaccine. In
a small-scale efficacy trial, such a conjugate from S. sonnei
conferred 74% protection to Israeli military recruits who
suffered from a high rate of shigellosis during their basic
training. Synthetic tetrasaccharides of increasing length
corresponding to the O antigen of S. dysenteriae have also
been prepared and conjugated, the optimal synthetic con-
figuration proving to be significantly more immunogenic
than the natural product. Altogether, this approach looks
very promising.

Other inactivated vaccines under investigation include
3 to 5 oral doses of whole killed bacteria; an intranasal
proteosome vaccine consisting of 1 mg of LPS nonco-
valently complexed with outer membrane proteins from
Neisseria meningitidis, which proved reasonably protec-
tive in volunteers; purified ribosomes from Shigella bac-
teria, which have O antigen covalently bound and can be
given parenterally; and 34kDa outer membrane protein
from Shigella flexneri 2a, which, when injected, elicits a
good protective response in animals (122).

So the research scene bristles with promising candidate
Shigella vaccines, but clinical trials in developing country
settings are now urgently required.

Helicobacter pylori Vaccines

In 1983, one of those rare true breakthroughs in medicine
occurred. Peptic ulcer, a classical and common disease,
had been thought to be caused by stress and hyperacid-
ity. Instead, Marshall and Warren (123) attributed it to
a spiral bacterium, soon identified as Helicobacter pylori.
This discovery from Australia was greeted with great skep-
ticism but was supported by Marshall’s brave attempt to
fulfill Koch’s postulates through infecting himself, which
resulted in gastritis and re-isolation of the organism, after
which he cured himself with antibiotics. It is now gener-
ally accepted that H. pylori accounts not only for the ma-
jority of gastric and duodenal ulcers, but also for acute
gastritis, chronic active gastritis, a significant proportion
of gastric adenocarcinomas, and essentially 100% of B cell
lymphomas of gastric MALT. Marshall and Warren’s 2005
Nobel Prize was thoroughly well deserved.

Although the WHO had classified H. pylori as a class
I carcinogen in 1994, it was only in 2001 that Uemura
et al. (124) put the issue beyond doubt with a long-term
prospective study of 1,526 Japanese patients with dyspep-
sia who were monitored for a mean period of 7.8 years.
Of these, 1,246 had H. pylori infection and 280 did not.
Within the study period, 36 gastric cancers developed, of
which 23 were intestinal-type cancers and 13 were diffuse-
type cancers. Every single cancer occurred among the in-
fected patients (p < 0.001). Kaplan-Meier analysis showed
the gastric cancer risk to be 5% in the infected group at 10
years.

Infection is acquired mostly during childhood and per-
sists chronically if not treated, but it is reasonably easily
cured by so-called “triple therapy” consisting of a proton-
pump inhibitor and two antibiotics (e.g., metronidazole
and ampicillin).

Many aspects of the epidemiology of H. pylori remain
mysterious. Transmission is believed to be oral, through
vomitus or diarrheal feces. Infection may result in a brief
period of acute gastritis, after which the carrier has few
or no symptoms for years or even decades. Infection is
incredibly common, typically 40% in industrialized coun-
tries and up to 90% in some developing countries. How-
ever, of these infected people, only 15% to 20% eventually
develop severe gastric or duodenal disease. The degree to
which these bacteria represent a public health problem is
still not generally appreciated. In the United States, it has
been estimated that up to 25 million persons are ill with
this infection at some stage of their lives. In these cases, re-
infection after cure is rare, perhaps 1% per year, but in de-
veloping countries, it could be expected to be much higher.
In such settings, a prophylactic vaccine would be especially
desirable.

H. pylori is a gram-negative spiral, microaerophilic, flag-
ellated bacterium that produces an amazing amount of the
enzyme urease, which can make up 5% to 10% of the bac-
terium’s protein. This converts gastric fluid urea to ammo-
nia and carbon dioxide, a very efficient buffering system
against stomach acid. Urease-negative H. pylori strains ap-
pear unable to colonize the stomach. We know much too
little about why only some infected people develop chronic
gastric disease. The best hint (125) comes from strain vari-
ation in the bacteria. Specifically, strains of type I possess
a 40-kb fragment of DNA that comprises 31 genes and con-
stitutes a pathogenicity island. Important within this area
are the antigen CagA and genes that encode a secretion ma-
chinery that allows the active transfer of molecules from
the bacterium to the gastric epithelial cell on which the
bacteria reside. So-called type I strains express CagA (and
appear to be more virulent), whereas type II strains do
not. Further, type II strains are sometimes low expressers
of another gene, that for the vacuolating cytotoxin VacA,
which is thought to be important in pathogenesis. More
work needs to be done on strain subtyping.

Neutrophil infiltration is a prominent feature in
biopsy specimens from H. pylori–infected stomachs. An
H. pylori 15-kDa protein that is chemotactic for neutrophils
and monocytes and is a strong inducer of the production
of reactive oxygen intermediates in neutrophils has been
identified. This has been termed neutrophil-activating pro-
tein (NAP). Other possible candidate vaccine antigens of
H. pylori include flagellin, various adhesins, heat-shock
proteins, and LPS.

Animal models have provided proof of principle that
both prophylactic and therapeutic H. pylori vaccines are
feasible. Lee et al. (126) isolated a gastric spiral bacterium
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from cats, and this organism, Helicobacter felis, can col-
onize the mouse stomach and cause gastritis and even
lymphoma. With this model in place, it was soon shown
that a sonicate of H. felis was a protective vaccine in mice,
providing 96% protection against oral challenge. A further
important development was that of adapting fresh clinical
isolates of H. pylori to grow in the mouse stomach by bi-
weekly serial passage through specific pathogen-free mice.
This resulted in the development of (a) one strain, derived
from a type I clinical isolate, that caused gastric patholog-
ical processes mimicking those in the human, and (b) of
another strain, derived from a type II clinical isolate, that
caused only a mild inflammatory infiltrate without erosive
lesions.

These considerations naturally led to the possibility of
subunit vaccines. H. pylori urease was the first antigen in
clinical trial, because it confers protection in animal mod-
els. The results of the first studies were not too impressive,
although there was some reduction in the bacterial load.
Both CagA and VacA are being assessed as possible oral
immunogens in the H. pylori mouse model, with the addi-
tion of the genetically detoxified E. coli heat-labile entero-
toxin, LTK63, as a mucosal adjuvant. Early results appear
encouraging, as do those with CagA, VacA, and NAP in
combination.

What about therapeutic intervention? Doidge et al.
(127) achieved eradication of H. felis in infected mice with
an oral administration of H. felis sonicate and CT as a
mucosal adjuvant. Similarly, Corthesy-Theulaz et al. (128)
successfully used the H. pylori urease B subunit as an oral
treatment in mice. These results give encouragement for
clinical therapeutic vaccine trials. It is probable that Th1
T cells are responsible for much of the inflammatory dam-
age in the stomach, and a change in the balance toward
a greater proportion of Th2 cells may be helpful. This ac-
centuates the importance of a safe and effective adjuvant
suitable for human use.

A beagle dog model of H. pylori infection has been de-
veloped, enabling serial gastric biopsies and thus dynamic
evaluation of progressive pathological processes (129). In
this model, encouraging results have been obtained with
systemic immunization with a variety of recombinant pro-
teins, including VacA, CagA, and NAP, simply adsorbed
onto alum. A phase I human study validated the safety
and immunogenicity of this combination. In view of the
relatively low rate of acquisition of infection in industri-
alized countries, it is likely that any subunit combination
vaccine arising from this research will have to be tested
in areas with high transmission rates, such as in less de-
veloped countries or high-susceptibility ethnic minorities.
However, this has not occurred, and one senses a degree of
frustration from Doidge at the slow rate of progress (130).
He considers the current generation of vaccines as insuf-
ficiently successful and pleads for new targets and adju-
vants. The Chinese University of Military Medical Science

is recruiting a phase III clinical trial of an oral H. pylori
vaccine involving 10,000 volunteers, but no details of this
vaccine are available.

If a safe, effective vaccine conferring a substantial
period of protection can be developed, the approximately
1% lifetime risk of gastric cancer would, by itself, justify
universal use; in view of the additional severe morbidity
arising from chronic gastritis, gastric dysplasia, and pep-
tic ulcer disease, the case becomes very strong indeed.

Vaccines Against Encapsulated Organisms

Haemophilus Influenzae B

Vaccines traditionally available for encapsulated organ-
isms such as those just described have been prepared from
purified capsular polysaccharide antigen. These vaccines
suffer from two major disadvantages. First, being polysac-
charide in nature, they do not engage the T cell limb of
the immune response. This means that the antibodies are
chiefly IgM, affinity maturation does not occur, and, most
important, young infants do not respond well. Because
the incidence of Hib meningitis peaks at around 10 to 11
months of age, a vaccine that is not really effective before
the ages of 18 to 24 months is far from ideal.

The first-generation Hib vaccine, based on the polyribo-
sylribitol phosphate (PRP) capsule, was developed almost
simultaneously by Anderson et al. (131) and Rodrigues
et al. (132). An extensive clinical trial involving 130,178
Finnish children was performed by Peltala et al. (133). No
protection was noted in children younger than 18 months,
even in those given a booster dose, but just a single dose
in children aged 18 months to 5 years of age gave good
protection against invasive Hib disease.

The second problem for these vaccines is that, in each
case, there are multiple serotypes. With Hib, six capsular
serotypes, a to f, are capable of causing disease in humans;
fortunately, 99% of typeable strains causing invasive dis-
ease are type b. As we shall see, the problem is much worse
for meningococci and pneumococci.

The same groups that pioneered the carbohydrate vac-
cine were involved in the breakthrough that yielded the
extremely effective Hib conjugate vaccine (134,135). These
researchers made use of the principle of conjugating anti-
genic Hib PRP saccharides to protein carriers to induce
a T cell–dependent response, which matures much earlier
in the human than does the T cell–independent response
to saccharides alone. Different-length saccharides and dif-
ferent carriers were used by different companies; small,
medium, and large polysaccharides were attached, with or
without linkers, to diphtheria toxoid, the diphtheria toxin
variant CRM197, tetanus toxoid, or the group B meningo-
coccal outer membrane complex. Eskola et al. (136) led
the way with a clinical trial in Finland in 1986 to 1987 in
which the vaccine was 83% effective and also eliminated
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oropharyngeal carriage. A further trial with an improved
vaccine in 1988 to 1990 showed higher, more persistent
antibody levels and better efficacy. From about 1990 on,
there has been an increasing number of countries with
national vaccination programs, and the result has been a
dramatic decline in invasive Hib disease because of immu-
nity, herd immunity, and lowered pathogen carriage rates.
Already by 1991, meningitis incidence had decreased by
82% in the United States. In many countries, Hib menin-
gitis is simply not seen anymore. It may not be too early
to hope for the eventual control and near-eradication of
this pathogen. Particularly encouraging is the fact that the
conjugate vaccine works well in the setting of a developing
country. Mulholland et al. (137) performed a double-blind
randomized trial in The Gambia involving 42,848 infants
who were given either DPT alone at 2, 3, and 4 months or
DPT mixed with Hib polysaccharide-tetanus protein (PRP-
T). Hib meningitis, Hib pneumonia, and five other forms of
invasive Hib disease were evaluated over a 3-year period.
Among the children (83%) who received all three doses,
the efficacy of the vaccine for the prevention of all invasive
Hib disease was 95%; for the prevention of Hib pneumonia,
100%; and of meningitis, 92%. Further, there was a 21.1%
reduction of all cases of radiologically defined pneumonia.

Given the importance of acute respiratory disease as a
killer of infants in developing countries, the Hib vaccine
is progressively being added to routine infant immuniza-
tion programs. Manufacturers are making vaccine avail-
able to poor countries at reasonable prices and combina-
tions (e.g., DPT-hepatitis B-Hib) are helpful in reducing the
number of injections required. There is evidence that Hib
may be somewhat less of a problem in Asia than in Africa,
and this is patiently being explored country by country. The
conjugate vaccine is being widely used in Latin America.

Neisseria meningitidis

Neisseria meningitidis or the meningococcus causes a
frightening disease with sudden onset and severe compli-
cations. Further, survivors may suffer lasting damage such
as epilepsy, mental retardation or hearing loss. In contrast
to Hib, which mainly strikes infants, meningococcal dis-
ease can occur at any age, with peak incidences in young
children and adolescents and young adults. There are 13
identified serogroups based on the chemical structures of
their capsular polysaccharide coats, of which the most im-
portant are A, B, C, Y, and W135. Most outbreaks in the
industrialized world are serogroup B or C, whereas the
commonest epidemic strain in Africa is A. There are also
rare nontypeable strains, some of which have been proven
to be serogroup B with poor expression of the capsular
polysaccharide.

Two recent meningococcal public health measures are
of particular interest. The first concerns control of African
meningitis epidemics. These occur from December to June

in the dry season in the countries of the so-called “menin-
gitis belt” of Sub-Saharan Africa stretching from The Gam-
bia and Senegal in the west to Ethiopia and Somalia in the
east. The population at risk numbers 430 million people. A
bad epidemic may result in 200,000 cases, with a 10% case
fatality and 10% to 15% serious sequelae. Outbreak con-
trol previously depended on deployment of the meningo-
coccal polysaccharide vaccine. In 2001, the Bill & Melinda
Gates Foundation provided $70 million for the Meningitis
Vaccine Project, a partnership between WHO and the Pro-
gram for Appropriate Technology in Health (PATH). This
called for expressions of interest in the development of
a conjugate vaccine for N. meningitidis serogroup A, and
eventually the Serum Institute of India in Pune was cho-
sen as the commercial partner, with a view to providing
25 million doses annually at a cost of 40 U.S. cents per
dose. The strategy called for industrialized country pro-
ducers to supply both the serogroup A polysaccharide and
the carrier tetanus toxoid, and for an experienced contract
research organization to transfer the conjugation technol-
ogy to India. In the event, all these steps were successfully
completed and in March 2006 a successful phase I clini-
cal study on 74 subjects found the vaccine to be safe and
immunogenic. Phase II studies in The Gambia and Mali
are commenced in late 2006. If all goes well, the vaccine
will be through all testing and widely deployed in 1 to 29
year olds in 2009. Eventually infants will be immunized
as well. As an epidemic of W135 meningitis has occurred
in Burkina Faso, careful sero-surveillance will be required
and a bi- or multivalent vaccine may eventually be needed.

The second series of programs relate to industrialized
countries and the control of meningococcus C. A major
campaign in the United Kingdom beginning in November
1999 introduced the conjugate vaccine into their routine 2,
3, and 4 months-of-age program. In addition, vaccine was
offered to all persons under 18 in a catch-up campaign.
The program was highly successful in virtually eliminat-
ing this form of meningitis (138), and follow-up studies
have shown vaccine effectiveness to remain high 4 years
later in those immunized from 5 months to 18 years of age,
but less so in those immunized earlier (139). This suggests
a booster in the second year of life might be wise. Herd im-
munity certainly played its part in the success. Successful
programs have also been reported from Spain and Scot-
land, whereas in the Netherlands a single dose of vaccine
at 14 months appears to be satisfactory.

A serious problem remains with meningococcus B,
which causes 32% of meningococcal disease in the United
States and more than 45% in Europe. The group B polysac-
charide is composed of a homolinear polymer of (α2.3-
8) N-acetyl neuraminic acid. Not only is this poorly im-
munogenic even when conjugated to protein, probably
for reasons of immunologic tolerance, but also long-
chain polysialated glycoproteins are abundant in imma-
ture brains, raising the specter of neurological damage if
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ways were found to break the tolerance. Attempts have
been made to replace the native N-acetyl groups with N-
propionyl groups, with some success. Alternatively and
preferably, protein-based vaccines are being developed.
Outer membrane vesicles can be prepared by detergent
extraction from bacterial cells. These contain the major
porin proteins as well as lipopolysaccharide and have had
some success in outbreak control, but not in infants or
young children (140). Further, the porins are subtype spe-
cific. A much more modern approach involves the tech-
nique of “genome mining” (141). In this project, the whole
genome of the group B meningococcus MC58 was se-
quenced and 2,158 open reading frames were identified.
Algorithms were used to identify proteins that might be
exposed on the surface. Further, emphasis was placed on
sequences homologous to group A meningococci and a
N. gonorrhea strain. A total of 344 probably surface-
exposed and conserved sequences were cloned, expressed
in E. coli and injected into mice. Among these, 28 novel
proteins that elicited antibodies that bound to the bacte-
rial surface and had bactericidal activity were identified.
A few elicited bactericidal titers comparable to those ob-
tained by the outer membrane vesicle vaccine. From this
group, five antigens were selected as inferred by high bac-
tericidal activity or passive protection of mice or rats (142).
These were combined into a multicomponent vaccine that
was found to produce broad-based immunity. With alum
as an adjuvant, mice made antibodies capable of killing
70% of a panel of 85 meningococcal strains from recent
clinical isolates representative of global population diver-
sity. When either CpG-ODN or MF59 was used as an adju-
vant, this figure increased to 90%. Clinical trials are now
planned. The genome mining “reverse vaccinology” ap-
proach involving isolation of new antigens and testing of
resultant antisera against large collections of pathogen iso-
lates holds promise for other protein-based vaccines.

In the meantime, a combined A, C, Y, W135 conjugate
has been successfully trialed, and it remains to be seen
where this will fit into the marketplace given that B and C
are the dominant strains in the industrialized world. For
the author, who feared missing the diagnosis of a meningi-
tis case more than almost anything else during his hospital
resident days, the thought of a “meningitis package” vac-
cine, including Hib and perhaps nontypable Hemophilus,
would be like a dream come true.

Streptococcus pneumoniae

Streptococcus pneumoniae, the pneumococcus, is the lead-
ing cause of severe pneumonia in children and can also
cause meningitis and septicemia, as well as less severe res-
piratory infections and otitis media. It also affects adults,
particularly the elderly. It causes 800,000 to 1 million
child deaths each year and an additional 800,000 deaths
in adults. More than 90% of pneumococcal pneumonia

deaths in children occur in developing countries, and chil-
dren with HIV/AIDS are 20 to 40 times more likely to
get invasive pneumococcal disease than other children.
An effective vaccine is thus a tool of immense public
health importance. There are more than 80 pneumococ-
cus serotypes based on the polysaccharide capsule, but
Merck’s 23-valent carbohydrate vaccine, which has been
available since 1983, covers most of the pathogenic iso-
lates. This vaccine works well in children over 2 years and
in adults, but for infants, a carbohydrate-protein conju-
gate is required. Several large firms have prepared and
tested conjugate vaccines of 7 to 11 serotypes, but only
one vaccine has been licensed, Wyeth’s 7-valent Prevnar. A
phase III clinical trial involving 37,000 Californian infants
resulted in 22 observed cases of invasive pneumococcal
disease caused by organisms of one of the 7 serotypes in
the control group but zero cases in the immunized group
(p < 0.0001). This 100% efficacy raises the question of
whether any further controlled trials would be ethical.
However, conditions in developing countries are different,
so results of a large trial in The Gambia were greeted with
great interest (143). A 9-valent conjugate vaccine contain-
ing 8 serotype-specific polysaccharides and one oligosac-
charide conjugated to the diphtheria toxoid CRM-17 was
used. The randomized, placebo-controlled, double-blind
trial involved 8,718 vaccinees aged 6 to 51 weeks and 8,719
controls. Three doses were given at least 25 days apart, and
over 95% of the children actually got all 3. The primary
endpoint was radiologically proven pneumonia, and the
vaccine efficacy was 37% against all causes of pneumonia.
Secondary endpoints included invasive pneumococcal dis-
ease caused by vaccine serotypes, with 77% efficacy, and
mortality from any cause at all, with a heartening 16% re-
duction. These results demonstrate that a pneumococcal
conjugate vaccine would be a real boon in a developing
country setting.

GlaxoSmithKline is developing an 11-valent pneumo-
coccal vccine where the polysaccharides are conjugated
to Hemophilus influenzae protein D as a carrier protein.
An interesting large study conducted in the Czech Repub-
lic and Slovakia looked at the effects of this vaccine on
otitis media, a very common childhood infection account-
ing for more than 20 million visits to a pediatrician each
year in the United States (144). The two leading bacterial
pathogens are S. pneumoniae and nontypable H. influen-
zae. The vaccine design was such as to kill two birds with
one stone. In the randomized trial involving 4,968 infants,
subjects received either this conjugate vaccine or hepati-
tis A vaccine as a control, and four doses were given at
3, 4, 5, and 12 to 15 months of age. Children were fol-
lowed until the end of the second year of life. The vaccine
was 34% effective against all otitis media, 58% effective
against otitis media caused by pneumococcal serotypes
included in the vaccine, and 35% effective against oti-
tis caused by nontypable H. influenzae. The vaccine also
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reduced nasopharyngeal carriage of both pathogens. The
efficacy against serotype-caused otitis was similar to that
in prior Finnish studies. While pneumonia as such was not
studied in this case, the combined vaccine must be consid-
ered quite promising. It is now being studied in a global
clinical program but will not be available for several years.

Obviously, the more serotypes need to be included, the
more expensive the conjugate vaccine will be. Therefore,
it is a pleasure to record that in 2006 the Bill & Melinda
Gates Foundation initiated a large granting program to
speed the search for a common protein-based pneumo-
coccal vaccine.

Intracellular Pathogens, Especially
Tuberculosis and Leprosy

Bacteria that exploit the scavenger cell system and success-
fully learn to live inside cells present special challenges
to the vaccine developer. Organisms of this sort include
Mycobacterium tuberculosis, Mycobacterium leprae, and
Listeria monocytogenes. Robust T-cell responses are the
key to immune protection in these cases, involving Th1-
type CD4+ cells and CD8+ CTLs, as well as γ /δ T cells and
NK cells, each of which has been shown to be of impor-
tance. Induction of γ -interferon positive T cells is a cen-
tral theme in the search for new vaccines (145). Because
of its great public health importance, we shall consider
mainly TB.

TB is one of the greatest communicable disease killers
in the world. An astonishing 2 billion people harbor the
bacterium in latent form; of these people, fewer than 10%
develop active disease. However, there are about 9 mil-
lion new active cases each year and about 2 million an-
nual deaths. Unless something is done, between 2000 and
2020 there will be 1 billion people newly infected with
TB, 200 million active cases, and 35 million deaths. Two
huge threats are (a) combined infection with HIV and TB,
in which death can occur within weeks of infection, and
(b) the increased prevalence of strains of M. tuberculosis
that are resistant to one or more antimicrobial agents. For
example, in the United States, 13% of new TB cases are re-
sistant to at least one first-line drug, and 3% are resistant
to both isoniazid and rifampycin, the two most important
drugs.

BCG was developed by serial passage of Mycobacterium
bovis on media for an incredible 13 years, and it was in-
troduced in 1921. It is the most widely used vaccine in
the world, total usage having been over 3 billion doses. It
is clearly effective in preventing severe childhood forms
of TB, such as TB meningitis and military TB, estimates
of efficacy varying from 50% to 80%, and in a develop-
ing country setting its broad immunostimulatory action
may lower overall infant mortality in the first 6 months,
although these studies are controversial. However, BCG
is unreliable against adult TB. Early controlled trials sug-

gested good efficacy, but half a dozen later trials, including
one very large one in India, proved equivocal or negative. A
general consensus today would be that the efficacy of BCG
wanes after 10 to 15 years, and, curiously, booster doses
do not seem to help, although they may (through cross-
reaction) be partially effective for leprosy. The need for a
more effective vaccine with a longer-lasting effect is clear.
One possible reason for poor apparent efficacy in develop-
ing country trials is that prior exposure to environmental
mycobacteria may either reduce or mask the protective ef-
fect of BCG. A hopeful vista for the longer-term future is
that anti-microbial therapy and immunization will inter-
act beneficially. Where it is assiduously pursued, “DOTS”—
directly observed therapy, short course—is already having
an effect, and DOTS is becoming more widely available
through the WHO’s Stop TB Partnership and the Global
Fund to Fight AIDS, TB, and Malaria.

Attempts to develop a better TB vaccine fall under three
broad headings (146), namely new and more planned at-
tenuation of M. tuberculosis, restoring to BCG genes for
important antigens that had been lost, and a subunit ap-
proach using antigens plus an adjuvant shown to be ef-
fective through animal models. Of course, such antigens
could be coded for by DNA, either “naked” or via a vector,
and “prime-boost” strategies could also be entertained.

All three approaches have been helped by the fact that
the genome of M. tuberculosis has been sequenced (147),
as have those of M. bovis and of BCG. This has helped
the identification of genes deleted during the attenuation
process and, through “reverse genetics,” in the search for
proteins that might represent credible vaccine candidates.
Even before this analysis, more empirical research had
thrown up at least 20 molecules capable of conferring pro-
tection.

Britton and Palendira (146) have summarized the sin-
gle and double auxotrophic mutants of M. tuberculosis ca-
pable of protecting mice or guinea pigs. Some of these
provide greater immunity than BCG—for example, a mu-
tant unable to export the complex lipid phthiocerol dimy-
cocerosate (148). Studies in immunodeficient mice have
shown some of these mutants to be more virulent than
BCG, and with the great prevalence of HIV in many coun-
tries with high TB incidence, this could constitute a grave
problem. Risk of reversion to virulence is ever present, al-
though less in doubly mutated strains. Finally, regulatory
bodies may find it difficult to approve any M. tuberculosis
derived strain.

Improving the current BCG essentially means adding
genes that had been deleted and that code for credible
candidate antigens. BCG has 14 regions of deletion and
is missing 129 genes. Two recombinant BCG strains have
entered phase I clinical trials, one over-expressing an anti-
gen known as 85B and the other a urease-deficient strain
expressing listeriolysin from Listeria monocytogenes (sum-
marized in [145]).
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With respect to the subunit approach, literally hundreds
of proteins have been screened in experimental animal
models (149), including systematic functional genomic
antigen discovery and prioritization (150). Prominent tar-
gets include antigens secreted into bacterial culture fil-
trates such as the antigen 85 complex, a family of three
closely related mycolyl transferases with homologues in
all mycobacterial species, and ESAT-6, a protein restricted
to M. tuberculosis. Ag85A, Ag85B, and ESAT-6 together
represent a powerful combination (summarized in [151]).
Mtb72f is a fusion protein derived from two cytoplasmic
proteins mtb32 and mtb39 and has passed a phase I clin-
ical trial promoted by GlaxoSmithKline and Corixa (150).
The functional genomic approach including the use of hu-
man sera to identify proteins immunogenic for humans
produced this promising candidate, which with the use of
the ASO2A adjuvant induces a strong Th1 response. The
final subunit vaccine already in clinical trial is a fusion
protein of Ag85B and ESAT-6 given with an adjuvant IC31
from Intercell that contains CpG oligodeoxy-nucleotides
and polycationic amino acids (Table 40.6).

Various alternative strategies are using these antigens
as well. McShane et al. (152), trialing BCG vaccination fol-
lowed by a boost with MVA containing Ag85A, are obtain-
ing strong IFN-γ responses in trials both in the United
Kingdom and The Gambia. Phase II human studies have
commenced with this candidate. Preclinical studies have
shown that combinations of multiple antigens as a DNA
construct work well—for example, Ag85B plus ESAT-6 plus
Ag64; further, the use of plasmid cytokines IL-12 or IL-23
increases T cell responses and vaccine efficacy using sub-
unit DNA vaccines (153). A fuller list of the 20 or so DNA
constructs that have shown efficacy in mice can be found
in reference (148). Priming with Ag85B DNA and boosting
with BCG gave good CD4+ and CD8+ T cell responses and
better protection than BCG alone. Boosting with Ag85B
as protein or priming with BCG and boosting with Ag85B
DNA did not do as well. Recombinant adenovirus vectors
represent an attractive alternative to MVA.

Any TB vaccine could be used in one of three ways:
pre-exposure to prevent infection, post-exposure to pre-
vent disease, or therapeutically to help to control estab-
lished disease. Obviously in the third case the vaccine

would be adjunct to a drug treatment program. Given the
widespread use of BCG in developing countries, it is likely
that any new vaccine would, in the first instance, be given
to individuals who had already received BCG. Modeling
the possible effects of a vaccine highlights that it would act
synergistically with chemotherapy. A scenario that many
favor is periodic mass vaccination and very intense search
for active cases then promptly treated with chemotherapy.

Obviously clinical trials in a disease with such a long la-
tent period will be lengthy, arduous, and expensive. Fortu-
nately, the Bill & Melinda Gates Foundation, the European
Commission, and the U.S. National Institutes of Health
are all aware of this, and global collaboration toward a
licensed vaccine by 2015 is impressive (151).

Leprosy

M. leprae has many similarities to M. tuberculosis. Some
of the urgency has gone out of the search for a leprosy
vaccine because of the remarkable success of multidrug
therapy. There is good evidence that BCG itself is a moder-
ately protective vaccine against leprosy, and Convit’s vac-
cine, consisting of killed, armadillo-derived M. leprae plus
live BCG, appears to be better. Other mycobacteria such
as killed Mycobacterium w appear to be modestly effec-
tive. The subunit vaccine approach is not being actively
pursued. One candidate is a 35-kDa protein that is a major
target of the human T cell response to M. leprae. Sequenc-
ing of the M. leprae genome is now complete and may in
time provide further candidate molecules.

Vaccines Against Group A Streptococci

Somewhat amazingly, since the development of penicillin
during World War II, rheumatic fever and rheumatic heart
disease nevertheless remain common in many developing
countries, the prevalence being up to 20 per 1,000. Strep-
tococcus pyogenes infections can also be followed by acute
and chronic glomerulonephritis and otitis media. A good
vaccine candidate would be the M protein, a coiled-coil
alpha helical surface protein of the bacterium. However,
the vaccine developer faces two major hurdles. First, there
are more than 100 serotypes of group A streptococci, and

◗ TABLE 40.6 Most Advanced Tuberculosis Vaccine Candidates
(From 147,148,152,153)

Category Candidate Key Investigator Trial Phase

Genetically engineered BCG BCG overexpressing Ag85B Horowitz, UCLA I
Urease-deficient BCG expressing listeriolysin Kaufmann, Berlin I

Subunit vaccines Fusion protein of Ag85B and ESAT-6 with IC31 adjuvant Anderson, Copenhagen I
Fusion protein of two secreted proteins, Mtb32 and Mtb39 Reed, Seattle I

Vectored vaccine MVA, a replication-deficient vaccinia virus, epxressing Ag85A
boosts BCG-primed or naturally acquired TB immunity

McShane and Hill, Oxford II
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much of the variation is in the immunity-inducing but
highly variable N-terminal portion of the M protein. Sec-
ond, the major complications are almost certainly autoim-
mune in nature, and it would be a disaster if immuniza-
tion triggered the very events that the vaccine is supposed
to prevent. Brandt et al. (154) first identified a conserved,
non–host cross-reactive peptide from the C-terminal half
of the M protein and then linked this (in a manner that
maintained the peptide’s helical conformation) with a mul-
tiepitopic peptide consisting of seven N-terminal portions
from seven different, relatively common serotypes, tar-
geting northern Australian aboriginal isolates. The poly-
mer technology, already described in the section on ad-
juvants, ensured full immunogenicity of all components.
The vaccine was strongly immunogenic and protective in
mice against a wide variety of strains and was not cross-
reactive with any of many host self-proteins. The nature
of the polymer backbone would allow peptides from other,
non–M protein–derived vaccine candidates to be added as
well. Such candidates include C5a peptidase, cysteine pro-
tease, and other streptococcal pyrogenic exotoxins. Some
of these toxins can be rendered harmless through mutage-
nesis of the relevant genes. Another candidate is the major
streptococcal adhesin, a protein known as sfbl.

Various formulations of these candidates, including
parenteral injection, intranasal inoculation, and expres-
sion on the surface of Streptococcus gordonii, a commen-
sal organism of the oral cavity, are in preclinical research.
As antibiotic resistance becomes more of a problem, the
pressure will build to take some of these candidates to the
clinic.

VIRAL VACCINES

Viral vaccine research has produced both triumphs and
tribulations. The triumphs include success against po-
liomyelitis, measles, mumps, rubella, varicella, hepatitis B,
and, to a lesser extent, hepatitis A. The tribulations include
struggles with HIV/AIDS, dengue, Epstein-Barr virus, and
hepatitis C. Influenza and rotavirus are poised in between.
It is not possible to run through the whole gamut of vi-
ral vaccines. Rather, the author wishes to highlight some
of the complexities and remaining challenges and draw
some lessons from them.

Hepatitis A, B, and C

These three viruses show an interesting spectrum of solved
and unsolved problems that confront the vaccinologist.
Hilleman (155) cited literature suggesting that contagious
jaundice has been known to occur since the 5th century
B.C. It became clear in the 1950s that “infectious hepatitis”
and “homologous serum jaundice” had differing features,
and this difference was cemented in the 1960s. Since the

isolation of hepatitis A and B viruses and good serological
tests for their recent presence, other forms of fecal-oral
and of blood transmission of hepatitis have been discov-
ered, of which the most important enterically transmitted
agent is hepatitis E, and the most important parenterally
transmitted is hepatitis C.

Hepatitis A is one of a group of diseases that also in-
cludes infectious mononucleosis, which is mild or entirely
asymptomatic if contracted by young children but more
severe if contracted in adolescents and adults. In rare
cases, it causes fulminant hepatitis but is usually less se-
vere, although it causes illness for up to several months.
It is now only moderately common in industrialized coun-
tries, but very common in many developing countries. Im-
munization is a good idea for travelers, and both active
immunization, giving long protection, and passive immu-
nization with immune serum globulin, giving 3 months’
protection, work well.

The virus initially proved very difficult to grow, and
early studies depended on its identification by electron
microscopy in fecal extracts. It was eventually grown in
marmoset liver cells and a human hepatoma cell line, af-
ter which many types of cells were successfully infected.
Growth of the virus in LLC-MK2 cells and availability of
a marmoset model for vaccine testing led to a formalin-
inactivated killed whole-virus vaccine, which, however,
was not acceptable at that time because malignant cells
were involved in growing the virus. Two groups eventu-
ally succeeded in obtaining growth in human diploid lung
fibroblasts, and the resultant vaccines from (then) Smith
KlineBeecham and Merck Sharp & Dohme work well.
However, because virus yields are not enormous, hepati-
tis A is an expensive vaccine, and a live attenuated vaccine
would be most beneficial in a developing nation. Several
candidate vaccines exist; one has been extensively tested
in China and found to be highly effective, but none has yet
made it through to full registration.

Hepatitis B carrier rates vary from less than 0.1% to
15% of the population in different countries. Altogether,
2 billion people have serological evidence of past infec-
tion, and 350 million people are chronically infected. One
million people die each year of cirrhosis or hepatocellular
carcinoma. The acute attack is mild or insignificant. Hep-
atitis B virus does not grow in tissue culture, and there
are two sources of vaccine: HBsAg isolated from chronic
carriers of the virus, and the same material molecularly
cloned in yeast or Chinese hamster ovary cells. The carrier-
derived vaccine was, for a long time, far cheaper and has
been widely used in developing countries. Now the recom-
binant vaccine has become much cheaper. Some recent
tenders for the public sector in developing countries have
come in at around 30 U.S. cents per dose, so recombinant
vaccine has essentially replaced the human-derived ma-
terial. Both vaccines are about equally effective; response
rates to protective levels of antibody vary from 85% to 95%
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in different studies. Protection may be achieved with lower
levels of antibody than those generally believed to be pro-
tective, perhaps because of CD8+ T cell effects. One worry
is that some vaccinated people become carriers of what
have been called “escape mutants,” which persist despite
the presence of good antibody levels to the native virus.
The most common change is an arginine-for-glycine sub-
stitution in the a loop, against which antibodies are usually
directed. Although it is not yet certain that the mutation
changes the virus to one of lower infectivity, M. H. Kane
(personal communication) pointed out that there is no ev-
idence yet of escape mutants having spread from one per-
son to another. There is therefore no need yet to worry
about the univalency of the current vaccine. Presumably,
if escape mutants become a problem but if the number
of different serotypes is limited, the variants could be in-
cluded in a recombinant vaccine. It is encouraging to note
that universal infant immunization is now being widely
adopted. Further, the vaccine is frequently given in combi-
nation with others.

The hepatitis C virus was the first of the non-A, non-B
viruses identified. Hepatitis C is transmitted in the same
way as hepatitis B but is an even nastier disease, inasmuch
as about 80% of people who contract the infection be-
come chronic carriers, and many of these go on to develop
chronic liver disease. Further, a significant proportion de-
velop hepatocellular carcinoma; in Japan, where about 2%
of people are carriers, hepatitis C is a more common cause
of liver cancer than is hepatitis B.

Research on hepatitis C has been severely hampered by
the fact that attempts to culture the virus in standard tissue
culture have failed. In view of this, the cloning of the virus
by Choo et al. (156) was considered a major triumph, par-
ticularly because it soon led to the development of an assay
for antibodies useful in screening blood donations. How-
ever, development of a vaccine against hepatitis C faces dif-
ficulties. The virus is a rapidly mutating RNA virus with a
single open reading frame encoding a polyprotein of about
3,000 amino acids. There are two envelope proteins, E1
and E2, identified by analogy with other flaviviruses, which
are produced by proteolytic cleavage. Study of these by ge-
nomic analysis of hepatitis C cloned from patients in dif-
ferent parts of the world shows a great degree of structural
(and therefore antigenic) diversity. Further, experimenta-
tion on vaccine candidates is rendered difficult by the fact
that the only animal model is the chimpanzee. This makes
it hard to characterize and quantitate neutralizing anti-
bodies, although it is known that plasma from a chronic
carrier can protect chimpanzees from infection.

Recently, the cloned viral genome has been used to pro-
duce infectious hepatitis C virus in tissue culture (157),
and a number of different replicon systems have been de-
veloped (reviewed in [158]). Further, the functional hepati-
tis C virus replication complex has been directly visualized
by green fluorescent protein insertion or by immunogold

staining. This has revealed many of the details of the in-
fectious process.

The primary event in the virus entering a liver cell is
high-affinity binding of HCV E2 protein to a large exter-
nal loop of the cell surface molecule CD81, a tetraspan-
nin molecule present on several cell types. However, cofac-
tors are certainly required, and both high- and low-density
lipoproteins have been implicated. Binding of E2 to CD81
can be inhibited by neutralizing antibodies, and there was
a surprising degree of cross-neutralization between greatly
disparate virus isolates. This raises the hope that binding
may be at least partly independent of E2 sequence varia-
tion. Clinical trials of an E1/E2 vaccine are in progress.

Another approach to immunization involves raising
CD8+ T lymphocytes to nonenvelope glycoproteins. A va-
riety of these have been tested, particularly the core anti-
gen. A collaboration between Chiron (now Novartis) and
CSL Ltd has shown that the use of ISCOMs promotes good
CD8+ CTL development in both monkeys and human vol-
unteers. The hope, in the first instance, is for a therapeutic
vaccine in chronic carriers, used in combination with an-
tiviral chemotherapy.

Rotavirus Vaccines

In 1973, Bishop and Holmes in Australia discovered 70-
nM virus particles possessing a distinctive double-shelled
outer capsid in duodenal epithelium and stool filtrates
from children with acute gastroenteritis. These so-called
rotaviruses turned out to be an extremely important cause
of diarrheal illness. In industrialized countries, rotavirus
accounts for about one third of the hospitalizations of in-
fants and young children for diarrhea. Although the mor-
tality rate is quite low because of intravenous rehydration,
both the cost and distress are high. It has been estimated
that 2 million to 7 million children in the United States suf-
fer rotavirus diarrhea each year, which results in 500,000
physician visits, 50,000 hospitalizations, and $274 million
in direct medical costs. In developing countries, rotavirus
is devastating, causing over 600,000 deaths per year. In a
developing country like Bangladesh, it has been estimated
that up to 1% of all children die of rotavirus diarrhea. The
disease is widespread around the world, infection being
via the fecal-oral route. By the age of 5 years, 95% of chil-
dren have encountered the virus. Natural immunity de-
velops (159). Severe diarrhea is rare on second infection.
This is interesting, because there are four commonly en-
countered strains, so some degree of cross-protection is
likely. The virus has 11 segments of double-stranded RNA,
each of which encodes a protein. The outer capsid (against
which protection is required) consists of G and P pro-
teins, both of which induce neutralizing antibodies. The
10 known G proteins and the 8 known P proteins of the
human virus could theoretically reassort into 80 different
serotypes, but only four strains—P8G1, P8G3, P8G4, and
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P4G2—are globally important. For the future, two non-
structural proteins could emerge as vaccine candidates: a
putative enterotoxin NSP4, and the inner capsid protein
VP6. Rarer serotypes are not to be entirely neglected and
crop up in some surveys.

Early vaccine trials were with a live attenuated bovine
rotavirus and were predicated on the view that animal
and human rotaviruses shared a common group antigen.
Next, a Rhesus rotavirus was tested. These early vaccines
gave variable results. Then a Rhesus–human reassortant
vaccine was generated by coinfecting cell cultures with a
Rhesus rotavirus possessing G serotype 3 and three dif-
ferent human rotaviruses of G serotypes 1, 2, and 4. The
three reassortants possessing a Rhesus genetic back-
ground but the human capsid protein 1, 2, or 4 were com-
bined with the G3 Rhesus strain to create a tetravalent vac-
cine. Each of the four viruses was tested at 104 and later 105

plaque forming units (PFU), vaccine being administered in
three oral doses, and the final vaccine submitted for licen-
sure contained 105 PFU of each virus, thus 4 × 105 PFU
per dose, all told. In clinical trials involving about 10,000
infants, no major adverse events were noted, except one to
be discussed. Vaccine efficacy was 48% to 60% in terms of
all disease but 61% to 100% against severe disease. In the
United States, 80% of very severe episodes and 100% of de-
hydrating rotavirus illnesses were prevented. The vaccine,
produced by Wyeth-Lederle, was duly licensed in August
1998. It was recommended for all children in the United
States, to be given orally at 2, 4, and 6 months. By July
1999, 1.5 million doses had been given to 800,000 children.

In the 27 prelicensing trials of candidate rotavirus vac-
cines, five cases of a rare form of bowel obstruction were
noted. In this syndrome, known as intussusception, a por-
tion of bowel prolapses into a more distal portion, and
peristalsis propels it further, causing a painful and poten-
tially fatal blockage. The incidence was 0.05%, in compar-
ison with a 0.02% incidence in the placebo control group;
this difference did not reach statistical significance but was
sufficient to warrant listing in the manufacturer’s product
insert. In any event, 15 cases of intussusception were re-
ported between September 1998 and July 1999. As a result,
this vaccine (RotaShield) was voluntarily withdrawn from
the market in October 1999, a distressing and expensive
event.

Notwithstanding this setback, Merck Inc. continued
with the development of an oral, live, pentavalent human-
bovine reassortant rotavirus vaccine, Rotateq, with activ-
ity against G1, G2, G3, G4, and P[8] serotypes. A phase III
trial in 68,000 healthy infants aged 6 to 12 weeks involved
vaccine or placebo, with two further doses at 4 to 10 week
intervals (160). Intussusception occurred in 12 recipients
of the vaccine and 15 recipients of placebo within 1 year
after the first dose, including 6 and 5 respectively within
the first 6 weeks. Full vaccination reduced gastroenteritis
severe enough for an emergency department visit of hospi-

talization by 94.5%, clinic visits by 86% and any rotavirus
gastroenteritis by 74%. This vaccine was licensed in 2006.

A different approach was taken by GlaxoSmithKline.
Its vaccine Rotarix is a live attenuated monovalent G1P[8]
human rotavirus strain, relying on cross-reactivity to give
broad protection. A phase III study was conducted on
63,225 healthy infants from 11 Latin American countries
and Finland who received two oral doses at approximately
2 and 4 months of age. Only 13 children developed in-
tussusception during a 31-day window after each dose, 6
vaccine recipients and 7 in the placebo group. The vaccine
was 85% effective against severe rotavirus gastroenteritis
and actually reduced hospitalization from all causes of di-
arrhea by 42% (161).

Yet another strategy exploits the fact that some strains
of rotavirus, so-called nursery strains, seem to cause
asymptomatic infection in neonates but protect against
later rotavirus infection. One of these, RV3, is a G3P[6]
virus, which has been in a phase II trial (162) and is now
being further developed in association with BioFarma in
Indonesia. Another nursery strain is being progressed in
India and is in phase II trial. One obvious advantage of
having a vaccine of just one strain is lower cost.

Further ideas being explored are parenteral injection
of baculovirus-expressed VLPs containing structural ro-
tavirus proteins from multiple serotypes; DNA vaccines;
or incorporating rotavirus into microspheres for use as an
oral mucosal vaccine. Rotavirus genes have also been in-
serted into Sabin poliovirus or vaccinia.

The intussusception saga illustrates some of the very
real problems in vaccine development. Rare complications
can be quite significant when a whole population is the
object of study. The more clinical prelicensure work needs
to be done, the greater the research and development costs
for the manufacturer and the more the pressure to charge a
high price. The higher the price, the lower is the likelihood
of extensive use in developing nations. Clearly, risk–benefit
and cost–benefit analyses will need to form a prominent
part of the landscape for the vaccines of the future.

Influenza Vaccines

Influenza is by no means a trivial disease. In industrialized
countries, the regular winter attacks provoke a usually self-
limited febrile illness that causes many lost hours of work.
Further, flu can be the prelude to fatal pneumonia in the
elderly. Annual vaccination is widely recommended for this
age group, and in many countries is becoming common for
children and younger adults as well. About three times per
century, much more serious pandemics of influenza have
occurred, which we shall consider in detail.

The influenza virus is an RNA virus; the genome consists
of eight segments of single-strand RNA. The most impor-
tant antigen for neutralization is the hemagglutinin (HA),
one of two dominant surface proteins; antibodies to the
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other, the neuraminidase, can also be neutralizing. The
big problem in influenza immunization is the virus’ ca-
pacity to change its antigenic type. This happens in two
ways. Point mutations in the HA occur with a frequency
of 10−5.5 per generation. These lead to subtle but impor-
tant changes in HA epitopes. This tendency to mutate away
from antibody attack is referred to as drift. It means that
the antibodies made one winter may not be as effective
against the next winter’s flu. Accordingly, an elaborate sys-
tem of monitoring and nomenclature has arisen around
the world; several WHO Collaborating Centers are respon-
sible for providing seed lots of vaccine twice a year that
reflect the most recent and dominant antigenic types. In-
fluenza viruses also infect animals, such as pigs and horses;
birds, such as geese, ducks, and chickens; and marine
mammals. There are 15 distinct HA types in influenza A,
and only some are infectious for humans. There are nine
distinct neuraminidase types, only some of which occur in
humans. Thus, influenza A viruses are frequently referred
to by their serotype (e.g., H3N1). Influenza B virus is also
highly adapted to humans. This virus has no subtypes, and
the infections on the whole tend to be less severe.

The segmented nature of the viral genome and the exis-
tence of a variety of animal hosts makes for the possibility
of coinfection of cells with human-adapted and animal-
adapted strains, a reassortment of genes and the emer-
gence of novel strains with the sudden appearance of a
new antigenic subtype. Such a major change is referred to
as antigenic shift. There may be little or no cross-reactivity
with antibody provoked by previously circulating strains.
The stage is then set for a major pandemic. In the 20th cen-
tury, there were three such pandemics: the so-called swine
flu of 1918 to 1919, the “Asian” flu of 1957, and the “Hong
Kong” flu of 1969. The swine flu (which was in fact a bird
flu) killed 20 million to 40 million people, while the latter
two pandemics killed an estimated 1 million people each,
older adults accounting for the great majority of deaths. It
would appear that the risk for such reassortants is greatest
in areas where humans and animals such as chickens or
pigs live in close contact.

In 1997, a virus highly virulent in birds was isolated in
Hong Kong. This H5N1 strain had been carried to chick-
ens by infected migratory waterfowl and is nearly 100%
fatal in chickens. Since then, this virus has spread rapidly
throughout Southeast Asia and onward to Central Asia,
Europe, the Middle East, Northern and Western Africa,
and even West Papua. About 200 million birds have died
from the virus or have been killed to prevent its spread. Hu-
mans in close contact with chickens are at risk of catch-
ing the virus. So far (September 2006) 246 people in 10
countries have fallen ill, with 144 deaths, a far greater
case fatality rate than any influenza virus previously re-
ported. Fortunately, human to human transmission rarely
occurs. In May 2006, there were two instances in Indone-
sia where very close contact (e.g., nursing a patient for

6 days) might have caused infection. However, mutation
or reassortment with a human strain for easier transmis-
sibility is an ever-present risk. There is already evidence
of more than one clade showing the virus is mutating. Ac-
cordingly, most industrialized countries have emergency
plans that include stockpiling of antiviral drugs, develop-
ment of point-of-care diagnostic tests, quarantine plans,
public health measures, and development of suitable vac-
cines. A second bird flu, H9N2, has also been encountered
and appears to be less virulent.

The standard influenza vaccine consists of formalin-
inactivated whole virus, still grown in fertile hen’s eggs and
frequently rendered less reactogenic by “splitting” through
ether or detergent treatment. Tissue cultured variants are
in development. In Italy, a vaccine incorporating MF59 ad-
juvant is registered. The standard vaccine is reasonably
effective, but protection is of short duration. Typically, the
killed vaccine is 60% to 70% effective. Helpful though such
a vaccine is, the search for better vaccines is lively.

Obvious areas to explore are live attenuated vaccines
and mucosal administration. These are combined in the ef-
forts of Aviron (now MedImmune) with their preparation
FluMist. Cold-adapted viruses, initially developed at the
University of Michigan, are produced in specific pathogen-
free eggs, and a trivalent preparation consisting of two
A and one B strains is given via a nasal spray–syringe
delivery system. A single dose is safe and effective. The
largest trial achieved 93% efficacy in the first year and in
the second, 100% efficacy against strains included in the
vaccine, and 86% against the emergent mismatched strain
A/Sydney/05/97 (H3N2). This new vaccine was licensed in
2003 for administration to 5 to 49 year-old subjects. Preli-
censure studies showed results to be significantly superior
to those of the inactivated injectable vaccine. Glück’s in-
tranasal virosome-based vaccine, already mentioned, ap-
peared to significantly increase the risk of Bell’s palsy, so is
not being further marketed. By 2006, FulMist had been ad-
ministered to more than 4 million individuals with a total
of only 5 Bell’s palsy cases reported, a causal association
not being established, and thus represents a safe, effective
and probably superior addition to the armamentarium.

Bird Flu Vaccines

As there is no preexisting immunity, conventional in-
fluenza vaccines containing the H5N1 virus do not per-
form particularly well in humans. For example, Treanor
et al. (163) found that 2 doses of 90 mg of influenza virus
(3 to 6 times the normal dose) raised a neutralizing an-
tibody titer of 1:40 (the theoretically protective level) in
only 54% of adult subjects, with lower doses giving lower
responses. This can certainly be improved with either alum
or MF59 adjuvant. As quantity of vaccine would be a
real issue early in a pandemic, other approaches must be
explored. An adenovirus vector genetically engineered to
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express H5 hemagglutinin on its surface was 100% effec-
tive in protecting mice and also very potent in chickens
against authentic H5N1 virus (164). Curiously, subcuta-
neous injection worked much better than intranasal vac-
cine in the latter case. This vaccine causes both B and T cell
immunity. Other possibilities include live attenuated cold-
adapted intranasal vaccine—MedImmune has been given
a large contract to develop such a variant—and a platform
or backbone vaccine against all 15 variations of the H anti-
gen, with the hope of one generic influenza vaccine stock-
pile. DNA vaccines, of course, would avoid the need for
eggs. There is also rapid development of mammalian cell
culture methods for the virus. Plant-made vaccines are an-
other possibility. If and when a shift variant with global
pandemic potential emerges, it will be important to ramp
up production as rapidly as possible, as well as to prioritize
those recipients (e.g., doctors, nurses, quarantine officers)
needing the vaccine first.

Antibody-based Vaccines Against Human
Immunodeficiency Virus

The human immunodeficiency virus 1 (HIV-1) has devel-
oped some devilishly clever strategies to foil the human
immune response. It exhibits an astonishing rate of muta-
tion, particularly in the portion of its envelope protein that
is involved in infectivity, allowing the virus to escape the
antibody response. It finds several levels of “safe haven”
refuges unreachable by antibodies—for example, persis-
tence within macrophages and DCs, or penetration into the
brain. Further, integration of provirus DNA into the host
cell genome, with no external evidence of the virus’s pres-
ence, represents an escape resistant to CTL attack. It tar-
gets the first lymphocyte in the immune cascade, the CD4+

T cell, which may delay an effective immune response and
will certainly facilitate the disastrous upsurge in viral load
late in the disease, because T cell levels fall so low that
resistance essentially disappears. It has an extraordinarily
high rate of replication. We now know that the immune
system is a pitched battleground from the first entry of the
virus.

The most common mode of transmission of HIV is sex-
ual intercourse. The virus infects CD4+ T cells and spreads
within this population and also in DCs. By about 1 week,
virus can be detected in local lymph nodes and soon in the
blood. Seeding to gut-associated lymphoid tissue is partic-
ularly extensive. Viremia reaches a peak around 3 weeks
with ∼107 virus particles per ml of blood, or more. But
then CD8+ cytotoxic T cells help to control the early in-
fection (165), HIV-specific cells comprising 10% of the cir-
culating CD8+ pool. The virus load falls up to a 100-fold
to reach a relatively stable level (the “set point”) by 2 to 6
months after infection. The set point has prognostic signif-
icance: The lower it is, the slower the rate of progression to
AIDS. But sooner or later the CD4+ T cell count falls, and

when it reaches 200/ml to 400/ml, virus levels rise and AIDS
supervenes.

Two to three months after primary infection, neutraliz-
ing antibodies appear, but escape mutant viruses immedi-
ately become manifest, so the natural antibody response
(166) is always faced with persisting, fast-changing virus.
The question then is: Could a vaccine elicit an antibody
response that prevents the virus from gaining a foothold
in the first place?

Early attempts to develop an AIDS vaccine followed the
classical path of seeking to induce antibodies to the most
prominent antigens on the viral surface: namely, the enve-
lope (env) glycoproteins gp160 or the products it yields, the
exterior viral protein gp120, and the transmembrane glyco-
protein gp41. Two unfortunate findings from phase II trials
of recombinant env antigens caused early disappointment.
First, the data showed a small number of “breakthrough”
infections despite immunization; second, antibodies en-
gendered by immunization, although capable of neutraliz-
ing HIV grown in transformed T cell lines, were much less
effective against freshly isolated virus grown in peripheral
blood mononuclear cells. Since those early days, we have
learned much about how HIV infects its target cells (re-
viewed in [166]). Gp120 and noncovalently associated gp41
exist as homodimers on the viral surface. So from the be-
ginning much of gp120 is hidden, while its exposed surface
is heavily glycosylated, handicapping a putative neutraliz-
ing antibody seeking access. The CD4-binding site is deeply
recessed and “guarded” by the V1/V2 loops so the virus can
vary extensively. When gp120 binds to CD4, the envelope
protein undergoes a conformational change that exposes a
high-affinity binding site for one of two coreceptors, CCR5
and CXCR-4, members of the chemokine receptor fam-
ily. After this second binding event, gp41 in turn changes
shape, leading to the insertion of a hydrophobic amino-
terminal fusion peptide into the target cell membrane to
mediate membrane fusion and viral entry. Much of the cur-
rent effort in HIV vaccine research seeks to “freeze” these
various highly transitory structures. The well-hidden bind-
ing sites are relatively conserved compared with the rest of
the envelope protein. Be that as it may, the use of recombi-
nant envelope proteins as vaccines has not been successful
so far. The firm VaxGen took its recombinant gp120 vac-
cine AIDSVAXTM to two sizable phase III trials without
obtaining significant protection.

Before looking at other antibody-evoking vaccine strate-
gies, we must recall the great heterogeneity of this virus.
There are three main types of HIV-1, which probably rep-
resent three separate infections of humans from chim-
panzees, namely M, N, and O. Both N and O strains are
quite rare and are very close to simian immunodeficiency
virus. The main M type can be broken in to subtypes or
clades of which the most important are A, B, C, D (which
may be part of B), E, and G. All clades are present in
central Africa. The most important clade in the Americas,
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Europe, and Australia is B; in South and East Asia it is C;
and in Southeast Asia it is E. Vaccines will probably have
to be clade specific. To complicate matters further, inter-
subtype recombination is frequent, and the recombinant
forms AD, AE, AG, and BC are readily recognized. Clade
classification is on the basis of genotype, and the correla-
tion between genotype and immunotype is by no means
clear-cut. There is a complex matrix of cross-reactivities in
both humoral and cellular responses that will have to be
sorted out antigen by antigen when particular antigens are
chosen for an eventual vaccine.

There are two reasons why it is too early to give up on
antibody production as a key to HIV prophylaxis: First,
passively administered antibody can prevent infection of
macaque monkeys with SIV–HIV hybrid virus (SHIV), a
widely used model for HIV (167). Second, there are five
monoclonal antibodies that have the capacity to neutral-
ize a broad variety of freshly isolated HIV subtypes (re-
viewed in [166]). One is against conserved elements of the
CD4 binding site; one sees the coreceptor binding site; one
is directed against mannans linked to env; and two bind
to the membrane-proximal region of gp41. These last two
resemble certain auto-antibodies in that they are broadly
cross-reactive and bind with high affinity to cardiolipin
(168). It has been suggested that these antibodies are rare
because of self-tolerance, and if a way could be found to
evoke plentiful anti-env antibodies of this character, a vac-
cine against HIV might ensue.

There is no shortage of good ideas for novel antibody-
inducing vaccines. Conformationally altered gp120 to
which CD4 has been bound represents one possibility,
and the most promising variant of this idea is a single-
chain gp120-CD4 fusion protein (169) that fortunately does
not appear to elicit anti-CD4 antibodies. There are also
attempts to create synthetic mimotopes of the suddenly
exposed binding structure, utilizing the extensive three-
dimensional information that has become available, as
well as epitopes exposed during HIV-mediated cell fusion.
One proposal seeks to use computational methods to iden-
tify those pieces of HIV that are targets for neutralization
and to synthesize hundreds of these to create antigens,
antibodies against which could be broadly neutralizing.
In another endeavor, it is proposed to screen very large
numbers of human or experimental animal antibodies for
broad neutralization potential and then work backward
from the antibodies to the appropriate HIV epitopes. A
somewhat similar concept is that of the firm Maxygen,
where chimaeric or “shuffled” env genes from several dif-
ferent HIV isolates are expressed and tested for reactivity
with powerfully neutralizing antibodies, positive proteins
then being used to immunize mice to determine whether
they generate the requisite antibodies (170). These newer
ideas have not yet reached the clinical trial stage. Some of
them, as well as projects discussed in the next section, will
be supported by a $287 million initiative from the Bill &

Melinda Gates Foundation announced in July 2006 as part
of the Global HIV/AIDS Vaccine Enterprise, which gave
16 grants to 165 researchers from 19 countries to support
collaborative research. By October, 2006, Gates Founda-
tion grants for AIDS vaccine research had totaled $528
million.

T Cell–Based Vaccines Against HIV

All over the world, great effort is being put into attempts to
create an AIDS vaccine based on the induction of power-
ful T cell immunity, particularly the induction of cytotoxic
CD8+ T cells active against virus-infected cells. There are
good reasons to believe that CD8+ T cells play a critical role
in the control of HIV. Relevant findings include a close cor-
relation between CTL appearance and a fall in virus levels
in SHIV-1–infected Rhesus macaque monkeys and the de-
tection of significant numbers of HIV-specific CTLs in a
variety of seronegative individuals at high risk, such as ba-
bies born to HIV-positive mothers, a small proportion of fe-
male African professional sex workers, and a proportion of
subjects with needlestick injuries. Among seropositive in-
dividuals, those who do not progress or progress slowly to
AIDS have robust CTL responses. In view of this evidence,
it is important to include in a vaccine virally encoded pro-
teins produced in the cytosol of the infected cell, so that
peptide fragments of such proteins could be presented at
the surface of the infected cell in association with class I
MHC molecules. Further, it would be advantageous to use
adjuvants or other techniques known to favor CD8+ T cell
production. Use of a multiplicity of antigens might coun-
teract mutations occurring in any single component within
the virus-infected cells that should be eliminated. Finally,
a procedure evoking mucosal as well as lymph node and
splenic CTLs would be ideal.

In a resurgent and now well-financed AIDS vaccine ef-
fort, a large number of antigens or genes for antigens have
been the subject of intensive research. These include env,
gag, pol, nef, rev, tat, and HIV protease. Further, an incred-
ible variety of vector systems has been included in preclin-
ical research. Among these are vaccinia; vaccinia modified
to be less aggressive (e.g., modified vaccinia Ankara); aden-
oviruses; avipox viruses, including canarypox and fowlpox;
and (although less frequently) other viruses, including re-
combinant avirulent poliovirus, mengovirus, herpesvirus,
Venezuelan equine encephalitis virus, vesicular stomatitis
virus, Semliki Forest virus and influenza virus. Possible
bacterial vectors include Salmonella, BCG, Shigella, Liste-
ria, and Lactobacillus. Many of these have been through a
variety of animal models of protection with a measure of
success.

Among the 100 or so vaccine candidates, there is no
doubt that the prime-boost strategies described earlier
hold pride of place (171–173). Increasing use is being made
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of the SHIV virus (HIV envelope and SIV core) model in
macaques.

There is by now substantial literature on virtually ev-
ery conceivable variation on this prime-boost scheme, with
many preclinical successes. A constant undercurrent in the
literature is strong CD8+ CTLs as a signpost of promise.
Among the many additions to prime-boost strategies, a
recurring theme is either strong adjuvants accompany-
ing particularly a protein boost or coadministration of cy-
tokine gene expression cassettes with DNA immunogens.

A mucosal approach is also being pursued in a variety
of ways. Mucosal surfaces are a major natural route of
HIV entry, and protection through the mucosal immune
system would therefore be valuable. Berzofsky et al. (174)
have long been championing the idea of a multidetermi-
nant peptide vaccine comprising epitopes for both T helper
cells and CTLs. The mucosal study (175) focused on the
antigens env, pol, and gag, using env from HIV and pol and
gag from SIV. The study design involved macaque mon-
keys and a challenge with virulent SHIV intrarectally. The
investigators compared two vaccine approaches: a sub-
cutaneous injection with Montanide ISA51 as an adju-
vant, versus intrarectal inoculation of the vaccine with
a mutant heat-labile E. coli toxin as a mucosal adjuvant.
The latter provided significantly better protection, because
(at least in part) of a strong intestinal mucosal CTL re-
sponse. This group is also exploring the concept of epi-
tope enhancement—that is, slightly modifying T helper
cell epitope sequences to increase epitope affinity for class
II MHC. This results in more effective helper T cells and
also more CTLs (176). It must be remembered, however,
that appropriate systemic immunization can also raise
enough CTLs to protect against rectal challenge. For ex-
ample, a prime-boost regimen consisting of priming with
a cytokine-augmented DNA vaccine and boosting with a re-
combinant MVA construct, each vaccine containing multi-
ple viral antigens, completely protected against intrarectal
SHIV challenge in the same macaque model. But what is
the situation in the human?

There have been at least 40 clinical trials of HIV vac-
cines, most of them phase I but about a quarter of them
having progressed to phase II. The harvest has been dis-
appointing. CD8+ T cell responses have usually fallen be-
low those in macaques to SHIV models, and responses in
mice have been of poor predictive value. DNA vaccines
have been poor performers, and while DNA priming with
an MVA-HIV boost is more immunogenic, it is mainly
a CD4+ T cell response (177). Prime-boost works bet-
ter than two injections of MVA. Recombinant replication-
defective adenovirus-5 gives one of the best CD8+ re-
sponses to gag peptides, but preexistent antibodies reduce
immunogencity. However, MVA-HIV markedly amplified
both CD4+ and CD8+ vaccine-specific T cell responses
in HIV-infected individuals undergoing highly active an-
tiretroviral therapy for chronic HIV infection (178). One

prime-boost protocol has reached phase III trial, namely
recombinant canarypox priming with env, gag, pol, nef, and
protease, followed by a gp120 protein boost. Results are
not yet available.

The reader wishing to learn more about the many clin-
ical trials should consult www.iavireport.org/trialsdb.

One very positive development in this rather gloomy
scene is that recent efforts, particularly by the Bill & Melida
Gates Foundation, the National Institutes of Health, and
the European Union, have prompted a great deal more co-
ordination and collaboration among the global AIDS vac-
cine research community. No one expects a licensed AIDS
vaccine within the next 10 years, but the author confidently
predicts that by the 7th edition of this book a number of
credible candidates will have reached “proof of principle”
stage. The distance then left to travel should not be under-
estimated. Perhaps the greatest practical problem in HIV
vaccine research is where to go after encouraging phase I
and II studies. Large prophylactic studies are horrendously
expensive. Results would be most rapidly obtained in de-
veloping countries because of the high rate of carriage,
but such trials are beset with practical and ethical prob-
lems. Practically, will it be possible to conduct trials whose
results will meet U.S. Food and Drug Administration stan-
dards? Ethically, will it be possible to give trial participants
sufficient safe sex education? Will it be possible to guaran-
tee to developing country governments that, if the trial in
which their citizens have taken part is successful, the rel-
evant vaccine will be made available to the population at
an affordable price? Clearly, the eventual development of
a successful vaccine remains an immense scientific and
humanitarian challenge.

Dengue Vaccines

Dengue is a mosquitoborne flavivirus infection caused by
four dengue virus (DEN) serotypes, DEN-1, 2, 3, and 4. It
is found in tropical and subtropical regions around the
world, being endemic in more than 100 countries. The
problem is worst in Southeast Asia, but recent spread to
the Middle East and even to the U.S. states of Texas and
Hawaii has caused great concern. Classical dengue fever
is a serious but self-limited infection with fever, headache,
myalgia, arthralgia, and rashes. The worst problem is a cu-
rious and potentially lethal complication, the dengue hem-
orrhagic fever-dengue shock syndrome (DHF/DSS). This
still incompletely understood syndrome usually arises
when a person who has been infected with one DEN
serotype contracts another. Similarly, an infant possessing
maternal antibodies against one strain is susceptible when
infected with another. There is some kind of antibody-
dependent enhancement of pathology. This increased sus-
ceptibility of the partially immune certainly introduced a
note of caution into the development of a vaccine.

http://www.iavireport.org/trialsdb
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Much effort has gone into conventional serially tissue-
culture passaged tetravalent live attenuated vaccines (re-
viewed in [179]). GlaxoSmithKline is working with the
Walter Reed Army Institute of Research and started a
phase II trial in March 2006. This research involves 132
adults aged 18 to 45 years and 51 infants aged 12 to 15
months. Follow-up will be for at least 4 years. Unfortu-
nately, some “interference” between the serotypes has been
encountered, and two injections do not elicit neutraliz-
ing levels of antibodies in all vaccinees. Sanofi-Aventis has
the license to develop a tetravalent vaccine originating
from Mahidol University in Thailand. Again, two doses
appeared to be followed by breakthrough infections and
three doses were needed for consistent neutralizing anti-
body responses.

Sanofi-Aventis has a second string to its bow because it
has licensed a product from Acambis that is a chimaeric
yellow fever-dengue virus tetravalent formulation in which
pre-membrane and envelope genes from DEN serotypes 1
to 4 were substituted for the same genes of yellow fever
(180). This worked well in monkeys, and human studies
are in train involving two injections 5 to 9 months apart.
No significant adverse reactions have been reported.

Blaney et al. (181) are developing a live attenuated
tetravalent dengue vaccine using reverse genetics. The
strategy involves attenuating deletions and chimaerization
of C, M, and e genes to create a virus with tetravalent speci-
ficity. Preliminary clinical studies indicate that the vaccine
was well tolerated and immunogenic. Maxygen, in collab-
oration with the U.S. Naval Medical Research Center, is
thrusting in the same direction, but via a DNA vaccine cre-
ated by DNA shuffling of envelope genes to create a tetrava-
lent construct (182). This vaccine is still at the preclinical
stage.

We can anticipate with some confidence that one or
more of these approaches will have led to a licensed vac-
cine by the time of the next edition of this book or soon
thereafter.

VACCINES AGAINST PARASITIC DISEASES

If viruses and bacteria have evolved elaborate strategies to
defeat the vertebrate immune system, parasites, with their
much larger complement of DNA, possess an even wider
and more diverse range. Although no vaccine against any
human parasitic disease has been licensed, the feasibility
of such vaccines has been demonstrated in the veterinary
field, where several successful vaccines are in use to deal
with both protozoan and metazoan infestations. The dif-
ficulty of overcoming all the necessary hurdles for human
vaccines is evidenced by the fact that over the past 30 years,
some of the best minds in vaccinology have applied them-
selves to the problem, but only in malaria have vaccines
moved to the stage of phase IIb trials, with moderate suc-

cess. Nevertheless, parasitism is so important from a pub-
lic health viewpoint and the progress in understanding of
parasite molecular biology and genetics so significant that
the research effort must continue. Moreover, the progres-
sive resistance of some parasites to chemotherapy and of
vectors to insecticides highlights the importance of vac-
cines for disease control.

Malaria Vaccines

Malaria is the most prevalent vectorborne disease in the
world. It is caused by protozoa of four species of Plasmo-
dium. It threatens 2 billion people in 90 countries and
causes approximately 500 million to 600 million clinical
cases and 1 million to 2 million deaths per year. Over-
whelmingly, the worst continent for malaria is Africa,
where 90% of the deaths occur, chiefly in children younger
than 5 years. P. falciparum is by far the most danger-
ous of the four species that affect humans, and cerebral
malaria, in which parasitized erythrocytes develop cyto-
adherence antigens and block up cerebral arterioles, is the
most prominent cause of death. It is known that antibodies
can be therapeutic, and the hope that a vaccine will even-
tually be developed is sustained by the observation that
inhabitants of endemic areas eventually become relatively
immune to attacks, although this immunity is not steriliz-
ing, as small quantities of parasites are left in the host.

The next most important species is P. vivax, famous for
attacks that can recur long after exposure. From a practi-
cal point of view, a vaccine that could protect against both
P. falciparum and P. vivax would have much to commend
it. Industry could then charge high prices for a traveler’s
vaccine in industrialized countries. However, the preclini-
cal research is being pursued separately for the two species
with a heavy concentration on the bigger killer.

In view of the considerable amount of research that has
been done, it is legitimate to ask why no effective malaria
vaccine yet exists. This involves both theoretical and prac-
tical considerations. The best vaccines are for diseases in
which nature provides solid immunity if an individual sur-
vives a first attack. This is not the case in malaria, in which
immunity in endemic areas is tenuous at best and easily
lost if the individual leaves to live in a malaria-free coun-
try. Clearly, the parasite has evolved powerful strategies to
evade the host immune response. From a practical view-
point, the parasite is difficult to grow; P. falciparum re-
quires human blood, and P. vivax does not even replicate
in vitro in red blood cells. Investigators are thus driven to
recombinant DNA technology with all of the difficulties of
choice of antigen among hundreds of candidates and cor-
rect refolding of every candidate. Add to this the fact that
no animal model is a good imitation of the human disease,
and the difficulties for the investigator mount.

Among the evolutionary strategies of the parasite, two
stand out. The first is high mutability in most of the
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antigens that have been studied, resulting in extensive al-
lelic polymorphism, so that multiple forms of the antigen
exist in the parasite population as a whole, which presum-
ably reflects selection of mutants because parental forms
are eliminated by antibody. Second, a very key antigen
of P. falciparum, the so-called P. falciparum erythrocyte
membrane protein 1 (PfEMP1), which is prominent on
the surface of infected red blood cells, is represented in
the genome by approximately 50 variant copies (183). As
a clone of parasites emerges and reaches a sufficient size
to strongly signal the immune system, eliminating most
parasites, a variant expressing a different PfEMP1 arises,
grows, reaches a critical size, and in turn is eliminated by
antibody, and so the cycle repeats itself until, eventually,
immunity to all the forms of PfEMP1 is achieved.

Life Cycle of Plasmodium falciparum

With these preliminary considerations out of the way, we
should now look at the parasite’s life cycle (with P. fal-
ciparum as the model) to determine where the different
points of attack might be. Figure 40.3 shows this schemat-

FIGURE 40.3 Life cycle of Plasmodium falciparum. Note par-
ticularly four life-cycle stages that could be vaccine targets: the
sporozoites, the infected liver cell, the merozoites, and the game-
tocytes.

ically. Invasion of the human is initiated when the female
anopheline mosquito bites the human subject, thereby
injecting a mobile form known as a sporozoite into the
skin. The dominant surface antigen of the sporozoite is
the circumsporozoite antigen or CSP, first identified by
the Nussenzweigs (184) in the early 1980s and cloned
soon thereafter. This candidate vaccine antigen has been
the subject of intensive research. The sporozoite rapidly
and efficiently invades hepatocytes. Two to 10 sporozoites
can initiate infection within 5 to 30 minutes, probably in-
volving an interaction between CSP and the glycosamino-
glycan chains of heparin sulfate proteoglycans. A second
sporozoite surface protein, the thrombospondin-related
adhesion protein (TRAP), has a region highly homologous
to a part of CSP and is probably also involved in binding
to hepatocyte heparin sulfate proteoglycans. TRAP is re-
quired for sporozoite mobility and infectivity.

Within the hepatocyte, each sporozoite develops into
a schizont containing 10,000 to 30,000 merozoites. Over
this period, the hepatocyte presents on its surface pep-
tides from a number of preerythrocytic stage proteins. A
CD8+ cytotoxic T cell attack on infected liver cells could
materially lower the number of merozoites formed and
thus lessen the attack on erythrocytes. As long as the para-
site is confined to the liver, there are no clinical symptoms
of malaria. Within 10 days or less, the liver schizont rup-
tures, and the merozoites are released and begin to invade
erythrocytes, there to undergo another asexual amplifica-
tion. The erythrocytic cycle is responsible for disease man-
ifestation, inasmuch as development, rupture, and reinva-
sion initiate a vicious cycle.

Merozoite invasion of erythrocytes is a complex pro-
cess involving multiple steps. The merozoite attaches to
the erythrocyte, reorients itself so that its apical end faces
the red blood cell, after which a tight junction develops,
and parasite organelles known as rhoptries discharge their
contents onto the red blood cell membrane. A progres-
sively deeper vacuole forms and eventually closes to sur-
round the engulfed parasite. The best-studied erythrocyte
surface receptor for a parasite ligand is the Duffy blood
group antigen for P. vivax. In contrast, P. falciparum seems
capable of using multiple pathways for invasion, includ-
ing sialic acids on glycophorins A, B, and C, as well as
peptide sequences on glycophorins. As for the parasite li-
gands, a Duffy binding-like (DBL) superfamily has been
defined. For P. vivax, the most important member is a
140-kDa Duffy-binding protein (PvDBP) (185), and for
P. falciparum, EBA-175 appears to be the prototype. But
additional merozoite proteins play a role in invasion, inas-
much as quite a number of monoclonal antibodies against
them can block invasion in vitro. These include various
merozoite surface proteins (MSPs) and proteins translo-
cated from the apical organelles, the rhoptries and the mi-
cronemes, to the surface before invasion.

An important event in clinical malaria is the adherence
of infected erythrocytes to vascular endothelium. When
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this occurs in small vessels in the brain, blockage can fol-
low, resulting in cerebral malaria and death. The chief
molecular mediator of cytoadherence is the variant surface
antigen PfEMP1, as already mentioned (183). The recep-
tors for adherence are various and include CD36, intracel-
lular adhesion molecule 1, vascular cell adhesion molecule
1, E-selectin, and chondroitin sulfate A.

In addition to producing merozoites, the erythrocytic
cycle is also responsible for the production of the sex-
ual forms known as gametocytes. These are taken up by
the mosquito and mature into gametes. A vaccine capa-
ble of producing antigametocyte antibodies could destroy
them in the blood of the vaccinee or could interfere with
their maturation in the mosquito, or both. The life cycle
of the parasite is, of course, completed in the mosquito, in
which sexual union occurs, sporozoites emerge from ma-
ture oocysts 10 to 14 days after an infective blood meal,
and invasion of salivary glands occurs soon thereafter.

Possible Vaccine Approaches

Given the complexity of this life cycle, many observers be-
lieve that a final malaria vaccine will contain key molecules
from various and perhaps all stages. However, it is neces-
sary to consider the best candidates from each stage in
turn. Much knowledge has accumulated over the past 25
years (reviewed in [186,187]).

The sporozoite stage is an attractive target, inasmuch
as a 100% effective vaccine would prevent infection com-
pletely and a partially effective one would lower the even-
tual invasive merozoite burden. Like most malarial anti-
gens, the CSP presents as a dominant antigen multiple
tandem repeats, in this case of the sequence NANP, which
can absorb a large proportion of the anti-CSP antibodies
both of the serum of patients and of CSP (or irradiated
sporozoite) immunized persons. Promising results have
been obtained with GlaxoSmithKline’s vaccine known as
RTS,S, given with the adjuvant AS02. RTS,S is a fusion
protein of the carboxy-terminal half of CSP (which in-
cludes both part of the tandem repeat, thus R, and also
important T cell epitopes, thus T) fused to the HBsAg. This
is coexpressed in yeast with (nonfused) HBsAg (thus, S),
which self-assembles into virion-like structures, aiding im-
munogenicity. The adjuvant AS02, already described, has
strong T and B cell–stimulatory properties. In a human
challenge model, this significantly protected malaria-naı̈ve
volunteers, although immunity was of short duration. In
a field study in a rural area of The Gambia involving 306
men aged 18 to 45 years, the vaccine was safe and well-
tolerated although fairly reactogenic, evoked strong anti-
CSP antibody and T cell responses, and clearly gave par-
tial protection in that it significantly delayed P. falciparum
infection and reduced symptomatic malaria (188). Again,
immunity waned rather quickly, but some immunological
memory resulted, inasmuch as a booster dose given the
following year reduced the incidences of infection and of

symptomatic malaria. A phase IIb study in 1- to 4-year-old
children in Mozambique also gave some protection (73),
which appeared to be maintained for 18 months (189).
There is also considerable research interest in vaccines
consisting of whole irradiated sporozoites or live atten-
uated sporozoites (reviewed in [187]).

Anti–Liver-stage Vaccine

T cell immunity clearly plays a role in malaria and the
most clear-cut example is in relation to parasite T cell epi-
topes on the surface of the infected liver cell. The most ex-
tensively investigated antigen is TRAP (thrombospondin-
related adhesion protein), and it has been used alone or
combined with a string of up to 15 epitopes from various
parasite life stages. There have been multiple small clini-
cal trials of the “prime-boost” approach, using the vectors
naked DNA, MVA, an attenuated strain of fowlpox virus,
FP9, or other vectors. Some of these have clearly reduced
the liver-stage parasite load (reviewed in [187]). Priming
with FP9 followed by boosting with MVA presently appears
the best combination. An argument can be mounted for
combined immunization with RTS,S and TRAP.

Blood-stage Antigens and Vaccines

There is a plethora of blood stage antigens at various stages
of testing. The subject of the largest amount of work has
been the protein MSP-1, a 195-kDa major merozoite pro-
tein, and various fragments of it. Considerable protective
efficacy has been shown in murine and simian vaccine tri-
als, although in the human, the highly polymorphic nature
of this antigen may prove problematic. Efforts are being
directed toward defining conserved protective epitopes of
MSP-1. Other significant merozoite surface candidates are
MSP-2, MSP-3, MSP-4, and MSP-5. The combination 4/5
looks attractive because it is relatively less polymorphic.

As noted, rhoptry-associated proteins (RAPs) perform
as yet ill-defined tasks in merozoite invasion of erythro-
cytes. The antigens RAP-1 and RAP-2 show less polymor-
phism and have been partially successful in a Saimiri mon-
key model. The apical merozoite antigen 1 (AMA-1) is
strongly protective in murine and simian trials, has been
in phase I human trials, and is in continuing clinical de-
velopment (190). Because this antigen has 16 conserved
cysteine residues and exhibits a three-domain structure,
correct refolding after expression is essential and presents
a challenge.

In view of the importance of the initial docking events
involving PvDBP for P. vivax and EBA-175 for P. fal-
ciparum, these represent further interesting candidates.
For PvDBP, the cysteine-rich amino-terminal region II is
conserved and constitutes the receptor-binding domain.
This fragment, PvRII, when correctly refolded, represents
an interesting P. vivax candidate. The same may be true for
a homologous region of EBA-175.
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Although the highly variant surface antigen family
PfEMP1, which mediates cytoadherence, also exhibits
DBL domains, it remains to be determined whether there
is enough conservation in the RII domain for a polypeptide
vaccine to hold promise.

Transmission Blocking Vaccines

Vaccines directed against the sexual stages of the parasite
would not protect the vaccinee but could have profound
effects at the community level if widely deployed. Antibod-
ies made by the vaccinee would be taken up by the biting
mosquito in its blood meal and could hamper the complex
parasite life cycle within the vector. To date, studies have fo-
cused on the gametocyte-specific surface antigens Pfs48/45
and pfs230, the ookinete-specific surface molecules P25
and P28, and a variety of secreted ookinete proteins
(reviewed in [186]). Phase I human trials have begun.

Antidisease Vaccines: Glycophosphatidylinositol
Toxin of Malaria as a New Candidate
Vaccine Molecule

An imaginative new approach to malaria immunization is
being investigated by Schofield (reviewed in [191]). This
is predicated on the idea that much of the pathological
processes in malaria result from an inflammatory cascade
initiated by a malarial toxin. GPI of parasite origin is the
candidate and an oligosaccharide of the P. falciparum GPI
glycan was synthesized, conjugated to a protein carrier,
and injected into mice. Following challenge with P. berghei,
the vaccine substantially reduced severe pathology, cere-
bral malaria, and mortality, but with no effect on parasite
growth rate. There was also protection against blood acido-
sis, pulmonary edema, and vascular occlusion. It is hoped
to take this approach into the clinic in the near future.

The Gates Malaria Vaccine Initiative

The analysis just described, which is by no means exhaus-
tive, shows that the malaria vaccine field fairly bristles
with promise. A critical block has been the capacity to
take candidate molecules that look interesting on the ba-
sis of preclinical research to phase I and phase II clinical
trials. Therefore, the Malaria Vaccine Initiative funded by
the Bill & Melinda Gates Foundation is highly welcome.
It will fund the preparation of vaccine pilot lots in accor-
dance with Good Manufacturing Practice criteria, improve
facilities for clinical and field trials, and provide coordina-
tion and cooperation between various major groups, thus
optimizing their potential. However, this is not to deny the
many hurdles that must still be overcome before this badly
needed vaccine emerges.

Regretfully, vaccines against other human parasitic dis-
eases have not progressed as far. There is considerable
preclinical research in schistosomiasis, leishmaniasis, tox-
oplasmosis, amoebiasis, hookworm, hydatid disease, try-

panosomiasis, and many other parasites. Let us hope that
future editions of this book may see at least some of these
progress to phase III trials in humans.

ADVERSE EFFECTS OF VACCINES

Three considerations dictate that adverse effects of vac-
cines must be taken very seriously. First, vaccines are nor-
mally given to healthy individuals, as opposed to most
other biopharmaceuticals, which are given to the sick. Sec-
ond, most vaccines are given to infants and young chil-
dren, deemed to be both very precious and very vulnera-
ble. Third, in the industrialized countries, the very success
of immunization programs, combined with good personal
hygiene, environmental sanitation, and improved living
conditions, has made epidemic disease seem like some-
thing unfamiliar and perhaps something with which an-
tibiotics and other medical treatments can cope. In other
words, opponents of immunization can be excused for
not understanding the risk-benefit equation of vaccines
because of a lack of personal experience. This has to be
countered by good education.

Fortunately, serious adverse events are very rare with
currently used vaccines. This creates what at first seems
a curious problem. Because nearly all children get quite
a few vaccine injections in the first year of life, a reason-
able proportion of all infants coming down with some rare
complaint, such as encephalitis, will have had an immu-
nization within, for example, a week of that illness. The
assumption of a causative rather than coincidental rela-
tionship is quite human and can be contested only by sta-
tistical arguments, which are unfamiliar to most people.
The more serious claimed side effects are considered first.

The most controversial vaccine from the viewpoint of
side effects has been DPT, containing whole killed pertussis
bacteria. Reactions such as fever, irritability, local redness,
swelling and pain, anorexia, and drowsiness are quite com-
mon, although of short duration and easily ameliorated
by a drug such as paracetamol. Febrile convulsions occur
in about 1 case in 2,000 to 3,000 and cause no long-term
harm. Follow-up study has shown no evidence of neuro-
logical damage or intellectual impairment. The question
of serious acute neurological illness, such as encephalopa-
thy, has caused the most concern. The incidence was put
at 1 case per 330,000 vaccine doses in the United Kingdom
in 1981, but reanalysis of the data, coupled with a large
study in the United States by the Institute of Medicine,
challenged this conclusion. The American Academy of
Pediatrics found that, although “the data accumulated to
date may not prove that pertussis vaccine can never cause
brain damage, they indicate that if it does so, such oc-
currences must be exceedingly rare” (192). The Institute
of Medicine concluded that the risk of serious neurolog-
ical complications was somewhere between 0 and 1 per
200,000. Because the number of cases of whooping cough
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has fallen by a factor of 50 in the United States since the
introduction of the vaccine, and because the disease is ac-
companied by permanent brain damage in about 1% of
cases and by death in 0.1% to 4% of cases, depending on
the study, the risk-benefit equation is still enormously on
the side of vaccination, even with the worst assumptions
about brain damage from vaccination. The acellular per-
tussis vaccine has effectively terminated this debt.

The next important area of concern is poliomyelitis. Ad-
verse reactions to this vaccine are of particular importance
because there have been no cases of wild poliomyelitis in
the industrialized countries for many years. In fact, po-
liomyelitis transmission ceased in the western hemisphere
in 1991. Thus, even a single case of vaccine-associated po-
liomyelitis is a real tragedy. Unfortunately, a reversion to
neurovirulence of the Sabin poliovirus, although exces-
sively rare, is not absolutely unknown. It appears that for
approximately 2.7 million doses of the oral poliovirus vac-
cine, there is one case of paralytic polio, most commonly
of Sabin type 3. On average, there have been about five
such cases in the United States per year. Some have been
in vaccinees and some in their contacts.

A major survey of paralytic poliomyelitis in England
and Wales between 1985 and 1991 was reported by Joce
et al. (193). In total, 21 confirmed cases were found. Thir-
teen were vaccine-associated, nine being in vaccinees and
four in contacts. Five were imported cases, and three were
cases whose source of infection was unknown. The esti-
mated risk of vaccine-associated paralysis was 1.46 per
million for the first dose but 0.49 per 106 for the second
and 0 for the third and fourth. In all, nine cases of paraly-
sis arose from 18.4 million doses of vaccine administered
over 7 years, with a risk of paralysis of 0.49% per 106 im-
munizations, which is remarkably similar to the U.S. fig-
ure of 1 per 2.7 million. Two vaccine-associated cases oc-
curred in immunodeficient children, for whom inactivated
poliomyelitis vaccine should have been offered.

Whereas the risks of oral polio vaccine are truly minus-
cule, the industrialized world has largely gone back to the
injectable, Salk-type vaccine (IPV).

One can draw up a panoply of other “accusations”
against vaccines. Live attenuated virus vaccines can cer-
tainly cause damage in immunodeficient or immunosup-
pressed children; generalized vaccinia was probably the
worst example. Now that smallpox has been eradicated,
this risk has disappeared. If a vaccinia variant is rescued
as a vaccine vector, it will be one of lessened virulence.

One can examine the existing vaccines one by one and
identify claims for side reactions. Mild measles rash can
follow the measles vaccine. Certainly, measles is a nasty
disease for the unimmunized, with a case-fatality rate in
developing nations of about 2% to 3% in unimmunized in-
fants. In the industrialized world, the measles case-fatality
rate is vastly lower, at 0.01% to 0.02%. However, nonfatal
complications are common, including otitis media, pneu-
monia, and subacute sclerosing pan-encephalitis. As far as

the live attenuated vaccine is concerned, encephalitis and
similar problems are very occasionally reported, but their
origins have been hard to pin down, and the feasibility
of reducing these rare, conjectural complications, as well
as the acknowledged commoner ones (e.g., febrile convul-
sions), remains problematic at this stage.

Both the measles vaccine and its companions (mumps,
rubella, and soon, perhaps, varicella) have good track
records in not causing serious complications. Suffice it
to say that these are live attenuated vaccines, which can
cause problems in particular patients. Reactions are mild
and include malaise, fever, mild rash, and (rarely) febrile
convulsions. One report (194) surveyed the incidence of
thrombocytopenic purpura after MMR vaccination. The
incidence was 1 per 500,000 for measles or rubella alone,
1 per 120,000 for measles and rubella, and 1 per 105,000
for the combined MMR vaccine. The syndrome resembled
the purpura that can occur after natural measles or rubella
infections. Complete recovery occurred in 89.5% of cases;
normalization followed by relapse was noted in 7%. No
deaths have been reported. This French study accords with
conclusions reached in several other countries. Although
a plausible causal relationship can be argued, the usu-
ally favorable outcome ensures that this rare complication
does not modify the risk-benefit equation significantly. The
mumps vaccine occasionally causes aseptic meningitis.

From time to time, somewhat exotic claims of adverse
events are made. For example, measles vaccination was
claimed to cause autism and Crohn’s disease. Nine studies
have now refuted this. The hepatitis B vaccine was sup-
posed to cause multiple sclerosis; exhaustive analysis has
failed to support the association. No matter how bizarre,
each claim must be examined carefully.

Excipients in the vaccine or adjuvant substances can
occasion side reactions varying from inflammation to ab-
scess formation. More seriously, vaccines can occasionally
cause anaphylaxis, thrombocytopenia, or acute arthritis.
These serious complications occur in fewer than 1 case in
100,000.

In summary, vaccines that have been through the cur-
rent stringent regulatory process are incredibly safe. This
fact deserves to be widely promulgated, and the media in
particular need to be educated through a consistent and
nonconfrontational effort.

RECOMMENDED IMMUNIZATION
SCHEDULE

In the United States, routine immunization is recom-
mended against 14 diseases, and this is likely to rise
quite soon with the recent development of rotavirus and
HPV vaccines. The schedule has become quite complex,
and pharmaceutical companies are working hard to de-
velop new combinations. Table 40.7 gives the current
recommendations for children and adolescents in the
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United States. Schedules will vary somewhat from country
to country.

ACCELERATED EFFORTS IN GLOBAL
IMMUNIZATION

In recent years, markedly greater effort is going into the
attempt to bring the benefits of vaccines to all the world’s
children. The Global Alliance for Vaccines and Immuniza-
tion (GAVI), generously funded by the Bill & Melinda Gates
Foundation, Norway, and several other donors, is making
a big impact (195). Its focus is on a country-driven ap-
proach and high accountability, with concrete rewards for
good results. In 2005, the G8 group of countries pledged
to double aid to Africa, and planning is at an advanced
stage for a new and innovative method of financing known
as the International Finance Facility for Immunization
(IFFIm). The idea is to raise $4 billion through the issue
of bonds to be redeemed via unbreakable pledges by the
donor countries. Spent over 10 years, it is estimated that
this extra money for GAVI would prevent an additional
5 million child deaths by 2015 and more than 5 million
future adult deaths from liver cirrhosis and cancer due
to hepatitis B (196). In due time, when vaccines become
available, the various sizeable bodies devoted to HIV/AIDS,
malaria, and TB, such as the Global Fund to Fight AIDS,
Tuberculosis, and Malaria, will ensure wide distribution.
On the research side, most major donors are getting behind
the Global HIV/AIDS Vaccine Enterprise (GHAVE), which
seeks to harmonize and coordinate HIV vaccine research
around the world.

It is to be hoped that the large polio eradication effort
is crowned with success in the next several years. If so,
the question will have to be asked whether there should
be further eradication attempts. Measles would be a real
possibility, but it must be admitted that total eradication is
quite an expensive effort. The polio example has shown us
that cessation of infant immunization while there is still
polio in another country is dangerous. Some argue that
control as a public health threat is a more sensible goal to
set than elimination of the last virus from the planet. Still,
what a magnificent argument to be able to have! Over time,
the argument will recur for every organism for which we
have an excellent vaccine and no animal or environmental
reservoir.

VACCINATION OF THE VERY YOUNG
AND THE OLD

Both extremes of age offer special challenges for the de-
signer of new and improved vaccines. Some vaccines
should be delivered very early in life, such as at birth, to

be maximally useful. These include vaccines for diseases
carried by the mother, such as hepatitis B, hepatitis C, HIV,
or CMV. Early infant immunization is also good for encap-
sulated bacteria and rotavirus. Traditionally, BCG has also
been given within a few days of birth in developing coun-
tries. Other vaccines are recommended for the elderly, in-
cluding (in many countries) influenza and pneumococcal
vaccines. There has been an up-surge of interest in pro-
tecting the elderly.

Although much more mature than that of the new-
born mouse, the newborn infant’s immune system is not
yet hugely responsive, and neonatal immunization does
not generally lead to extensive antibody formation. How-
ever, neonatal immunization can lead to useful priming
of both B and T cell memory responses and thus serves
a useful purpose (197). Preclinical studies suggest that
the immaturity is not so much in CD4+ or CD8+ T cells
themselves but rather in APCs and the APC–T cell inter-
action. This suggests that suitable adjuvant formulations
could overcome the problem. Another feature of neonates
is that they appear deficient in the capacity to form long-
lived, bone marrow–seeking, antibody-forming plasma
cells.

Maternally acquired antibodies can interfere with pri-
mary active immune responses. This is a serious point for
many infant vaccines, including live and nonlive prepara-
tions, although it appears not to be an issue for hepatitis
B. Inhibition is highly epitope specific and is much more
important for B cell than for T cell responses. From a prac-
tical viewpoint, each case must be investigated specifically.
For the most important vaccines of the future, maternal
antibodies should not be a problem for HIV or TB, but for
malaria, in which antibodies are of at least equal impor-
tance to T cells, the matter may be more germane. In the
important example of measles, an aerosolized vaccine may
overcome the problem.

At the other end of life, several factors militate against
robust immune responses. The thymic cortex is largely re-
placed by fat, and few or no new T cells are exported from
there. Thus, T cell immunity to new antigens must depend
on cross-reactions with previously encountered ones. Sim-
ilarly, the number of progenitors of B cells in the bone
marrow is also reduced, although not as markedly. Inter-
estingly, DCs from the peripheral blood of individuals older
than 65 years are present in somewhat increased numbers,
normal in appearance and surface markers, and unim-
paired in antigen-presenting function. This may partly mil-
itate against the reduced proliferative capacity of aged T
cells. While the capacity to mount a serum antibody re-
sponse may be reduced, some vaccine boosters work well
(e.g., tetanus and influenza).

A curious phenomenon in old age is the progressive
accumulation of a differentiated CD8+ T cell popula-
tion specific for CMV, which may leave the rest of the
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repertoire depleted (198). Yet the elderly do not have too
much trouble mounting a CD4+ T cell response to vac-
cines such as rabies or tickborne encephalitis (199). Over-
all, the elderly may require higher antigen doses or more
frequent boosters than young adults. An interesting exam-
ple is Merck’s recently introduced vaccine for the preven-
tion of herpes zoster and post–herpetic neuralgia in the
ageing. It works well but requires 14 times the dose of live
attenuated varicella virus than the formulation for infant
immunization.

As more vaccines become available, and as the lowered
impact of epidemic diseases prompts complacency in the
minds of many, health authorities will have to give much
more thought to the whole question of booster immuniza-
tions in adult life. In terms of policy, this area is currently a
bit of a mess. It should not be left to the vagaries of choices
by travelers.

CONCLUSION

There is no doubting the current renaissance in vaccinol-
ogy. The field veritably bristles with new and exciting pos-
sibilities, and although the commercial potential is not
as great as for prescription drugs, the healthy percent-
age sales growth of the sector has not gone unnoticed in
the boardrooms of the big pharmaceutical companies. Of
the new vaccination approaches discussed, mucosal de-
livery systems, new adjuvant formulations, and extensive
combinations are the most promising. DNA vaccines, viral
vectors, and prime-boost approaches are intellectually ex-
citing but some distance away. Transdermal delivery sys-
tems, methods to circumvent the need for a cold chain,
plant production systems for antigens, and microencap-
sulation technologies are fertile research areas. Despite
his enthusiasm for such novel developments, the author
is also aware of the fact that changes to national immu-
nization programs can be made only after extensive clin-
ical research, particularly in cases in which an effective
vaccine already exists. The future, therefore, represents a
judicious balance between conservatism in a measure al-
ready regarded skeptically by a minority and cautious ac-
tivism as thorough research documents the value of each
new and improved vaccine. Nor should a healthy plural-
ism be opposed. Some countries will move faster on some
vaccines because of their particular perspectives and prob-
lems. All of this means that the widespread introduction of
the rich panoply of vaccines coming from the research sec-
tor will probably be slower than the scientific community
would like. In the long run, however, the approach to many
communicable diseases will be revolutionized by the new
vaccinology. Further, the thrusting programs bringing vac-
cines to the developing countries need to be strongly ap-
plauded. The legacy of Jenner and Pasteur is in good hands.
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INTRODUCTION

Our understanding of basic immunology has grown im-
mensely over the last decades, leading to a new appre-
ciation of autoimmunity and autoimmune disease. This
chapter will provide a re-evaluation of systemic autoim-
mune disease focusing on general principles that will then
be reviewed in the context of some selected diseases, sys-
temic lupus erythematosus (SLE), inflammatory arthritis,
scleroderma, vasculitis, and autoimmune muscle disease.

Conceptual Framework

There are several major concepts to be presented:

1. Autoreactivity can be beneficial as well as harmful.
2. Clinical disease depends on an infelicitous interplay of

genes and environment.
3. Antigen is important in the maintenance of autoreac-

tivity.
4. Pathologic autoreactivity or autoimmune disease is of-

ten accompanied by reduced immunocompetence, with
an increased susceptibility to both infection and malig-
nancy.

5. Different cellular and molecular processes characterize
the inductive phase of autoimmune disease, the early
effector phase of target organ inflammation, and the
late phase of irreversible tissue damage.

6. Tissue injury in autoimmune disease involves the re-
cruitment of resident cells within the target organ into
the inflammatory process, as well as the infiltration of
blood-borne inflammatory cells.

7. Optimal treatment strategies for these diseases should
restore immune homeostasis rather than solely dimin-
ish immune activation.

These concepts arise from studies of murine models of
disease and studies of patients. Increasingly, studies
demonstrate the multiple potential pathoetiologies of each
autoimmune disease and suggest an as-yet-unclassified
heterogeneity of disease. As clearer phenotypic analyses of
patient subsets develop, it will be possible to design better
therapies for these diseases, and even prevention strate-
gies.

GENERAL PRINCIPLES

Defining Autoimmune Disease
It is important to note that the list of systemic autoim-
mune diseases is not fixed. There is no definition of autoim-
mune disease that meets with universal approval. There
are a number of inflammatory diseases mediated by cells
and effector mechanisms of the innate immune system,
without evidence of activation of the adaptive immune re-
sponse and without evidence of an inciting exposure to
foreign antigen. These diseases, familial Mediterranean
fever and other autoinflammatory diseases caused by mu-
tations in molecules of the innate immune system such as
pyrin, cryopyrin, and NOD2 (1), Behcet disease, perhaps
even atherosclerosis, are not classified as systemic autoim-
mune diseases, despite immune activation and multiple
organ involvement. Rather, in the clinical setting, an op-
erational definition of a systemic autoimmune disease is
a disease in which tissue damage is mediated by T cells
and antibodies, most often displaying autoreactivity (2).
Despite defining autoimmune diseases as the consequence
of a dysregulated adaptive immune system, it is clear that
the innate and the adaptive immune responses are both
involved in systemic autoimmune diseases. The innate im-
mune system may contribute to the initial induction of
antigen-specific autoreactivity and may also participate in
the effector mechanisms responsible for tissue damage,
but activated T cells, antibodies, or both, must be present
in lesional tissue.

The immune activation present in patients with sys-
temic autoimmune diseases must occur in the absence of
any detectable ongoing infection (2). This definition al-
lows for the possibility that many autoimmune diseases
may be the late sequelae of infection by either a particu-
lar microbial pathogen or a range of different microbial
pathogens. It also means that some diseases currently re-
ferred to as autoimmune may in the future be diagnosed
as an immune response to an ongoing infection or an
ongoing exposure to an environmental toxin. Thus, the
immunosuppressive or immunomodulatory therapies cur-
rently in use or under investigation for autoimmune dis-
ease may give way, in some clinical contexts, to antibi-
otic therapy or to behavioral modification to avoid toxic
exposures.
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In animal models, the operative definition of an au-
toimmune disease is more straightforward; whether or not
defects in the innate immune system and dendritic cell
function are involved, an autoimmune disease can be repli-
cated in a syngeneic host by adoptive transfer of T cells or
B cells, or both, and does not occur in the absence of T cells
or B cells, or both. Because these diseases, whether in hu-
mans or mice, require, by definition, the activation of T
cells and B cells, there is a presumption of antigenic speci-
ficity in the immune response, although the full range of
the targeted autoantigens is not known for most autoim-
mune diseases. It is also important to be aware that the
autospecificities of either disease-associated T cells or an-
tibodies that have been recognized thus far may not be
the autospecificities important in eliciting the pathogenic
response or the autospecificities leading to target organ in-
jury. New autoantigens and new cross-reactivities continue
to be identified; some of these provide novel and important
insights into pathogenesis.

Prevalence of Disease

When autoimmune diseases were first described, it was
apparent that each disease was relatively uncommon. In-
creasingly, a relationship among apparently distinct au-
toimmune diseases is being recognized. This re-evaluation
began with epidemiologic studies showing that multiple
autoimmune diseases can cluster within a single family
and has progressed to the identification of genes that func-
tion as susceptibility factors for a number of different au-
toimmune diseases (3). The close relationship among these
diseases is further supported by clinical trials showing that
the same therapeutic intervention can provide clinical ben-
efit in multiple distinct diseases. When autoimmune dis-
eases are considered together, they are present in 5% to
7% of the population and constitute a major cause of mor-
bidity and early mortality. There is also some evidence that
the incidence of some diseases may be increasing. A recent
report suggested a rise, for unknown reasons, in the inci-
dence of systemic lupus (4). As most autoimmune diseases
are multigenic in origin and require some environmental
trigger, it is possible that genetic admixture, changes in
diet, and environmental exposures, as well as changes in
microbial exposures, may affect both the incidence and
phenotypic characteristics of autoimmune disease.

Normal Self-tolerance

Immune tolerance is discussed in detail in Chapter 29,
and is reviewed here only briefly to highlight aspects of
immune regulation that may be disturbed in systemic au-
toimmune diseases. Immune homeostasis depends on the
appropriate function of multiple intercellular and intra-
cellular pathways. The innate immune system requires
an appropriate threshold for activation and balanced ef-

fector functions. The B- and T-cell repertoires must dis-
play sufficient autoreactivity for self-regulation but lack
pathogenic autoreactivity. Thresholds for activation, sur-
vival, and downregulation of the adaptive immune re-
sponse must permit memory formation, but preclude a
chronic inflammatory state. Finally, self-antigens must be
effectively sequestered from immune recognition or pre-
sented through a tolerogenic pathway. Exactly where nor-
mal tolerance mechanisms fail in individuals with sys-
temic autoimmune diseases is a matter of some debate,
but increasingly, studies in mice suggest that intrinsic ab-
normalities in the innate immune system and dendritic
cell function, a failure of central and peripheral tolerance
checkpoints for T and B cells, and abnormal exposure to
self-antigen can all predispose to systemic autoimmunity,
and usually more than one defect in homeostatic regula-
tion is present.

T-Cell Tolerance

It is clear that the random V (D) J and VJ gene rearrange-
ments necessary to generate the diversity of T-cell recep-
tors (TCRs) and B-cell receptors (BCRs) that character-
ize the normal T- and B-cell repertoire give rise to a high
percentage of autoreactive antigen receptors. The elimina-
tion or regulation of self-reactive T cells begins in the thy-
mus with the deletion of T cells that have high affinity for
self-peptide/self-MHC complexes and with the generation
of self-reactive regulatory T cells (5). Studies of T-cell se-
lection have focused on transgene-encoded TCRs present
in mice with organ-specific autoimmunity or on artificial
model systems. With few exceptions, the actual antigens
recognized by T cells in systemic autoimmune diseases
are unknown. Histone-reactive T cells can be identified
in both murine (6) and human lupus (7), and T-cell reac-
tivity to collagen can be identified in mice with collagen-
induced arthritis (8) and in rheumatoid arthritis (RA) in
humans (9). However, T-cell specificities in myositis, scle-
roderma, Sjogren syndrome, and vasculitis are unknown,
and it can be presumed that the antigenic specificities of
most disease-enhancing T cells in lupus and rheumatoid
arthritis are also unknown. Studies in mice suggest that
even nonautoreactive activated T cells can sustain autoan-
tibody production and autoimmune disease.

Although deficiency of the transcriptional regulator,
AIRE, causes a failure to delete autoreactive T cells in the
thymus and leads to generalized autoreactivity in mice,
especially in endocrine organs (10), there are surprisingly
few models of systemic autoimmune disease with an iden-
tified defect in thymic selection. The MRL mouse strain
displays reduced stringency in central tolerance, but au-
toimmune disease occurs only late in life in MRL mice,
unless there is an impairment in Fas or Fas ligand ex-
pression (11). There is, however, evidence that negative se-
lection of autoreactive T cells is critical to the prevention
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of systemic autoimmune disease. Mice that lack class II
expression on bone marrow–derived cells display thymic
maturation of autoreactive T cells. When T cells from these
mice are transferred into syngeneic hosts that exhibit nor-
mal peripheral expression of class II molecules, systemic
autoimmunity ensues (12). Thus, the thymus plays a role
in the elimination of T cells reactive with nuclear antigens.

Peripheral T-cell tolerance is maintained, in part, by
tolerogenic dendritic cells, and dysregulation of these cells
can lead to autoimmunity (13). This may be genetically de-
termined; alternatively, dendritic cell dysfunction may be a
consequence of environment, such as vitamin D deficiency
(14) or continuous exposure to Toll-like receptor (TLR) ag-
onists (15). Once an inflammatory milieu has been estab-
lished, dendritic cell activation can lead to the activation
of autoreactive T cells that rely on peripheral tolerance
mechanisms for their control.

Regulatory T cells are among the enforcers of periph-
eral tolerance. In organ-specific autoimmunity in mice,
these regulatory cells have been clearly demonstrated to
be important in containing autoreactivity. In systemic au-
toimmunity, there is increasing evidence for a decreased
number of some regulatory T-cell subsets, but restoration
of self-tolerance through the administration of additional
regulatory T cells has not yet been achieved.

B-Cell Tolerance

The failure of B-cell tolerance is a major feature of most
systemic autoimmune diseases. B-cell tolerance begins in
the bone marrow, where antigen engagement of the BCR
triggers deletion, anergy, or receptor editing (16). Evidence
continues to accumulate that receptor editing or the re-
placement of a light chain that associates with the heavy
chain to form an autoantibody with a novel light chain that
does not produce autoreactivity is the first line of defense
against autoimmunity; impaired tolerance has been seen
both with a deficiency of receptor editing and with indis-
criminate receptor editing that leads to novel light chains
conferring autoreactivity. Thus far, defects in receptor edit-
ing have not been identified in individuals with autoim-
mune disease. There is some evidence that receptor editing
can occur in the rheumatoid synovium, but this appears
to be a pathogenic rather than a protective process (17).

BCR signaling thresholds are critical to the mainte-
nance of B-cell tolerance, as all mechanisms of B-cell tol-
erance depend, at least in part, on BCR engagement. Over-
expression of CD19, mutations of CD45, and deletion of
CD22 or SHP-1 all enhance BCR signaling and lead to sys-
temic autoimmunity (18), yet inhibition of BCR signaling
through enhanced activity of CD22 or Ly108 also leads to
autoreactivity because the attenuated signal fails to acti-
vate early tolerance mechanisms (19). Because inhibitors
of molecules in the BCR signaling pathway are available,
understanding the critical balance between overexuberant

B-cell activation (strong BCR signaling) and deficient B-
cell tolerance induction (weak BCR signaling) is crucial
for proper therapeutic targeting of the BCR signaling path-
ways.

The study of mice with transgene-encoded BCRs has
provided much information about normal tolerance mech-
anisms and has identified a role for all the above-
mentioned tolerance mechanisms as well as developmen-
tal arrest and active tolerance that occurs when B cells are
chronically exposed to self-antigen and IL-6 (20). There
are also data showing that regulatory checkpoints exist for
B cells not just during the maturation to immunocompe-
tence but even after exposure to antigen, in the germinal
center and in the late stages of B-cell differentiation to
memory or long-lived plasma cells (21,22). For example,
anti-Sm B cells fail to become plasma cells upon exposure
to antigen in a nonautoimmune host, but will mature to a
plasma cell phenotype in MRL/lpr autoimmune mice (23).
Similarly, a deficiency of the inhibitory Fc receptor, FcRIIb,
permits plasma-cell differentiation of autoreactive B cells
(24). Finally, B-cell tolerance depends on normal cell death
pathways; there is abundant evidence that autoreactive B
cells fail to die when there is an excess of antiapoptotic
or a deficit in proapoptotic molecules within the cell (25).
B-cell tolerance can be broken both by intrinsic defects
in B-cell function as mentioned in this section and by the
extrinsic provision of excess growth and survival factors
such as CD40, BAFF, and cytokines within the B-cell mi-
croenvironment (26).

Healthy Autoreactivity

Early immunologists recognized that a major challenge
to the immune system is to distinguish self- from foreign
antigen. Because they recognized that pathogenic autore-
activity is usually avoided, they inferred a global prohibi-
tion on the survival of autoreactive lymphocytes. Since the
early days of the “horror autotoxicus” of Ehrlich and the
clonal selection theory of Burnet, awareness has grown
that autoreactivity is an intrinsic and necessary feature of
the healthy immune system, and that the selection against
autoreactive cells is not absolute. Most important, there is
now an understanding that the immune system responds
to antigen, whether it is self- or foreign, only when cer-
tain conditions are met. Exquisite regulation of immune
activation at multiple levels prevents pathogenic autore-
activity and also ensures an appropriate response to non–
self-antigens.

It is now abundantly clear that the repertoire of naı̈ve,
immunocompetent T and B cells is shaped by self-antigen.
Selection of the T-cell repertoire occurs within the thymus
as T cells mature to immunocompetence and continues
in the periphery as T cells recognize self-peptide/self-MHC
complexes on tolerogenic dendritic cells. Mature immuno-
competent T cells are positively selected on the basis of
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displaying some degree of reactivity with self-peptide/self-
MHC complexes on epithelial cells in the thymic cortex
and are negatively selected when the interaction with pep-
tide/MHC complexes on thymic medullary epithelial cells
or dendritic cells is overly strong (5). Thus, all T cells that
mature to immunocompetence display autoreactivity. The
autoantigenic epitopes will vary depending on MHC hap-
lotype and on the degree of TCR engagement required to
mediate negative selection. Because the genes encoding
the molecules that transduce the TCR signal and control
MHC expression display functional polymorphisms that
affect either their activity or their level of expression, a dif-
ferent degree of receptor engagement may be required to
transduce a survival or a death signal in different individu-
als (27). Similarly, polymorphisms exist in genes encoding
molecules that govern apoptotic pathways, also leading to
differences in stringency of negative selection (28,29). Fi-
nally, polymorphisms in self-antigens may affect their abil-
ity to mediate either positive or negative selection (30).
Thus, each individual has a unique spectrum of autoreac-
tive T cells that exit the thymus. Further negative selection
occurs in the periphery when these cells either encounter
self-antigens presented in a non-inflammatory setting in
the absence of costimulatory signals or are suppressed by
regulatory T cells. The presence of multiple subsets of reg-
ulatory cells in the periphery attests to the importance of
these cells in maintaining immune homeostasis (31). Au-
toreactive T cells, or T cells that were not appropriately
subjected to tolerance mechanisms, are present in all sys-
temic autoimmune diseases, yet little is known of the na-
ture of the tolerance defect. In animal models of these dis-
eases, a small amount of evidence exists suggesting a defect
in thymic selection, but the major problem(s) is believed
to be in peripheral tolerance.

It is not yet clear whether there is a requirement that B
cells display some degree of autoreactivity for maturation
to immunocompetence, but there is a growing body of data
to suggest that positive selection of B cells also occurs. Re-
cent studies show that in healthy individuals a very high
percentage of the unselected immature B-cell repertoire in
the bone marrow is reactive with nuclear antigens. These
studies further show that autoreactive cells are routinely
eliminated in both the bone marrow and the spleen but
that significant autoreactivity remains in the naı̈ve reper-
toire, with approximately 10% of naı̈ve B cells displaying
reactivity with a small panel of autoantigens (32). This ob-
servation perhaps provides a clue to the high percentage of
nonautoimmune individuals who have antibody reactivity
to nuclear antigens and the frequency of this autospeci-
ficity in individuals with systemic autoimmune diseases.

Two populations of B lymphocytes straddle the in-
nate and the adaptive immune system, marginal-zone B
cells and B1 cells. Both these populations display limited
antigen-receptor heterogeneity, both are skewed to autore-
activity, and both perform protective functions in the im-

mune system (33). B1 cells, in particular, have been stud-
ied in some detail. They arise in the fetal liver and are
a self-regenerating population thereafter. They express a
limited repertoire of immunoglobulin-variable (V) region
genes; because they do not express terminal deoxynucle-
oside transferase, they display limited junctional diversity
as well. It is now well appreciated that these cells make an-
tibodies with specificity for phosphatidylserine that bind to
apoptotic cells and apoptotic debris (34). Opsonization by
antibody enhances macrophage phagocytosis and degra-
dation of apoptotic debris. In the absence of the “nat-
ural autoantibodies” made by B1 cells, apoptotic mate-
rial can be ingested by dendritic cells (35). The ingested
DNA and RNA bind to TLRs, activate the dendritic cells,
and create an immunogenic environment for the presen-
tation of self-antigen (36). These antibodies are but one
of a host of substances, including SAP, C1q, mannose-
binding lectin, and C-reactive protein, that coat apoptotic
cells to direct them to degradative pathways (37). Apop-
totic cells activate lipases that convert phosphatidylcholine
to lysophosphatidylcholine (LPC) (35). Natural autoanti-
bodies also bind LPC; interestingly, antibodies to phos-
phatidylserine and lysophosphatidylcholine are present
even in mice raised in a germ-free environment, suggest-
ing that self-antigen may be responsible for triggering anti-
body secretion (38). These antibodies also cross-react with
oxidized low-density lipoproteins (LDLs) and may be pro-
tective against atherosclerosis.

Consistent with the hypothesis that natural IgM autoan-
tibodies protect against the development of pathogenic au-
toimmunity is a study showing that nonspontaneously au-
toimmune mice will develop anti-DNA antibodies and a
consequent lupu-like renal disease when they have no cir-
culating IgM (39). Furthermore, when mice with a genetic
deficiency of secreted IgM were challenged with lupos-
polysaccharide (LPS), they developed increased titers of
IgG anti-DNA antibodies. Another study suggesting the
beneficial effect of IgM autoantibodies demonstrates that
NZB/W lupus-prone mice develop less disease when given
IgM anti-DNA antibody. In this study, however, the effect of
the IgM autoantibody appeared to relate more to renal pro-
tection than to a decrease in activation of IgG-producing
DNA-reactive B cells (40). Thus, natural autoantibodies
may both impede activation of pathogenic autoreactive B
cells and prevent pathogenic antibodies from binding their
target autoantigens.

It has been suggested that rheumatoid factor (RF), an-
tibody to the constant region of the IgG heavy chain, also
exerts a protective effect. RF is among the natural autoan-
tibodies that are present in nonautoimmune individuals.
Titers of RF increase in individuals with chronic infections.
Nonpathogenic RF is exclusively IgM, whereas pathogenic,
rheumatoid arthritis-related RF may be IgG as well (41). In
healthy individuals, RF is thought to serve two important
functions. By binding preferentially to antigen-aggregated
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IgG, it assists in the removal of immune complexes, thus
hastening the degradation of antigens that may be toxins.
RF is also thought to assist in the presentation of micro-
bial antigen to the immune system, because immune com-
plexes are more immunogenic than soluble antigen (42). In
normal individuals, once the antigen has been cleared and
immune complexes are no longer present, the RF B cells
are tolerized by soluble IgG and do not enter the memory
or plasma cell compartments (43).

Relationship between Healthy and
Pathogenic Autoreactivity

A major unsolved question is the relationship between
natural autoantibodies and the autoantibodies of autoim-
mune disease. To date, there is little evidence in humans
that natural autoantibodies contribute to autoimmune dis-
ease or that B1 cells are the sources of pathogenic au-
toreactivity, although there are murine models of systemic
lupus in which B1 cells or marginal-zone B cells are the
source of pathogenic autoantibodies. It is clear from stud-
ies of mice expressing transgene-encoded natural autoan-
tibodies that B cells expressing these antibodies are not
routinely subject to tolerance induction, even in nonspon-
taneously autoimmune strains; however, they rarely be-
come memory cells or long-lived plasma cells (33). Thus,
these B cells do not inevitably lead to autoimmune disease.
Studies of B cells producing transgene-encoded RF have
shown that these cells can be activated by immune com-
plexes and T-cell help to secrete low-affinity RF, but that
B cells producing high-affinity antibody are deleted (44).
Furthermore, in human disease and many mouse models
of disease, pathogenic autoantibodies are not derived from
B cells making natural autoantibodies but are produced by
B2 cells that have undergone extensive somatic mutation
(45). Some studies of murine B-cell genealogies demon-
strate low-affinity autoreactivity in the precursor B cell,
but similar studies of human autoantibodies are scarce
and fail to reveal this phenomenon.

It is important to note that autoreactive B cells are rou-
tinely activated following exposure to microbial antigen,
but the response resolves after the microbial antigen is
eradicated. Yet the induction of autoreactivity or failure
to control the autoreactivity that routinely arises during
the response to microbial antigen is usually not sufficient
to cause autoimmune disease. Whether the transition to
frank disease requires an increased array of autospecifici-
ties, particular pathogenic subsets of autoantibodies, con-
comitant defects of innate immunity or T-cell tolerance, or
vulnerable target organs is not known. Whether systemic
autoimmune disease begins with a failure to downregulate
the autoreactivity that is activated by infection remains un-
certain, but the autoantibodies that characterize autoim-
mune disease differ significantly from those that are part
of a healthy immune response (21,41).

Unifying Features of Systemic
Autoimmune Diseases

The general theories or observations regarding autoimmu-
nity that are discussed in this chapter will not apply to all
systemic autoimmune diseases. Although it is reasonable
to think of these diseases together, it is important to rec-
ognize that each disease has unique features. It is also im-
portant to note that although it has been a convention to
define autoimmune diseases as systemic or organ-specific,
this dichotomy is somewhat artificial. Organ-specific and
systemic diseases may share susceptibility genes and can
coexist within a family and, indeed, within an individual.
Organ-specific autoimmune disease as well as systemic au-
toimmune disease may target autoantigens that are ubiq-
uitously expressed.

Antinuclear Antibodies

A unifying feature of most systemic autoimmune diseases
is the presence of autoantibodies to nuclear antigens. It
is interesting to note that autoantibodies are made to
these same autoantigens in approximately 5% to 10% of
a healthy population, with a greater incidence in women
and older individuals (46). Antinuclear antibodies are also
present in 20% of individuals receiving IFN therapy or
TNFα blockade. Only a small percent of these individuals
will progress from autoimmunity to autoimmune disease
(47). The frequency of elevated titers of antinuclear anti-
bodies (ANAs) in systemic autoimmunity may reflect the
autoreactivity present in the unselected B-cell repertoire.
Studies documenting an early dysregulation of B-cell se-
lection in systemic lupus and RA support the notion that
B-cell dysfunction is a key component of these diseases
(48). A study of factors that predispose to ANA reactivity
may reveal aspects of the genetic basis for autoreactivity
and may illuminate pathways that are dysregulated in sys-
temic autoimmune disease.

Female Predisposition

Another feature of many autoimmune diseases is an in-
creased incidence in women. Overall, there is a three-
fold greater incidence of autoimmune disease in women,
but for some diseases the female predominance is much
stronger. This occurs in both systemic and organ-specific
diseases. Interestingly, autoantibodies to nuclear antigens
are more common in women than in men. These anti-
bodies are present in many autoimmune diseases and, as
stated earlier, appear to represent a substrate on which
clinical autoimmune disease develops. It is not yet estab-
lished how much this reflects a sex-determined difference
and how much it reflects hormonal influences. Most sys-
temic autoimmune diseases have an age of onset after
puberty. For example, in systemic lupus, the female:male
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incidence is 3:1 for disease onset prior to puberty, 9:1 af-
ter puberty, and reverts to 2:1 after menopause (49). How-
ever, several studies now show that autoantibodies can be
present years before onset of clinical disease; thus, preclin-
ical disease may precede puberty more frequently than pre-
viously recognized (50). It is important to note, however,
that not all autoimmune diseases appear to be exacerbated
by female hormones. Rheumatoid arthritis, for example, is
less frequent in women on oral contraceptive therapy and
often improves during pregnancy (51).

Hormones can affect the function of all cells in the im-
mune system. Estradiol can promote the survival of high-
affinity autoreactive B cells at both the immature and the
transitional stages of development, in part by decreasing
the strength of BCR signaling (49). Some studies sug-
gest that there are polymorphisms of estrogen receptor
α (ERα) that predispose to autoimmunity and some stud-
ies suggest a preferential metabolism of estradiol in au-
toimmune individuals to its more estrogenic metabolites,
but the role of estrogen in systemic autoimmunity remains
controversial (52). Prolactin also has been shown to rescue
autoreactive B cells from negative selection, but prolactin
appears to operate through enhancing the T-cell–mediated
rescue of B cells destined for apoptosis.

Recent data suggest that sex-determined differences
may also contribute to the female predisposition to dis-
ease. The Yaa gene, which accelerates autoimmune dis-
ease in men, is present in a region of the Y chromosome
that represents a translocation of a portion of the X chro-
mosome; this locus contains the gene encoding TLR 7, for
which the natural ligand is RNA (53). Although it is not
yet known whether one TLR7 allele is routinely silenced
in women, a possible implication is that women routinely
express more TLR7, thereby permitting more immune ac-
tivation by microbial or self-RNA. Finally, it is worth re-
membering that the effect of sex hormones may not be
on immune activation, but may in fact be on target-organ
display of autoantigen or target-organ response to the pro-
duction of inflammatory mediators. Thus, the effects of sex
hormones on kidney, joint, muscle, and other targeted or-
gans need to be more fully investigated.

Flares and Remissions

A characteristic of autoimmune diseases is their wax-
ing and waning activity. Most individuals with autoim-
mune disease experience a succession of exacerbations
and remissions; however, some individuals can experience
a chronic, smoldering course of disease, whereas others
can experience a self-limited disease. In systemic lupus
and scleroderma, flares can be accompanied by inflam-
mation and damage in previously unaffected organs. In
RA and myositis, flares can involve previously unaffected
joints or muscles, respectively. Novel autoreactivities may
account for novel organ involvement in some diseases, but

this explanation is inadequate to explain the changes in
affected joints in RA, muscles in myositis, or skin regions
in scleroderma that occur during disease flares. However,
the remission of RA in the joints of a limb that is immobi-
lized, while disease is sustained in a mobile limb, suggests
that activation or injury of resident cells as a result of joint
motion may be required to sustain target-organ inflamma-
tion (54).

Although flares and remissions are typical in autoim-
mune disease, it is still not established whether flares are
secondary to the activation of memory cells or result from
a new wave of activation of naı̈ve cells. It is also not
clear whether the defects in central and peripheral toler-
ance that are permissive for disease are always present, or
whether normal or near-normal immune homeostasis may
characterize periods of remission. Recent studies of sys-
temic lupus suggest the presence of a defect in early B-cell
selection and in memory-cell repertoire even in a time of
drug-free clinical remission (32). Finally, the mechanisms
responsible for naturally occurring remissions have not
been identified in systemic autoimmune diseases. Whether
regulatory T cells play a role in these remissions is a ques-
tion of intense current interest.

There are several reasons that such seemingly obvi-
ous and critical questions remain unanswered. First, most
spontaneous animal models of systemic autoimmunity are
characterized by a persistent progression of immune ac-
tivation and tissue injury. Some induced models exhibit
remissions, but rarely do they exhibit subsequent flares.
Thus, the animal models for these diseases have not been
extremely informative regarding fluctuations in disease ac-
tivity. Second, the only routinely available tissue to sam-
ple from patients is blood, and the cells present in blood
may not fully reflect those involved in disease pathogen-
esis. Furthermore, especially, in the case of B cells and
dendritic cells, the number of cells that can be analyzed
may be limiting. Currently, it is also difficult to study dis-
ease in individuals who are not receiving some form of
immunomodulatory therapy. Thus, there are few sponta-
neous remissions available for study in most patient co-
horts.

Genetic Susceptibility

Clinically, it has been known for decades that autoimmune
diseases have a genetic component. Children and siblings
of individuals with an autoimmune disease have an in-
creased risk of developing that disease. Concordance rates
for autoimmune diseases are approximately 5% in dizy-
gotic twins and approximately 30% in monozygotic twins
(55). It is also clear that different autoimmune diseases
may be present within a single family and that an indi-
vidual may exhibit more than one autoimmune disease.
These observations led to the recognition that these dis-
eases share susceptibility genes even before those genes
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were identified. Now it is clear from genetic studies that
several genes, CTLA-4, PTPN22, and CARD15 (NOD-2), for
example, predispose to more than one autoimmune dis-
ease (3).

Monogenic Diseases
Although there is a genetic component to essentially ev-

ery autoimmune disease, only a few diseases appear to be
monogenic. The human disease, APECED, a disease of in-
flammation in multiple endocrine organs, results from a
deletion of the AIRE gene (56). The AIRE gene encodes
a molecule that causes tissue-specific proteins to be ex-
pressed in medullary epithelial cells in the thymus. The
consequence of this ectopic protein expression is the dele-
tion of many developing thymocytes with specificity for
peptides from tissue-specific proteins (57). In hosts with
a deletion of the AIRE gene, autoreactive thymocytes de-
velop to immunocompetence and initiate an immune at-
tack primarily on endocrine organs. It is clear from both
murine and human studies that even in this disease, phe-
notypic features of disease are determined by genetic back-
ground (58). It is also clear that regulatory T cells develop
normally in AIRE-deficient mice (59), thus suggesting that
regulatory T-cell function is insufficient for the prevention
of autoimmune disease when there is a significant failure
of central T-cell tolerance.

IPEX, immune dysregulation, polyendocrinopathy, en-
teropathy, X-linked, is caused by a mutation in the gene
encoding Foxp3, a forkhead transcription factor that is
critical for function of regulatory T cells. Infants with this
disease develop diarrhea, diabetes, hypothyroidism, cy-
topenias, and an eczema that is apparently related to high
IgE levels, although predisposing allergens have not been
identified (60). The antigenic specificities of the overexu-
berant T-effector cells have not yet been determined. Just
as the antigenic specificities of autoreactive T cells in pa-
tients with APECED will identify autoantigens for which
there is central tolerance, the identification of the antigenic
specificities of autoreactive T cells in IPEX may provide in-
sight into autospecificities that are routinely regulated in
the periphery by regulatory cells.

Deficiency of the gene encoding either Fas or Fas li-
gand also leads to a systemic autoimmune disease. The
Fas protein interacts with Fas ligand to mediate activation-
induced cell death in a number of cell lineages within
the immune system. In mice, Fas or Fas ligand deficiency
confers features of systemic lupus, with production of
antinuclear antibodies and glomerulonephritis. In con-
trast, Fas deficiency in humans causes a disease called
autoimmune lymphoproliferative syndrome (ALPS), char-
acterized by generalized lymphadenopathy and hyper-
gammaglobulinemia. In general, these patients produce
antibodies to red blood cells or platelets, resulting in
anemia or thrombocytopenia, respectively (61). Interest-

ingly, there is an increased incidence of malignancy in
these patients, suggesting that a common mechanism of
immune dysregulation may be responsible for both au-
toimmunity and malignancy. However, not all individuals
with deficient Fas expression have a disease phenotype;
thus, other genes modulate the phenotypic expression of
Fas deficiency (62).

Recently, it has been appreciated that mutations in the
gene encoding TACI, a receptor for BAFF and APRIL, can
lead to both immunodeficiency and the subsequent de-
velopment of autoantibodies (63). Mice deficient in TACI
similarly develop antinuclear antibodies and a lupos-like
glomerulonephritis that appears to reflect a release from
TACI-mediated B-cell apoptosis and inhibition of B-cell ac-
tivation, and perhaps a loss of protective IgM autoantibod-
ies (63).

Polygenic Diseases
Most autoimmune diseases are multigenic, with three

or more genetic loci involved in disease expression. Each
locus represents a chromosomal region that has been
mapped by linkage analysis with a particular disease phe-
notype. It is now becoming clear that a susceptibility locus
may identify not merely a susceptibility gene but rather a
susceptibility haplotype, as each locus often includes more
than one susceptibility gene. This is perhaps best exem-
plified in the genetic dissection of the NZM 2410 lupus-
prone mouse, in which three susceptibility loci were ini-
tially described. Subsequent analysis has shown that there
are multiple genes within each locus that contribute to
disease susceptibility. For example, within the SLE 1 lo-
cus on chromosome 1, genes encoding Fc receptors, the
complement receptor CR2, and Ly108, the SLAM family
member, have all been implicated in disease pathogene-
sis (64). The analysis of this mouse strain also exemplifies
another general principle: There are resistance loci that
prevent autoimmunity as well as susceptibility loci that
facilitate autoimmunity (64). Thus, an individual’s genetic
risk is the summation of susceptibility and resistance loci.
Yet another principle is embedded within this observation.
In general, each susceptibility gene or locus is compatible
with normal immune homeostasis. Only when a number
of susceptibility loci coexist is normal self-tolerance abro-
gated. Thus, it may be possible to develop the same disease
phenotype from entirely distinct combinations of suscep-
tibility loci. Indeed, it is increasingly clear that the critical
susceptibility loci may differ in ethnically or racially differ-
ent populations. This is perhaps most apparent in RA. In
Caucasians and Asians, homozygosity of a DR4 allele with
a sequence termed the “shared epitope” (Q/R/D R/K RAA
at positions 70 to 74 of HLADRβ1) increases the risk of
developing disease from 1 in 100 to 1 in 7 (65); however, in
individuals of African descent with RA, the shared epitope
is rarely present (66).
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Multiple Immune Pathways Contribute
to the Genetic Risk for Systemic
Autoimmunity

Most genes associated with systemic autoimmunity have
been identified in studies of patients with lupus or rheuma-
toid arthritis. Much less is understood of genetic risk for
other systemic autoimmune diseases. It may be helpful to
identify four areas of immune cell function that have been
genetically implicated in the induction of autoimmunity
(a) lymphocyte selection and antigen-receptor signaling,
(b) lymphocyte activation and costimulatory molecules,
(c) lymphocyte survival and pro- and antiapoptotic path-
ways, and (d) antigen accessibility.

Lymphocyte Selection

HLA haplotype represents a susceptibility factor in almost
all autoimmune diseases. As stated earlier, in rheumatoid
arthritis, particular alleles of DR4 represent a strong sus-
ceptibility factor only in some populations, yet patients of
all ethnic and racial backgrounds respond equally well to
current treatment modalities, suggesting a similar patho-
genetic mechanism to this disease even in individuals who
differ in MHC haplotype

In SLE, class II alleles do not determine disease predis-
position so much as autoantibody specificity, with anti-Ro
antibodies occurring in DR3 individuals and anti-DNA an-
tibodies in DR2 individuals (67). Interestingly, and in con-
trast to the response to therapy in rheumatoid arthritis,
there are some recent data suggesting that patients who
differ with respect to these antigenic specificities also dif-
fer with respect to response to B-cell ablation therapy (68).
While most autoimmune diseases are associated with par-
ticular class II alleles, some are associated with class I al-
leles. Ankylosing spondylitis and reactive arthritis are as-
sociated with HLA B27, and to a lesser degree, B7 (67).

It has long been assumed that the HLA association re-
flects the importance of HLA molecules in determining T-
cell repertoire, but this has not been proven for any autoim-
mune disease. Many genes besides those encoding class I
and class II molecules reside within the MHC locus and
may contribute to or be responsible for disease suscep-
tibility. For example, genes encoding TNFα and comple-
ment components reside within the MHC locus, and poly-
morphisms or deletions of these genes can predispose to
particular autoimmune diseases (69).

Genes that modulate antigen receptor (TCR or BCR)
signaling are associated with lupus and RA in murine
models and in the human population (48,64). Some of
these genes may alter the threshold for negative selec-
tion and tolerance induction early in lymphocyte develop-
ment, whereas others may alter thresholds for the activa-
tion of immunocompetent lymphocytes. Both decreased
and increased BCR signaling can predispose to autoim-

munity. Although this might seem paradoxical, there is
accumulating evidence that signaling pathways and the
signaling thresholds that govern cell-fate decisions may
differ in immature and mature lymphocytes. Thus, a di-
minished signal during B-cell development will increase
the survival and maturation of autoreactive cells, whereas
an enhanced signal after the achievement of immuno-
competence may increase B-cell activation. Most disease-
susceptibility genes that alter BCR signaling affect the
naı̈ve B-cell repertoire. However, some modulators of BCR
signaling, such as FcRIIB, a downregulator of BCR signal-
ing, appear to affect antigen-activated cells.

Modulators of TCR signaling can also lead to autoreac-
tivity. In mice, deletion of the gene encoding IBP (IRF4-
binding protein), an activator of Rho GTPases, leads to
altered TCR signaling and antinuclear antibody produc-
tion (18). Similarly, deletion of Rasgrp1 leads to a lupus-
like disease in mice (18). Whether these signaling defects
alter T-cell repertoire or thresholds for activation by cross-
reactive antigen or self-antigen is not yet known.

Lymphocyte Activation and Costimulation

Cytokines and costimulatory molecules, including classic
costimulatory pathways and those mediated through en-
gagement of toll-like receptors and cytokines, can alter
lymphocyte selection, resulting in the rescue of immature
autoreactive B cells from negative selection or modulating
thresholds for peripheral activation of lymphocytes. Sev-
eral alterations in costimulatory pathways may be most
important after antigen activation. For example, deletion
of the roquin gene leads to increased inducible costimula-
tor (ICOS) expression on T cells within the germinal cen-
ter reaction and enhanced autoantibody production (70).
CTLA-4 is a molecule involved in downregulation of ac-
tivated T cells and in the initial activation of regulatory T
cells. Deletion of CTLA-4 in mice is associated with a fulmi-
nant inflammatory disease (71). A polymorphism of CTLA-
4 in humans that leads to a decrease in soluble CTLA-4 is
associated with several autoimmune diseases (72). Soluble
CTLA-4 may act as an endogenous inhibitor of CD28-B7
interactions or may induce indoleamine 2,3-deoxygenase
(IDO), an enzyme involved in tryptophan metabolism, re-
sulting in local immunosuppression (73). Similarly, PD-1
is an inhibitory receptor on both T and B cells; polymor-
phisms or deletion of PD-1 may function both in the selec-
tion of the naı̈ve repertoire or after the initial encounter
with antigen (74).

Inappropriate cytokine production may also predis-
pose to autoimmunity. For example, a polymorphism of
osteopontin is associated with autoimmunity in humans
(75). Increased osteopontin protects murine T cells from
activation-induced death and may assist in the inappro-
priate survival of antigen-activated autoreactive T cells. In
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mice, deficiency of TNFα can predispose to the develop-
ment of SLE (76). Similarly, TNFα blockade in humans
has been associated with the development of SLE in a small
percentage of treated patients (77).

Lymphocyte Survival

It is now clear that many genes involved in cell survival
constitute susceptibility factors for autoimmune disease,
most notably, members of the Bcl-2 family. Increased ex-
pression or functional polymorphisms of Bcl-2 can induce
a lupos-like disease (78). Recent data suggest cross-talk be-
tween apoptotic and antigen-receptor pathways. Interest-
ingly, the combined presence of a lupus-susceptibility al-
lele of Bcl-2 and a lupus-susceptibility allele of IL-10 leads
to a 40-fold increased risk of disease (79). Whether the IL-
10 allele cooperates with Bcl-2 to decrease stringency of
negative selection in the immature B-cell compartment or
functions independently of Bcl-2 to alter lymphocyte func-
tion later in disease, or both, is not known.

Antigen

Antigen accessibility or antigen load may influence au-
toimmunity. Murine models clearly demonstrate that an
increase in apoptotic debris or defective clearance of apop-
totic debris results in a lupos-like phenotype (18). Indi-
viduals who are deficient in C1q or DNase demonstrate
impaired clearance of apoptotic material and a predispo-
sition to lupus (80). Whether deficiencies in C2 and C4
contribute to lupus because they also lead to reduced clear-
ance of apoptotic cells or whether they lead to reduced
BCR signaling and a reduced stringency of negative selec-
tion is not known.

Induction of potentially pathogenic autoreactivity is in-
sufficient for autoimmune disease. It is clear that inflam-
matory effector mechanisms must be activated in target or-
gans, because damage to these organs is usually the result
of infiltration by inflammatory cells and release of soluble
inflammatory mediators. Thus, genes that govern cell traf-
ficking help modulate the inflammatory response in target
organs. In addition, target organs must be vulnerable to au-
toimmune attack. This vulnerability may be genetically de-
termined, as in rodent models of rheumatic carditis, tubu-
lar nephritis, and lupos-like glomerulonephritis, but it can
also be altered by nongenetic or environmental factors.

Other Genes of Clinical Significance

There are some genes that are known to be involved in
predisposition to autoimmune disease, with an as-yet-
undetermined effect on either immune activation or target-
organ vulnerability. Estrogen-receptor α alleles associate
with both lupus and RA (81). Paradoxically, the effect of es-
trogen on these two diseases, while still a matter of some

uncertainty, seems to be contradictory. Exogenous estro-
gen appears to increase risk and exacerbate lupus in at
least some individuals, while it protects against RA (82).
Polymorphisms of the vitamin D receptor and the hydrox-
ylase gene involved in vitamin D metabolism have been
implicated as risk factors in several autoimmune diseases.
Vitamin D helps maintain dendritic cells in a tolerogenic
state, facilitating peripheral tolerance mechanisms. Thus,
adequate vitamin D levels may be important in the proper
presentation of self-antigen and immune homeostasis, and
several studies now suggest that vitamin D deficiency may
predispose to both organ-specific and systemic autoimmu-
nity (83).

Antigens in Systemic Autoimmune Disease

B-Cell Antigens

The major evidence for a role for antigen in spontaneous
autoimmunity is the observation that increasing antigen
exposure in animal models leads to increased B-cell au-
toreactivity.

Self-antigen
The frequent observation that autoimmune disease may

be triggered or exacerbated by exposure to UV light sug-
gests that self-antigen can drive autoimmunity, because UV
light clearly induces cell death and alters vascular perme-
ability, thus exposing cells of the immune system to an ar-
ray of tissue antigens (84). This observation is entirely con-
sistent with the fact that a lupos-like phenotype develops
in many murine models characterized by an increase in
apoptotic debris, most commonly consequent to impaired
clearance. Furthermore, administration of apoptotic cells
to certain mouse strains results in the production of antin-
uclear antibodies (85). Interestingly, many autoantibodies
bind to neoantigenic determinants that are exposed on
molecules following cleavage by granzyme B, a protease
present in cytolytic T cells (86). The implication is that the
immune system is tolerant to the peptides derived from
self-proteins that are generated by caspase cleavage but
not to the peptides generated by granzyme cleavage. A fur-
ther implication is a potential viral etiology to autoimmune
disease, as cytolytic T cells are activated in response to vi-
ral infection. Both autoantibodies and autoreactive B cells
may then lead to epitope spreading and drive pathogenic
inflammation independent of the initial viral insult. Thus,
viral infection may initiate autoimmunity but may not be
required to perpetuate disease. This suggestion is consis-
tent with the clinical observation that new autoantibody
specificities arise over time in individuals with an existing
autoimmune disease or progressing toward autoimmune
disease (50). As autoreactive B cells become activated,
they may present novel (cryptic) peptides of autoantigen
to T cells (87). Because these peptides are not routinely
presented on thymic dendritic cells, thymic epithelial cells,
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or peripheral dendritic cells, there may have been no dele-
tions of T cells specific for these self-peptides.

Although genetic differences can modulate antigen
load, environmental influences can also affect exposure to
autoantigen. UV light induces cellular apoptosis. Smok-
ing increases the citrullination of proteins in the respira-
tory epithelium; smoking is a known risk factor for RA, a
disease in which antibodies to citrullinated peptides are
both diagnostic and pathogenic. The recent recognition
of the pathogenicity of antibodies to citrullinated proteins
in RA has led to studies showing that mice unable to re-
verse the citrullination of proteins develop autoimmunity
(88). Studies in a murine model for induction of RF have
shown that activation of autoreactive B cells requires an
adequate exposure to autoantigen. Similarly, administer-
ing the Sm antigen, a targeted autoantigen in lupus, to au-
toimmune mice increases titers of anti-Sm antibody (89).
Furthermore, certain immune complexes, such as those
containing DNA, RNA, phospholipids, or other ligands for
pattern recognition and Toll-like receptors, once formed,
can activate dendritic cells and can create a proinflam-
matory milieu that promotes and perpetuates autoreactiv-
ity by converting tolerogenic into immunogenic dendritic
cells (90).

Just as apoptotic cells can provide a source of targeted
autoantigen in systemic autoimmune diseases, so can the
regenerating cells in damaged tissues, which have been
shown in some diseases, most notably myositis, to express
high levels of targeted autoantigens (91). Thus, the very
process of repair of tissue injury may fuel established au-
toimmunity. In organ-specific autoimmune disease, the re-
moval of the autoantigen can lead to the diminution in
number and activation of autoreactive lymphocytes (92);
in systemic autoimmune diseases, the targeted autoanti-
gens tend to be ubiquitous, precluding their removal.

Idiotype Networks
Several models suggest that idiotype–anti-idiotype net-

works can drive B-cell autoreactivity. This phenomenon
has been demonstrated in murine models for the induc-
tion of anti-DNA and anti-cardiolipin antibodies (93). Al-
though anti-idiotypes to autoantibodies have been found
in patients with autoimmune disease, their role in either
the induction or the regulation of autoreactivity remains
speculative.

Microbial Antigen
Molecular mimicry may operate to permit foreign anti-

gen to initiate autoimmune responses. Autoantibodies
have frequently been shown to cross-react with microbial
antigen. Some of the more intriguing instances of molec-
ular mimicry are the cross-reactivity of anti-DNA antibod-
ies with bacterial antigens and with the EBNA protein of
Epstein–Barr virus (EBV) (94). In lupus, there are reports
of high titers of antibody to EBV, consistent with, but not

proof of, the hypothesis that EBV may be a causative agent
(95). It is also possible that microbial antigens trigger T-cell
dependent B-cell responses, with the consequent somatic
hypermutation of immunoglobulin-variable region genes
leading to the acquisition of autoreactivity. Clearly, so-
matic mutation in B cells responding to non–self-antigens
can generate autoreactivity. Interestingly, the experimen-
tal back-mutation of a very few anti-DNA antibodies de-
rived from lupus patients to their germline configuration
has demonstrated an apparent lack of autoreactivity in the
precursor B cells (96). This observation is consistent with
the argument that pathogenic autoantibodies may be gen-
erated in response to microbial antigen. Furthermore, this
hypothesis is consistent with the observation that the so-
matically mutated V-region genes that encode pathogenic
autoantibodies are distinct from those that encode natural
autoantibodies.

It is interesting to speculate that the mild immuno-
deficiency that accompanies many systemic autoimmune
diseases permits more prolonged microbial infections, fu-
eling the production of autoantibodies. Because autoan-
tibodies induced perhaps by molecular mimicry, perhaps
by exposure of usually sequestered self-antigen to B or T
cells, or perhaps as a result of bystander B-cell activation,
are normally generated in the course of a response to any
microbial antigen, it is important to determine when such
a response is aberrant and may lead to autoimmune dis-
ease. Persistence of autoantibody production is clearly ab-
normal. Usually, autoantibody titers in nonautoimmune
individuals decrease as microbial antigen is eradicated.
Epitope spreading is a critical phenomenon in protective
immunity, but epitope spreading to autoantigens is not
present in the routine autoreactivity seen in response to in-
fectious agents. In autoimmune disease, epitope spreading
to an increased number of autoantigenic epitopes occurs,
leading ultimately to an expansion in the number of tar-
geted autoantigens (97). Both retrospective and prospec-
tive studies now show that there is a slow but steady
increase in the number of self-antigens bound by autoanti-
bodies in individuals with clinical disease (50). Indeed, the
progression from autoreactivity to autoimmune disease
may take several years. Whether this progressive increase
is necessary because a particular pathogenic autoantibody
must arise, or because multiple autospecificities are neces-
sary for adequate recruitment of inflammatory cells by im-
mune complexes, or because multiple autoreactive B cells
are needed to present cryptic peptides of self-antigens to T
cells and provide a diverse autoreactive T-cell response is
not known.

T-Cell Antigens

T-cell autoreactivity in systemic autoimmune disease is
harder to identify than B-cell autoreactivity. In systemic lu-
pus, T cells to histone epitopes have been identified in both
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mice and humans (98). T cells infiltrate muscle tissue in
polymyositis and dermatomyositis, joints in RA, and sali-
vary glands in Sjogren syndrome, but their target antigens
have not been determined. Often the T cells in systemic
autoimmune disease appear to recognize posttranslational
modulations of self-proteins (88,99). For example, T cells
in rodent models of RA induced by collagen immunization
recognize glycosylated collagen (100). T cells in murine
models of SLE recognize iso-aspartyl–modified peptides;
mice deficient in the protein L-isoaspartate O-methyl
transferase, which cannot repair isoaspartyl modifica-
tions, develop antinuclear antibodies and glomeruloneph-
ritis (101). Whatever the important antigenic specificities,
T cells are critical effectors in these diseases, because pre-
venting their function ameliorates disease. Furthermore,
the antibodies present in these diseases have features char-
acteristic of T-cell–dependent responses, including heavy-
chain class switching and somatic mutation. In RA and
Sjogren syndrome, ectopic germinal centers can some-
times be seen in target organs (102). It is highly probable
that multiple autoantigens are targeted, as the T-cell-
receptor repertoire of organ-infiltrating T cells is polyclo-
nal (102), and in murine models, a diverse T-cell reper-
toire is needed for the development of lupus nephritis
(103).

Environmental Antigens

In additional to microbial antigens, drugs or antigens in
the environment are potential triggers of disease. Drug-
induced lupus can occur following exposure to hydrala-
zine, procainamide, chlorpromazine, diphenylhydantoin,
and other agents (104). It is not clear if any of these
drugs binds to self-antigen to generate a neoantigen. Some
clearly cause hypomethylation of DNA, leading to in-
creased expression of adhesion molecules on T cells and
a lower threshold for T-cell activation. When this occurs,
even non-autoreactive T cells can activate autoreactive B
cells. Although procainamide has been demonstrated to
alter T-cell selection in the thymus in mice (105), it is un-
likely that this is a major mechanism for disease induction
in humans, as thymic maturation of new T cells is minimal
in most individuals receiving these drugs and developing
lupuslike autoreactivity.

Mercuric chloride induces a lupuslike phenotype with
antinuclear antibodies and nephritis (106). Scleroderma,
in particular, has been linked to toxin exposure (107).
Polyvinylchloride, L-tryptophan, rapeseed oil, gadolinium,
and bleomycin have all been associated with the devel-
opment of a progressive fibrosis; all but gadolinium- and
bleomycin-induced disease are characterized by the pres-
ence of many eosinophils in lesional tissue. The presence
of eosinophils may be a unique feature of exposure to an
external agent, as these cells are not routinely present in
primary scleroderma.

Much controversy surrounds the potential role of silica
as a trigger for autoimmune disease. It has been linked to
both systemic lupus and scleroderma. Recent epidemio-
logic studies have suggested that silica exposure may be a
surrogate marker for exposure to bacterial lipopolysaccha-
ride (LPS), as both these exposures occur primarily in indi-
viduals who work in proximity to the soil (108). In animal
models, repeated exposure to LPS can induce lupuslike au-
toreactivity but has not been shown to induce a scleroder-
malike phenotype (109). At one time there was a concern
that silicon breast implants might precipitate autoimmune
disease in women, but a number of impartial reviews of the
epidemiologic, clinical, and animal data failed to confirm
an association.

Mechanisms of Tissue Damage

It is important to consider mechanisms of tissue damage in
autoimmune diseases, as these can differ significantly from
mechanisms of immune activation. The clear implication
of this observation is that whereas some therapeutic inter-
ventions may lessen both the inductive and effector phases
of autoimmunity, others may be therapeutic with respect
to one phase, but not both. The concept that the profile
of cytokines and soluble mediators produced by cells in
lymphoid organs may differ from those of cells involved in
tissue inflammation is now well established. This observa-
tion further suggests that it is no longer useful to consider
certain mediators to be strictly proinflammatory or anti-
inflammatory. For example, TNFα protects against the de-
velopment of autoantibodies, but contributes to tissue de-
struction (110). Similarly, TGFβ may limit the inductive
phase of autoimmunity, but it causes fibrosis in tissues,
leading to irreversible damage. IL-10 may also play a dual
role in disease, inhibiting antigen presentation initially
but driving T-cell proliferation, antibody class switching,
and autoantibody production as disease progresses (111).
IFNγ also has been suggested to have dualistic proper-
ties, as an enhanced level of IFNγ following treatment of
MRL/Ipr mice with an agonistic antibody to CD137 is as-
sociated with disease prevention, but is later associated
with augmenting the production of pathogenic autoanti-
bodies and exacerbating tissue injury (112). Recently, it
has become apparent that a newly described subset of ef-
fector T cells, TH17 cells, induced by IL6, IL23, and TGFβ

and producing large amounts of IL-17, is crucial in the
collagen-induced model of RA. TGFβ, paradoxically, is re-
sponsible for induction of both TH17 cells and regulatory
T cells; these T-cell subsets are likely to establish an impor-
tant counterpoint in systemic autoimmune disease. Thus,
it is clear that disease stages include initiation, progres-
sion, and tissue destruction, that the critical pathways for
disease exacerbation or remission can differ in each stage,
and that particular signaling pathways may be operative
in both the activation and the regulation of pathogenic
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autoimmunity. In murine models, the disease is largely
synchronized, but in human disease, all three stages may
exist simultaneously. Studies of therapeutic interventions
in animal models and human disease have shown that it
is possible to prevent tissue damage while immune acti-
vation continues uninterrupted (113), and conversely, one
can perform immunoablation in animals and humans and
tissue damage may continue unabated (114).

Therapeutic Considerations

For many decades, the therapy for systemic autoimmune
disease was based on a strategy of global immunosuppres-
sion. Corticosteroids are cytotoxic to plasma cells (they are
a major component of the therapy for multiple myeloma),
suppress many of the effector mechanisms of inflamma-
tion, and are used in many autoimmune diseases. Interest-
ingly, they may, in fact, exacerbate scleroderma, perhaps
because the disease is characterized more by fibrosis and
less by inflammation. In addition, a number of cytotoxic
agents have been used in all systemic autoimmune dis-
eases. These include cyclophosphamide, azathioprine,
and, more recently, methotrexate and mycophenolate
mofetil. These therapies are designed for use during ma-
jor flares, and are generally continued in lower dose for
maintenance of remission. Recently, a large number of
new therapies have been attempted or are under design.
The reason for the extraordinary increase in interest in de-
signing therapeutics for autoimmune disease reflects, at
least in part, the recognition that these diseases may share
common pathogenetic mechanisms.

A major triumph of rational drug design and im-
munomodulatory therapy has been the success of TNFα

blockade in the treatment of RA. This approach targets
the effector phase of pathogenesis. Both soluble TNFα

receptor and anti-TNFα antibody display equivalent ef-
ficacy in the treatment of RA, even though only anti-
TNFα antibody blocks membrane-bound as well as soluble
TNFα (115) and appears to carry a greater risk of activat-
ing latent tuberculosis and other opportunistic infections
(116).

The experience with TNFα blockade is also a caution-
ary tale. Effector pathways and inductive pathways dif-
fer in autoimmune diseases, and interfering with one may
exacerbate the other. TNFα blockade with either soluble
receptor or with anti-TNFα antibody leads to a 20% fre-
quency of ANA positivity. Of these ANA-positive individu-
als, 10% display anti-DNA antibodies and approximately
1% develop frank lupus (115). The data suggest that with-
drawal of TNFα blockade leads to a loss of anti-DNA anti-
bodies and a return to ANA negativity in almost all cases.
This observation is consistent with the demonstration of
reduced TNFα expression in lupus-prone NZB/W mice and
the demonstration of a therapeutic effect of administra-
tion of exogenous TNFα in this strain (117). The toler-

ance checkpoint(s) that is compromised is not known, and
whether the primary effect is on the T- or B-cell repertoire
remains uncertain.

Two other therapies have recently received U.S. Food
and Drug Administration (FDA) approval for the treatment
of RA and have potential efficacy in other autoimmune dis-
eases as well. These are both designed to target the induc-
tive phase of autoimmunity. CTLA-4Ig blocks T-cell acti-
vation by interfering with the interaction of B7 molecules
on antigen-presenting cells with CD28 on naı̈ve T cells. In
addition, the binding of CTLA-4Ig to B7 induces expres-
sion of IDO in antigen-presenting cells, which degrades
tryptophan, thereby limiting T-cell proliferation (73). This
therapy appears as effective as TNFα blockade in reducing
joint pain and inflammation. There are, as yet, no data on
the incidence of bone erosions or cardiovascular disease
in patients receiving CTLA-4Ig. Inhibition of both the in-
ductive and the effector of the immune system may lead
to unacceptable immunosuppression; the combination of
TNFα blockade and CTLA-4Ig was more immunosuppres-
sive than either agent alone, as evidenced by a higher rate
of infection (118).

Antibody to CD20, rituximab, is a B-cell–depleting agent
that has also recently received FDA approval for the treat-
ment of RA. The success of this therapeutic agent suggests
the importance of B cells as antigen-presenting cells in RA.
It is important to state, however, that B-cell depletion may
also work by reducing the titer of pathogenic antibodies.
The clinical studies of rituximab therapy show a nonimme-
diate reduction in titer of IgG RF and antibodies to citruli-
nated cyclic peptides (anti-CCP antibodies, another anti-
body specific to patients with RA), but no change in titer of
IgM RF (119). Different antibody specificities respond dif-
ferently to B-cell depletion, almost certainly depending on
the B-cell subset responsible for antibody production. In
general, a decrease in IgG autoantibodies in the systemic
autoimmune diseases is more likely to be beneficial than a
decrease in IgM autoantibody titers, as IgG antibodies are
more closely linked to disease pathogenesis. Based on a
strategy of targeting the B cell in autoimmune disease, an-
tibody to BAFF, a B-cell survival factor, is also being tested
in RA and in lupus.

Thus far, no therapeutic agent has been able to in-
duce a long-term drug-free remission, suggesting either
a strong genetic component to disease or the persistence
of pathogenic cells after cessation of therapy. It is highly
likely that different therapeutic agents will be needed to
block the inductive and the effector phases of disease, and
that it will be necessary to treat patients indefinitely with
agents that maintain a clinical remission once the disease
phenotype has become manifest. Most important, effective
therapy may well require targeting more than one pathway
in disease pathogenesis; agents that alone exert a small ef-
fect on disease, may, in combination, demonstrate a very
significant effect.
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SYSTEMIC AUTOIMMUNE DISEASES

The remainder of this chapter will address specific dis-
eases, focusing on human disease, relationships to the pro-
posed concepts of autoimmunity, and supporting evidence
from animal models. Critical aspects of each disease that
are shared or are distinct will be identified.

SYSTEMIC LUPUS ERYTHEMATOSUS

SLE in humans is characterized by antinuclear antibody
production and pathologic findings of inflammation, vas-
culitis, vasculopathy, and immune-complex deposition in
multiple target organs. Susceptibility to SLE is clearly
modulated by ethnicity and gender. Although it affects both
males and females of all age groups, it most commonly
presents in women during their child-bearing years, with
a striking female-to-male ratio of 9:1. This ratio is approx-
imately 3:1 in younger and older populations, supporting
a role for hormonal factors in the induction of disease.
Incidence rates reported during the last 25 years in North
America vary from 2 to 7 per 100,000, with rates in African-
American, Afro-Caribbean, Hispanic, and Asian popula-
tions approximately three times greater than in Caucasian
populations. The worldwide prevalence of lupus ranges
from 17 to 48 per 100,000, but has been reported as high as
207/100,000 in an Afro-Caribbean population in the United
Kingdom. While a precise etiology of SLE is not known,
serendipitous combinations of genetic, hormonal, and en-
vironmental factors are thought to contribute to the loss
of self-tolerance.

Clinical Manifestations

The diversity of disease manifestations and severity in SLE
is quite striking and includes constitutional complaints as
well as the involvement of every organ system. Given the
protean manifestations of disease, the American College
of Rheumatology (ACR) criteria for diagnosis of SLE were
developed for the purpose of allowing comparisons across
studies (Table 41.1) (120). Meeting four of the 11 criteria es-
tablishes disease with approximately 95% certainty. There
are, however, many patients with SLE who display only
two or three criteria; this syndrome is termed incomplete
lupus.

The production of autoantibodies is a unifying feature
for all SLE patients. Antinuclear antibodies (ANAs) are
present in 98% of SLE patients; a positive ANA test is very
sensitive for SLE, although not specific, as ANA positivity
is a feature of 5% to 30% of a healthy population, most
of whom will never develop an autoimmune disease (121).
Individual autoantibody specificities to nuclear and intra-
cellular components, such as double-stranded (ds) DNA
and Sm, are more specific but occur with lower frequency

◗ TABLE 41.1 Classification Based on the Criteria of
the American College of
Rheumatology (ACR) for the Diagnosis
of Systemic Lupus Erythematosusa

ACR criteria 1982 (updated 1997) description

Malar rash Fixed erythema, flat or raised, over the
malar eminences, sparing the nasolabial
folds

Discoid rash Erythematous raised patches with adherent
keratotic scaling and follicular plugging

Photosensitivity Reaction to sunlight, resulting in the
development of or increase in skin rash

Oral ulcers Oral or nasopharyngial ulceration, usually
painless

Arthritis Nonerosive arthritis involving two or more
peripheral joints

Serositis Pleuritis or pericarditis
Renal disorder Proteinuria >0.5 g/day and/or cellular casts
Neurologic disorder Seizures and/or psychosis in the absence of

drug toxicity or metabolic disturbances
Hematologic disorder Hemolytic anemia, leukopenia,

lymphopenia, or thrombocytopenia
ANA Positive test for antinuclear antibodies in

the absence of drugs known to induce it
Immunologic disorder Elevated serum antibody titers to dsDNA,

Sm, phospholipids, or false positive VDRL

aThese criteria were developed for the purpose of allowing comparison of
patients from different centers enrolled in clinical studies. Patients
meeting at least four of the 11 criteria may be diagnosed with 95%
certainty, but individual patients with systemic lupus erythematosus may
exhit fewer than four criteria.

(Table 41.2). Most autoantibody levels do not correlate
with disease activity; antibodies to dsDNA, in contrast, of-
ten rise in flare and subside in remission. Individual au-
toantibodies have been shown to associate with specific
disease manifestations. These associations include anti-
dsDNA antibodies with lupus nephritis, anti-Ro antibodies

◗ TABLE 41.2 Autoantibodies in Systemic Lupus
Erythematosus (SLE)

Frequency
(% positive

Autoantibody at any time) Clinical Association

Anti-dsDNA 50–70 Nephritis
Anti-Sm 5–30 Pathognomonic for SLE
Anti-SSA/Ro
Anti-SSB/La

40–50
10–15

Dry eyes and mouth, SCLE,
neonatal lupus, cytopenias,
photosensitivity

Anti-RNP 40–60 MCTD, myositis, Raynauds
Anti-NMDAR 40–50 Cognitive dysfunction,

depression
Antiphospholipid 15–50 Thrombosis, pregnancy loss,

cutaneous ulcers
Anti-ribosomal P 10–20 Psychosis, depression

SCLE, subacute cutaneous lupus; MCTD, mixed connective tissue disease
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with SICCA syndrome (dry eyes and dry mouth) as well as
subacute cutaneous lupus and neonatal lupus, anti-RNP
antibodies with Raynaud phenomenon, arthritis, myositis,
and lung disease (122), and anti-NMDA receptor antibod-
ies with depression and possibly cognitive impairment in
SLE (123,124). The recent finding that autoantibodies may
precede the clinical diagnosis of SLE by many years sug-
gests that progression to pathologic autoimmunity in SLE
need not be an acute process (50). Increases in autoanti-
body titer and antigenic diversity up to the time of diag-
nosis suggest that pathologic autoimmunity evolves over
time and that the inductive phase may precede the effector
phase of disease by many years. Whether a tissue-specific
trigger is needed to initiate target-organ inflammation is
not known but is highly probable.

Pathogenesis and Genetic Susceptibility

Familial disease clustering and a higher disease concor-
dance in monozygotic than dizygotic twins support an
underlying genetic susceptibility. Increasingly, it is recog-
nized that multiple genetic polymorphisms and specific
HLA haplotypes contribute to disease susceptibility. Most
SLE-associated alleles are present in healthy individuals
in the population. The presence of a single SLE-associated
allele is insufficient to cause disease; generation of a lu-
puslike phenotype requires the presence of combinations
of several SLE-associated alleles. Many SLE-associated al-
leles have also been implicated in other autoimmune dis-
eases (e.g., CTLA-4 polymorphisms associated with Graves
disease and type 1 diabetes, PTPN22 polymorphisms asso-
ciated with RA and type 1 diabetes), suggesting that spe-
cific patterns of autoimmunity are determined by particu-
lar combinations of autoimmune-associated alleles, some
of which govern target vulnerability, and environmental
stimuli (3). The evidence for a common set of suscepti-
bility genes in multiple autoimmune diseases also helps
to explain familial clustering of diverse autoimmune dis-
eases.

At least eight genetic loci with significant linkage to SLE
have been identified (Table 41.3) (125). Associations be-
tween HLA alleles and specific autoantibodies appear to
be modulated by ethnicity (Table 41.4). Presumed suscep-
tibility genes from human studies in SLE include those
affecting selection and survival of B cells, T-lymphocyte
activation and survival, cytokine production, antigen pre-
sentation, and clearance of apoptotic debris (126).

Failure of B-Cell Tolerance

Recent analyses of antibodies cloned from circulating B
cells in SLE patients demonstrate a failure to establish
self-tolerance during B-cell development and are consis-
tent with an intrinsic B-cell defect at this stage of differ-
entiation (127). Repertoire analyses of antibodies cloned

◗ TABLE 41.3 Chromosomal Regions with
Confirmed Linkage to Systemic Lupus
Erythematosus

Cytogenic Locus Candidate
Chromosome Location Name Genes

1 1q23 CRP
Fcγ RIIa
Fcγ RIIb
Fcγ RIIIa

1 1q25-31
1 1q41-42 SLEB1 PARP

TLR5
2 2q35-37 SLEB2 PDCD1
4 4p16-15.2 SLEB3
6 6p11-21 MHC II : DRB1

TNFα
C2, C4

12 12q24 SLEB4
16 16q12 NOD2

OAZ

CRP, C-reactive protein; Fcγ R, IgG Fc gamma receptor; PARP,
poly(ADP-ribose) polymerase; TLR5, Toll-like receptor 5; PDCD1,
programmed cell death 1; MHC, major histocompatibility complex;
TNF, tumor necrosis factor; NOD2, nucleotide oligomerization domain 2;
OAZ, OLF1/EBF-associated zinc finger protein.

from B cells derived from bone marrow and peripheral
blood of healthy donors provide evidence for both a cen-
tral tolerance checkpoint in the bone marrow and a sec-
ond peripheral checkpoint, as evidenced by a decrease
in the frequency of autoreactive antibodies from 75% in
the bone marrow to 20% in the circulating naı̈ve com-
partment (128). The low-affinity, self-reactive, polyclonal
IgM antibodies produced by circulating mature naı̈ve B
cells in healthy individuals are thought to facilitate clear-
ance of apoptotic cells, thereby decreasing the develop-
ment of a potentially pathogenic T- and B-cell response to
self-antigen (129). Virtually none of these antibodies binds
dsDNA. Although the checkpoint between immature B
cells in the bone marrow and newly emigrated cells in
blood appears to be intact in the small number of SLE
patients studied, the mature naı̈ve B-cell compartment in

◗ TABLE 41.4 MHC Class II Autoantibody
Associations in Systemic Lupus
Erythematosus

HLA- HLA- HLA- Ethnic
Autoantibody DRB1 DQA1 DQB1 Association

Anti-Sm ∗0602 Caucasian,
∗0601 African-American

Anti-Ro ∗0301 ∗0501 ∗0201 Caucasian
∗0803 ∗0103 ∗0601 Japanese

Anti-RNP ∗04 ∗0302 Caucasian
∗0101 ∗0501 African-American
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SLE is enriched for autoreactive clones (40% to 50% in
SLE, 20% in controls). Mechanisms responsible for this
implied failure of the peripheral checkpoint have not been
clearly elucidated.

Because signaling through the BCR is a primary mech-
anism for triggering deletion, anergy, or receptor editing,
abnormal BCR signaling is likely to play a role in the
breakdown of tolerance (130). As discussed previously,
both decreased and increased signaling through the BCR
may predispose to an increased risk of autoantibody pro-
duction. Mouse models support a paradigm of decreased
BCR signaling leading to laxity in B-cell negative selec-
tion, increased autoreactivity in the naı̈ve B-cell popula-
tion, and increased risk of autoantibody production. Al-
though the enhanced autoreactivity of the naı̈ve repertoire
appears to be a permissive substrate for the development
of SLE, back-mutation of two mutated anti-DNA antibod-
ies to their germline-encoded precursors demonstrates a
lack of autospecificity in the original antibody.

Circulating mature B cells from SLE patients demon-
strate a heightened response to BCR crosslinking, demon-
strated by increased levels of intracellular calcium and in-
creased tyrosine phosphorylation. Several mechanisms for
enhanced BCR signaling in mature B cells have been iden-
tified. Lyn is an intracellular protein tyrosine kinase that
can diminish BCR signaling through phosphorylation of
CD22, FcRIIb, and other ITIM-containing inhibitory re-
ceptors (131). Studies of SLE patients show that Lyn ex-
pression may be decreased by 50% or more in resting and
activated B cells, with a positive correlation between re-
duced levels of Lyn and the production of anti-DNA anti-
bodies (132). FcRIIb is an inhibitory receptor that down-
regulates the BCR when both receptors are co-ligated.
Increased intracellular Ca2+ flux noted in SLE B cells may
be due to defective upregulation of FcRIIb on memory B
cells (133), decreased availability of the intracellular SHIP
protein that is part of the FcRIIb signaling cascade (134),
or an FcRIIb polymorphism (Ile 232 Thr) that prevents
partitioning of the receptor into lipid rafts (135), where it
must reside to associate with the BCR.

In addition, costimulatory molecules and cytokines
whose expression is dysregulated in SLE can rescue au-
toreactive B cells from BCR-mediated deletion. Expres-
sion of some of these molecules, for example, BAFF, CD40,
CD40L, IL-10, correlates with disease activity and in-
creased anti-DNA antibody titers (136). BAFF, in particu-
lar, is implicated in the pathogenesis of SLE, because mice
that overexpress BAFF have a lupuslike disease, NZB/NZW
and MRL-lpr mice have elevated levels of BAFF, and treat-
ment with anti-BLyS antibody ameliorates progression
of disease in these lupus-prone mice (137). The elevated
serum levels of BAFF reported in SLE patients may be sec-
ondary to the lymphopenia often seen in SLE or may re-
sult from exposure of plasmacytoid dendritic cells to DNA
or RNA containing immune complexes (138). Marginal-
zone B cells in mice (IgM memory cells in humans) are

easily stimulated by BAFF to exhibit enhanced function
as antigen-presenting cells, potentially activating autore-
active T cells (139).

The presence of extensive somatic mutation seen in au-
toantibodies derived from SLE patients strongly supports
germinal-center maturation of pathogenic, autoreactive B
cells. Somatic hypermutation with random point muta-
tions gives rise to self-reactive clones at high frequency,
but in nonautoimmune individuals these rarely exit from
the germinal center. In SLE, checkpoints at the germinal-
center response have been studied through an analysis
of antibodies expressing the 9G4 idiotype, which is en-
coded by the VH 4.34 heavy-chain variable-region gene
(129). These antibodies bind N-acetyl-lactosamine (NAL)
determinants on blood-group antigens, gangliosides, gas-
trointestinal mucins, glycolipids, and CD45 on B lympho-
cytes. Though virtually undetectable in normal sera, 9G4
IgM antibody titers are greatly increased in response to
mycoplasma, Epstein–Barr virus, and cytomegalovirus in-
fections. 9G4 B cells constitute 5% to 10% of the naı̈ve
and IgM memory B-cell populations in healthy donors;
they are, however, excluded from IgG memory B-cell and
plasma-cell compartments and are not seen within normal
tonsillar germinal centers, suggesting the presence of a tol-
erance checkpoint at germinal-center entry. Evaluation of
lymphoid tissue from tonsillar biopsies and spleens of SLE
patients reveals that the frequency of germinal-center 9G4
B cells is 15% to 20%, thereby identifying another failed
tolerance checkpoint in SLE (21). The suggestion that tran-
sition to the IgM+ memory B-cell compartment is another
checkpoint for selection against autoreactive cells is sup-
ported by data showing a decrease in frequency of autore-
active IgM+ memory B cells to 2% from 20% in the mature
naı̈ve B-cell population in healthy individuals; whether this
checkpoint is abrogated in SLE is not yet determined (140).

These data are consistent with data from murine stud-
ies identifying multiple tolerance checkpoints during B-
cell development and activation. B-cell autonomous prop-
erties can alter these checkpoints, as can interactions with
other cell types or soluble mediators. The loss of B-cell tol-
erance in SLE is critical to the initiation of target-organ
injury but also has implications beyond autoantibody for-
mation. B cells are essential for antigen presentation and
cytokine production (141). B cells with self-reactive speci-
ficity are likely to present self-peptides to autoreactive
T cells (141); this pathway provides a rationale for B-cell
depletion therapy even in autoimmune diseases in which
T cells are the critical effectors (142).

Lymphocyte Activation

The presence of class-switched, high-affinity, somatically
mutated autoantibodies in SLE patients suggests that cog-
nate B-cell/T-cell interactions and antigen-specific T-cell
activation have occurred. Specific HLA DR haplotypes
(DR2, DR3) have been associated with a two- to threefold
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increased susceptibility for SLE and with particular au-
toantibody specificities, consistent with the model of an
antigen-driven process involving antigen-specific T-cell ac-
tivation.

By providing help to autoreactive B cells, T cells in lu-
pus contribute to the abrogation of self-tolerance. Lupus
T cells display increased expression of activation markers.
Some studies show that stimulation of the TCR on SLE T
cells leads to an abnormally high increase in intracellular
Catt. This appears to be a consequence of a decreased asso-
ciation of the ζ chain and an increased association of the
γ chain of the Fc receptor with the TCR (143). Although
there is a heightened Catt influx after TCR stimulation, IL
2 production is decreased. Lupus T cells display increased
expression of Crem α, which is perhaps responsible for the
reduced IL-2 production, and for their decreased suscep-
tibility to activation-induced cell death (AICD) (144).

Several polymorphisms of genes involved in T-cell reg-
ulation have been reported in SLE. The protein tyrosine
phosphatase N22 (PTPN22) contributes to the downreg-
ulation of T-cell–receptor activation. Polymorphisms in
PTPN22 associated with overexuberant T-cell activation
have been reported in Caucasian and Spanish SLE popu-
lations (145). A polymorphism of the gene encoding PD-1,
a receptor in the TNF superfamily that has an ITIM motif
in its cytoplasmic tail and is involved in downregulation
of activated T and B cells, has been associated with SLE
susceptibility in Mexican and European populations (146).

Self-tolerance is maintained, in part, by the suppressive
actions of regulatory T cells (Treg). CD4+CD25+ Treg sup-
press proliferation and effector functions of CD4+CD25−

T cells. Studies of Treg in patients with SLE have demon-
strated reduced numbers of peripheral CD4+CD25+ cells
in patients with active disease (147). The basis for this has
not yet been ascertained, but IL 2 is critically important for
maintenance and survival of Treg cells; decreased expres-
sion may contribute to the abnormalities in Treg function
noted in SLE (147).

The Innate Immune Response

It has become increasingly apparent that upregulation of
the type I interferon pathways plays an important role in
the pathogenesis of SLE (148). Elevated levels of IFNα,
correlating with disease activity, severity, and titers of anti-
DNA antibodies, were originally reported three decades
ago. Causality was demonstrated in the 1990s with the use
of recombinant IFNα for treatment of hepatitis C and the
subsequent reports of IFNα-induced autoantibody produc-
tion and the development of a lupuslike syndrome. Several
studies have demonstrated the upregulation of a set of IFN-
inducible genes in the peripheral blood mononuclear cells
of SLE patients (148). The expression of this “interferon
signature” has been shown to correlate with disease activ-
ity and with the presence of antibodies to RNA containing
antigens.

Plasmacytoid dendritic cells have been identified as the
major producers of IFNα. These cells are identified by sur-
face expression of blood dendritic cell antigens (BDCA)
2 and 4 and CD123 and intracellular expression of both
TLR7 and TLR9. SLE serum has been shown to induce
IFNα production in normal peripheral blood mononu-
clear cells in culture; the IFN-inducing factor in SLE
serum is DNA- or RNA-containing immune complexes
(148). Chromatin-containing immune complexes are inter-
nalized by plasmacytoid dendritic cells through binding of
nucleic acid–containing immune complexes to an activat-
ing Fc receptor. After internalization, chromatin is deliv-
ered to TLR9 or TLR7 located in an intracellular lysosomal
compartment. Ligation of TLR9 by DNA or TLR7 by RNA
triggers a signaling cascade resulting in transcription of
several proinflammatory molecules including IFNα, IL-6,
-8, -18, MIP-1α and MIP-1β, RANTES, and BAFF (149).
FcR engagement alone by immune complexes is insuffi-
cient to promote dendritic cell activation and blockade of
TLR7 and 9 with hydroxychloroquine and of TLR9 with in-
hibitory oligonucleotides will abrogate IFNα production.
The proinflammatory effects of IFNα include dendritic cell
activation and promotion of B-cell differentiation and Ig
isotype switching. By promoting dendritic cell matura-
tion, IFNα also increases the potential for activation of au-
toreactive T cells. Polymorphisms in the tyrosine kinase 2
(tyk2) gene have been associated with increased expression
of type I interferon in SLE (150). Recently, a polymorphism
of IRF-5, a transcription factor involved in TLR signaling
pathways that regulates the expression of inflammatory
cytokines including type 1 IFN and IL-6, IL-12, and TNFα,
has been associated with SLE in several patient cohorts (3).
It is important to note, however, that in some of the lupus-
prone mouse models, decreases in type 1 interferon un-
expectedly lead to a worsening of disease, suggesting that
the effect of IFNα on autoimmunity is more complex than
is currently appreciated (151). Whether there are patients
whose disease might also be exacerbated by a reduction in
type 1 interferon is unknown.

The anti-inflammatory effects of IL-10 include dimin-
ished antigen presentation by dendritic cells and decreased
macrophage activation, leading to decreased T-cell acti-
vation overall and a reduced Th1 response. In NZB/W
lupus-prone mice, IL-10 paradoxically increases disease
severity. Correspondingly, treatment of a small number of
lupus patients with anti-IL-10 antibody resulted in clini-
cal improvement (152), and promoter polymorphisms in
the IL-10 gene leading to enhanced production have been
reported to associate with SLE (126).

Tissue Injury

Although the presence of autoantibodies is essential for
a diagnosis of SLE, it is recognized that antibodies are
not responsible for all of the tissue damage and organ
destruction seen in clinical disease. Although specific
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autoantibodies have been identified in affected organs in
SLE patients (anti-dsDNA antibodies in the kidney, anti-
Ro antibodies in skin and fetal heart conducting systems,
anti-NMDA receptor antibodies in brain), autoantibodies
have also been found in nonlesional tissue, demonstrat-
ing that antibody deposition alone is insufficient for in-
flammation and tissue damage. It has become increasingly
apparent that much of the tissue destruction appears to
be cytokine-mediated. IFNγ , IL-Iβ, TNFα, TGFβ, IL-18,
and IL-6 are all expressed at high levels in kidney biopsy
tissue from SLE patients with active glomerulonephritis
(153), and skin biopsies from SLE patients have shown
increased expression of IFNα and IL-6 in lesional sites
(154).

TNFα is a pleiotropic cytokine with well-known proin-
flammatory effects, including T-cell and macrophage ac-
tivation and release of other proinflammatory cytokines
such as IL-1, -6, -18 and IFNγ (153). Although TNFα block-
ade has proved to be enormously successful in RA and
Crohn’s disease, the role of TNFα in SLE is more com-
plex. Low TNFα levels in mice are associated with autoan-
tibody production, and TNFα blockade leads to antinu-
clear antibody production in 20% of treated individuals.
TNFα blockade may be used successfully in active SLE
to modulate effector mechanisms of renal injury, but it
leads to increased titers of anti-DNA and anticardiolipin
autoantibodies. Several polymorphisms for genes encod-
ing TNFα and TNFβ (lymphotoxin-α) have been associ-
ated with SLE; their functional effects are not fully deter-
mined.

Monocyte chemoattractant protein (MCP-1) is a po-
tent chemoattractant for monocytes, memory T cells, and
natural-killer T cells. Expression of this protein is in-
creased in renal tubular cells and glomeruli in lupus
nephritis, and urinary levels of MCP-1 are increased in pa-
tients with active nephritis (155). A functional MCP-1 poly-
morphism resulting in increased production of MCP-1 has
been associated with SLE nephritis (126), providing evi-
dence that there are genetic determinants of target-organ
susceptibility to immune attack.

Antigen Exposure

Reduced uptake of apoptotic cells leads to initiation of
disease in murine models of SLE and has been identified
histopathologically in lymph nodes of lupus patients (156).
Complement components, mannose-binding lectin (MBL),
and C-reactive protein (CRP) are all acute-phase reac-
tant proteins that contribute to the opsonization of apop-
totic debris, thereby facilitating clearance and reducing
the likelihood that apoptotic debris will become immuno-
genic. Homozygous deficiencies of early complement com-
ponents C2, C4, and C1q are rare but confer substantial
risk for SLE (126). Polymorphisms of both MBL and CRP
genes have also been associated with SLE susceptibility;

MBL-susceptibility alleles appear to be more important in
Chinese and Spanish populations than in Northern Euro-
pean populations (126).

Efficient uptake of immune complexes and opsonized
debris is mediated by Fc receptors expressed predomi-
nantly on hematopoietic cells (B cells, neutrophils, macro-
phages, and dendritic cells). FcRI, IIa, IIIa, and IIIb all
contain immunoreceptor tyrosine-based activation mo-
tifs (ITAMs) in their cytoplasmic tails. Crosslinking of
these receptors by IgG immune complexes results in mast-
cell and neutrophil degranulation, phagocytosis, antibody-
dependent cellular cytotoxicity, upregulation of cytokine
gene transcription, and release of inflammatory media-
tors (157). These activating receptors also enhance den-
dritic cell maturation (157). Single-nucleotide substitu-
tions in the activating FcR genes result in molecules with
altered binding to IgG immune complexes. Associations
between the FcRIIA R131H low-affinity allele and disease
susceptibility or nephritis have been reported in Brazil-
ian, Thai, Korean, German, and African-American pop-
ulations (158). FcRIIIA F158V and Fcγ RIIIB NA2/NA2
polymorphisms are reported to associate with disease sus-
ceptibility in Dutch, Korean, Thai, and Caucasian pop-
ulations (158). The recent finding that FcRIIa R131 is
a significant predictor of the efficacy of B-cell deple-
tion in SLE patients treated with anti-CD20 antibody
suggests that identification of FcR polymorphisms may
also be useful in predicting response to some therapeutic
agents.

DNase I is an endonuclease that creates single-stranded
nicks in DNA (159). DNase I–deficient mice develop a lu-
puslike illness characterized by autoantibodies, nephritis,
and early death, and in NZB/W lupus-prone mice, low
serum DNase 1 activity is detectable before the onset of
renal disease. A small number of patients with SLE have
a mutation in DNase 1 leading to low serum DNase ac-
tivity and markedly elevated IgG titers against nucleoso-
mal antigens, including dsDNA. Several studies of lupus
patients have demonstrated low serum DNase 1 activity;
low DNase I activity is not associated with coding-region
polymorphisms, but could potentially be associated with
polymorphisms in noncoding regions that regulate gene
expression. It was initially speculated that reduced DNase
1 activity might reflect a loss of serum DNase through dam-
aged kidneys, but low DNase 1 activity has been detected
even in patients without kidney disease.

Cell Survival

Polymorphisms in Bcl-2, an antiapoptotic molecule that
defines the threshold for cell death and survival, have been
implicated in susceptibility to SLE in Chinese and Mexi-
can populations (160). Importantly, the combination of a
Bcl-2–susceptibility allele and an IL-10–susceptibility al-
lele has been reported to confer a 40-fold increased risk of



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-41 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:29

Systemic Autoimmunity 1309

SLE, buttressing the theory that combinations of suscepti-
bility alleles markedly increase risk. Although SLE patients
do not have mutations leading to Fas or FasL deficiency,
elevated serum levels of soluble Fas have been reported in
SLE, and lymphopenia in SLE has been associated with
increased Fas expression on circulating lymphocytes.

Hormonal Influences

The greater frequency of lupus in women has fueled the hy-
pothesis that sex hormones play a role in disease pathogen-
esis (49). Recently, three randomized, placebo-controlled
trials of the use of estrogen in SLE patients determined the
existence of a subset of patients whose disease is exacer-
bated by hormone. All three studies concluded that exoge-
nous estrogens were well tolerated in patients with stable
disease and lacking in antiphospholipid antibodies, but
mild to moderate flare rates were significantly increased
in postmenopausal women treated with hormone replace-
ment (161–163). The response to estrogen is mediated by
two intracellular receptors, ERα and ERβ, and polymor-
phisms of the ERα gene have been associated with age
of disease onset and disease severity in some human SLE
populations.

Twenty percent of SLE patients are reported to have
elevated prolactin levels; nonetheless, treatment with
bromocriptine, a blocker of prolactin secretion, has dis-
played equivocal benefit. Prolactin receptors are found on
a variety of cells including T and B, and ligation of these
transmembrane receptors results in upregulation of CD40,
CD40L, and Bcl-2, all of which might facilitate the survival
of autoreactive B cells.

New Therapeutic Approaches

For many years, there were few clinical trials on sys-
temic lupus and no new therapeutic options. Therapy
consisted of corticosteroids to decrease immune activa-
tion and inflammation. Azathioprine was recommended
as a steroid-sparing agent, and cyclophosphamide was
given to patients with aggressive disease. Hydroxychloro-
quine was also recommended for most patients and was
thought to decrease antigen presentation by interfering
with phagolysomal fusion; it is now believed to function
by preventing the activation of TLR7 and TLR9 that reside
in a lysosomal compartment, thereby blocking DC activa-
tion by DNA-containing immune complexes.

Recently, many new therapeutic options have been pro-
posed, and many are currently in clinical trial. First, my-
cophenolate mofetil was shown to be as efficacious as
cyclophosphamide in the treatment of acute lupus nephri-
tis. Trials to determine if mycophenolate is as effective as
cyclophosphamide in maintenance of renal remission are
underway. Mycophenolate may have a better toxicity pro-
file, as it does not cause ovarian failure and infertility.

High-dose cyclophosphamide treatment followed by
autologous stem-cell reconstitution has been performed in
lupus patients; a randomized study is now in process. With
increasing interest in the potential role of the B cell as the
antigen-presenting cell for self-antigen, B-cell–depletion
strategies are being explored with antibodies to CD20 and
to CD22. A related approach targets BAFF and its three
receptors (BAFF-R, TACI, and BCMA). An initial study
of anti-BAFF antibody failed to show clinical efficacy, al-
though it did lead to a modest reduction in anti-DNA an-
tibodies.

Costimulatory blockade using an antibody to CD40 lig-
and (CD40L) to prevent the CD40L interaction with CD40
on B cells and antigen-presenting cells was attempted in
lupus patients. The suggestion of clinical efficacy in a
few patients, however, was tempered by an unanticipated
increase in the incidence of thrombotic events. Subse-
quent studies have now shown that human platelets, un-
like murine platelets, also express CD40L. Antagonistic an-
tibodies to CD40 are now under development to attempt
again to target this pathway.

A clinical study of CTLA-4Ig in lupus is currently un-
derway. Interestingly, a therapeutic effect of CTLA-4Ig
on established kidney disease in NZB/W mice is seen
even though autoantibody titers do not decrease; thus,
CTLA-4Ig may have a direct effect on renal pathology.
Engagement of CD28 may be required for expression of
chemokine and chemokine receptors that allow extrava-
sation of activated cells into tissue. CTLA-4Ig may block
this phase of disease pathogenesis or may work directly
on renal cells expressing B7 molecules. Studies of ICOS
blockade are in development, as are studies of agents that
block type I interferon. The murine models show that the
efficacy of these interventions are strain-specific and de-
pend on the mechanism for autoantibody production. It
is highly likely, therefore, that each of these interventions
will be effective in only a subset of patients; identifying
each subset in advance of treatment initiation remains a
challenge.

Most therapies focus on the inductive phase of autoim-
mune disease, however, the therapeutic benefits of uncou-
pling links in the inflammatory cascade and targeting
molecules that mediate end-organ damage are increas-
ingly recognized. A small number of patients with refrac-
tory lupus nephritis have been treated with TNFα blockade
with marked decreases in proteinuria despite an increase
in autoantibody production. TNFα-receptor expression on
renal epithelial cells appears to be crucial for induction
of antibody-mediated glomerulonephritis, although it re-
mains uncertain whether TNFR1 or TNFR2 or both must
be present. Thus, the effect of TNFα blockade on renal
nephritis is likely to be an effect on resident renal cells.

Studies of antigen-specific therapies are in their infancy.
LJP 394 is a multimeric DNA compound that has been
demonstrated to reduce anti-DNA antibody titer and to
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reduce numbers of DNA-reactive B cells in the BXSB
murine lupus model. In clinical trials in lupus patients, it
has been shown to reduce titers of high-affinity anti-DNA
antibodies, but it has a modest effect, if any, on reduction
of renal flares. It may be that LJP394 fails to induce tol-
erance in the proinflammatory milieu of lupus patients, it
may not have been used at an adequate dose, or there may
be too many nephritogenic antibodies in lupus patients
that are not bound by LJP394.

Mouse Models of SLE

Systemic lupus is a disease that has attracted much atten-
tion from immunologists, in part because a very large num-
ber of genetic manipulations in mice give rise to a lupus-
like disease. Indeed, susceptibility loci have been identified
on every murine chromosome, and >30 susceptibility loci
have been reported (18). Initial studies of lupus focused on
spontaneously arising strains that displayed serum titers
of anti-DNA antibodies and glomerulonephritis.

NZB/W Mouse

The NZB/W mouse develops high-affinity anti-DNA an-
tibodies and a proliferative glomerulonephritis. Of in-
terest, female mice develop earlier and more aggressive
disease. The disease is hormonally responsive; estrogen ex-
acerbates disease and androgen protects against disease,
and studies demonstrate a defect in central tolerance, with
high-affinity autoreactive immature B cells maturing to
immunocompetence. The mice are characterized by hy-
perreactivity of naı̈ve B cells with an early spontaneous in-
crease in IgG-producing B cells. The pathogenic anti-DNA
antibodies in this strain are IgG, predominantly IgG2a and
IgG2b, and many display extensive somatic mutation with
some evidence for affinity maturation to DNA, suggest-
ing a requirement for T-cell help and a defect in selec-
tion of germinal-center B cells. A B-cell autonomous defect
has been shown in adoptive transfer studies, but full dis-
ease expression requires the presence of NZB/W T cells as
well.

The genetic analysis of the NZB/W strain has revealed
a locus on chromosome 1 to be critical in autoreactiv-
ity. This same region is a susceptibility locus in the re-
lated NZM2410 strain, and an orthologous region of chro-
mosome 1 in humans is also a lupus-susceptibility locus.
The locus includes the genes encoding Fc receptors. The
NZB/W mouse has been demonstrated to have low-level
expression of the inhibitory FcRIIB and, similar to human
patients, a failure to upregulate expression of this recep-
tor on memory B cells. Interestingly, a forced increase in
expression of FcRIIB in B cells in this strain markedly re-
duces autoantibody production and renal disease (164).
There are, however, many candidate genes in this locus
besides Fcγ RIIB. The IFNγ -inducible gene Ifi202 has also

been implicated in disease susceptibility; the susceptibil-
ity allele is linked to increased resistance to p53-mediated
apoptosis of B cells (165). Consistent with the hypothesis
that an IFNγ -inducible gene is involved in disease patho-
genesis, IFNγ itself contributes to disease severity (166).

IFNγ blockade reduces IgG anti-DNA antibody produc-
tion and glomerular immunoglobulin deposition, in part
by preventing class switching to IgG2b and IgG2a; the re-
cent identification of FcR IV with high-affinity binding to
IgG2a has led to the speculation that the absence of activa-
tion of this receptor may be responsible for reduced renal
inflammation when IgG2a antibodies are reduced (167).
It has, in fact, been demonstrated in this strain that the
deletion of the γ chain of activating Fc receptors leads
to a marked reduction in renal inflammation, although it
causes no diminution in autoantibody production (168).
Several other loci have also been suggested to play a role
in autoimmune disease in this strain (18). Of note, the pu-
tative susceptibility loci derive from both the NZB and
the NZW parental strains. A promoter polymorphism in
the gene encoding TNFα leading to decreased expression
of TNFα associates with disease; administration of exoge-
nous TNFα reduces autoantibody production in this strain
(117). Paradoxically, TNFα contributes to kidney inflam-
mation. The potentially conflicting role of cytokines in the
inductive and pathogenic phases of diseased complicates
the design of therapeutic strategies. Because TLR signaling
and consequent production of IFNα has been implicated in
murine and human lupus, NZB/W mice lacking the IFNα

receptor have been generated; these mice lack a disease
phenotype; conversely, administration of IFNα to NZB/W
mice markedly accelerates disease (169,170).

The NZB/W strain has been of substantial utility in pre-
clinical studies of lupus therapeutics. Early studies demon-
strated the efficacy of either continuous or intermittent
cyclophosphamide in NZB/W lupus; cyclophosphamide
remains a major agent in the therapeutic armamentarium
in SLE. Anti-CD3 and anti-CD4 therapy was also shown to
be effective therapy in this model, leading to a therapeutic
focus on the T cell. Anti-CD40 ligand antibody diminishes
autoantibody production in NZB/W mice and leads to im-
proved renal function. T cells from the NZB/W mouse have
been shown to respond to an immunoglobulin heavy-chain
variable-region peptide. A tolerogenic exposure to this pep-
tide leads to a markedly less severe disease. Because T cells
of lupus patients also recognize this peptide, a protocol to
induce tolerance with peptide is currently in early trials in
patients.

CTLA-4Ig was also tested as a therapeutic agent in this
strain and demonstrated good efficacy. When CTLA-4Ig
is used together with even a single dose of cyclophos-
phamide, there is not only a cessation of progression of
renal disease, but also a reversal of ongoing renal disease.
This has led to speculation that some critical effects of
CTLA-4Ig are on effector mechanisms of renal injury, both
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extravasation of inflammatory cells into renal tissue and
recruitment of resident renal cells to the inflammatory cas-
cade (113). BAFF blockade also diminishes renal disease.
Only a modest decrease in IgG autoantibodies is observed
following either BAFF-R-Ig or TACl-Ig; their mechanism
of action may be a reduction in B-cell number with a con-
sequent decrease in T-cell activation (171). Agonistic an-
tibody to CD137 (4-1BB), a T-cell costimulatory molecule
belonging to the TNFR family, leads to near-normal life
span in NZB/W mice, and a short treatment given after
disease onset reduces ongoing disease severity (112). The
mechanisms for this effect have not fully been elucidated,
but current hypotheses include induction of anergy, dele-
tion of autoreactive CD4 T cells, generation of regulatory
T cells, or IFNγ -dependent regulation of T-cell function.
This treatment is interesting because it shows that long-
lasting restoration of tolerance can be achieved in mice
with spontaneous SLE in which B and T cells are con-
tinuously being activated. This approach has not yet been
applied to human disease.

NZM Mice

The NZM mouse strains are closely related to the NZB/W
mice; they derive from extensive intercrossing of NZB/W
mice. The NZM 2410 strain, in particular, has been stud-
ied in detail. Three large regions (SLE 1, 2, and 3) on
chromosomes 1, 4, and 7 have been identified as suscepti-
bility loci. The chromosome 1 locus includes the region
identified as a susceptibility locus in NZB/W mice, and
it contributes to ANA reactivity. The chromosome 4 lo-
cus also contributes to ANA reactivity, but also to T-cell
activation. The chromosome 9 locus contributes both a
dendritic cell activation phenotype and renal vulnerabil-
ity. Together these susceptibility loci, derived from both
parental strains, are sufficient to confer full lupus suscep-
tibility on nonautoimmune C57Bl/6 mice. Extensive sub-
sequent analyses have demonstrated that multiple suscep-
tibility genes are present within each locus. Within the
chromosome 1 locus are genes encoding Fc receptors,
complement receptors, and Ly108. The Ly108 allele present
in the NZM2410 mouse has been demonstrated to atten-
uate BCR signaling, leading to diminished negative selec-
tion in the naı̈ve B-cell repertoire. Thus, despite the hy-
perreactivity of mature B cells in this strain, there may
be hyporesponsiveness of immature B cells. This model
is consistent with some new data discussed earlier from
human patients demonstrating a persistent lack of strin-
gency in central B-cell tolerance that could be attributable
to decreased BCR signaling (reviewed in 64).

The renal pathology in the NZM2410 strain is charac-
terized by more glomerulosclerosis and less proliferative
disease than the renal disease in the NZB/W mice. Stud-
ies in the NZM strains have linked glomerular disease to
stat 6 activation, as stat 6–deficient mice have high titers of

autoantibodies but little renal disease. Surprisingly, stat 4–
deficient NZM mice fail to develop strong TH1 responses
and fail to produce high titers of IgG2b and IgG2a anti-
DNA antibodies, yet they develop accelerated renal disease.
These studies support the model that the genetic basis for
induction of autoreactivity differs from the genetic basis
for target-organ damage (172).

SNF1 Mouse

The F1 progeny of SWR × NZB (SNF1) also develop a lu-
puslike disease. T-cell reactivity to histone peptides was
first identified in this strain and, subsequently, in other
lupus-prone strains and in humans with SLE. In particu-
lar, a conserved peptide in H4 is recognized in the context
of multiple mouse and human class II molecules, and ad-
ministration of soluble peptide has been demonstrated in
mice to prevent disease when presented in the appropriate
fashion; trials are planned in lupus patients (173).

MRL/lpr Mouse

The MRL/lpr mouse has also been a subject of intense in-
vestigation. This mouse has a defect in Fas expression. On
other genetic backgrounds, the Fas mutation can lead to
no phenotype or to lymphoproliferation without autoan-
tibody production. On the MRL background, the fas mu-
tation leads to lymphoproliferation, autoantibody produc-
tion and inflammation in the kidney and salivary glands.
The most obvious phenotypic abnormality is an expansion
of B220+, CD4−, CD8− T cells, which contribute to au-
toantibody production. Anti-DNA antibodies are a domi-
nant specificity, but anti-Sm antibodies, RF, and anti-Ro
and La antibodies are also present (174). MRL/lpr mice,
like NZB/W mice, display low-level expression of FcRIIB
on B cells. Increased FcRIIB expression leads to a marked
attenuation of autoantibody production, even though the
expansion of abnormal T cells persists (164).

Not all aspects of disease pathogenesis are similar be-
tween MRL/lpr and NZB/W mice. Paradoxically, TLR9 de-
ficiency in the MRL/lpr background leads to enhanced dis-
ease, whereas TLR7 deficiency leads to attenuated disease
(175). Furthermore, MRL/lpr mice deficient in Fc recep-
tor γ -chain expression still develop renal disease (176).
Finally, type I IFN attenuates disease in this strain (151).
The reasons for the differences between the strains are not
understood, but they raise the specter that similar hetero-
geneity in etiopathogenesis and response to therapy will
exist in the human population and complicate the design
of clinical trials.

Motheaten Mouse

The motheaten mouse (me/me) has a defective SHP-1
gene. It also develops anti-DNA antibodies and glomeru-
lonephritis (177). Although the anti-DNA antibodies in
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NZB/W, NZM, and MRL/lpr mice display extensive somatic
mutation, the anti-DNA antibodies in motheaten mice ap-
pear to derive from B1 cells. B cells in this strain display
marked hyperreactivity. Because SHP-1 is the phosphatase
that is activated by engagement of CD22, it is not surprising
that the same phenotype is observed as in CD22-deficient
mice. Whether B1 cells in humans can produce pathogenic
anti-DNA antibodies is not known.

BXSB Mouse

The BXSB mouse is unique in that male mice are preferen-
tially affected. They possess a chromosomal translocation
of a region of the X chromosome inserted into the Y chro-
mosome. Because the X chromosome region includes the
gene encoding TLR7, there is increased TLR7 expression
in these mice, perhaps leading to increased dendritic cell
and B-cell activation in the presence of RNA-containing
immune complexes (178).

Other Lupus-prone Strains

The past decades have seen an enormous proliferation of
genetically altered mice that develop a lupuslike serology.
One feature of these models is that the disease phenotype is
only apparent on particular genetic backgrounds. Appear-
ance of clinical disease is determined by the presence of
cooperating susceptibility loci, whereas absence of clinical
disease in a particular strain may reflect a lack of cooper-
ating susceptibility loci or the presence of suppressor loci
that interfere with disease expression. Similar to studies
of lupus genetics in the human population, susceptibility
genes include those that govern antigen exposure, lympho-
cyte survival, activation pathways, antigen-receptor signal-
ing, and target-organ vulnerability (reviewed in 64). Sev-
eral gene deletions that affect the removal of apoptotic cells
and apoptotic debris result in a lupuslike syndrome. For
example, deletion of DNase 1, C1q, or SAP leads to the
production of anti-DNA antibodies. Similarly, deletion of
c mer, a membrane tyrosine kinase critical to the process
of phagocytosis by macrophages, also leads to autoanti-
body production and glomerulonephritis. Overexpression
of genes that prevent B-cell apoptosis, such as Bcl-2 and
BAFF, are also associated with a lupuslike syndrome. A
third category of genes implicated in lupus pathogenesis
is those encoding inflammatory cytokines or costimulatory
molecules. Deletions or overexpression of genes regulat-
ing the TCR or BCR signaling pathway may also lead to
a lupuslike syndrome. The genetic manipulations that in-
crease the strength of BCR signaling appear to lead to anti-
DNA antibody production by marginal-zone or B1 cells.
Recently, a few models of lupus have been developed in
which the critical defect in B-cell selection appears to be
within the germinal center or in the differentiation to a
plasma cell. Deletion of the roquin gene leads to increased

expression of ICOS on follicular T-helper cells, enlarged
germinal centers, anti-DNA production, and nephritis (70).
Mice with a deletion of IBP (IRF4-binding protein) also
display enlarged germinal centers and anti-DNA–antibody
production (179). Although the enlarged germinal centers
in this model suggest that they are the site of dysregulation
of B-cell selection, this has not yet been proven. The FcRIIB
deletion appears to interfere with a tolerance checkpoint
before plasma cell differentiation in both T-independent
and T-dependent responses (180). These genetically engi-
neered mice very clearly demonstrate that a multiplicity of
pathways of immune selection and activation and a multi-
plicity of tolerance checkpoints can be implicated in lupus;
which of these are most frequently involved in the human
disease has not yet been established.

One feature of many mouse models is activation of
dendritic cells, sometimes a primary feature of disease
and sometimes secondary to ingestion of nucleic acid–
containing immune complexes. The proinflammatory mi-
lieu created by the presence of stimulatory immune com-
plexes is thought to lead to a continuing expansion in
the number of targeted autoantigens. Consistent with this
pathophysiology, most murine models display elevated ex-
pression of BAFF, probably secondary to TLR signaling
in dendritic cells, and BAFF blockade is therapeutic in
some murine models of disease (181). Despite this gen-
eral feature of murine models of lupus, there is as yet no
predictable response to deletion of TLRs or to type I IFN
blockade, as some models are exacerbated by deletion of a
TLR or improved by administration of IFN (182).

Induced Models of Lupus

There are also several induced models of lupus. One model
that has been studied extensively is graft-versus-host dis-
ease. Injection of some strains with immunocompetent
cells of another strain leads to the production of anti-
DNA antibodies by host B cells activated by donor T
cells. These anti-DNA antibodies cause glomerulonephri-
tis (183). More recently, there has been much interest
in pristane-induced lupus. In this model, there appears
to be activation of the innate immune response, leading
to anti-DNA antibody production (184). There are also
antigen-induced models. BALB/c mice immunized with
a peptide mimetope of DNA develop antipeptide, anti-
DNA cross-reactive antibodies. This response is T-cell–
dependent, with antigen-specific T cells displaying a TH1
pattern of cytokine production (185). Immunization with
DNA-binding proteins can also induce anti-DNA antibod-
ies, presumably because a DNA–protein complex forms in
vivo and functions in a hapten-carrier fashion (186).

Finally, estradiol and prolactin have been shown to
induce autoantibody production in a nonautoimmune
BALB/c mouse transgenic for the heavy chain of an anti-
DNA antibody. Estradiol alters B-cell selection, permitting
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high-affinity DNA-reactive B cells that normally undergo
deletion to mature to immunocompetence. The altered se-
lection reflects an estrogen-induced decrease in BCR sig-
naling. Prolactin, likewise, leads to the survival of high-
affinity DNA-reactive B cells that are normally subject to
negative selection, but the effects of prolactin are T-cell–
dependent and appear to reflect a prolactin-induced rescue
of autoreactive B cells through simultaneous upregulation
of CD40 on B cells and CD40L on T cells (52).

Drug-induced lupus in humans can be caused by expo-
sure to a number of drugs, including, most notably, hy-
dralazine and procainamide. One important consequence
of hydralazine exposure in mice is decreased DNA meth-
ylation, thereby increasing transcription of multiple genes,
some of which contribute to B-cell activation. In particu-
lar, increased transcription of LFA-1 augments T-cell help
to autoreactive B cells; nonautoreactive T cells that overex-
press LFA-1 can induce autoantibody production in non-
spontaneously autoimmune mice (187).

INFLAMMATORY ARTHRITIS

The inflammatory arthritides share a strong association
with MHC haplotype and are manifested clinically by dif-
fering patterns of joint involvement and constitutional
symptoms that are modulated by age, gender, and ethnicity.

RHEUMATOID ARTHRITIS

RA is a chronic inflammatory disease that targets syn-
ovial joints and can be accompanied by significant sys-
temic symptoms and extra-articular manifestations. Dis-
ease severity, ranging from mild, nondeforming arthritis to
extremely aggressive, destructive, and crippling arthritis,
is influenced by an array of genetic, hormonal, and envi-
ronmental factors. RA has an overall prevalence of 1% in
most populations. Several epidemiologic studies using the
revised American College of Rheumatology (ACR) criteria
for diagnosis have concluded that the most significant risk
factors include increasing age, female gender, family his-
tory, and smoking. The reported female-to-male ratio in RA
ranges from 2:1 to 3:1, with the gender discrepancy being
most marked in premenopausal women. Whether this fe-
male preponderance is the result of hormonal differences
or other sex-associated genetic determinants is not clear;
however, in contrast to systemic lupus, use of exogenous
estrogen has been reported to decrease the risk of devel-
oping RA.

Clinical Manifestations

The diagnosis of RA remains a clinical determination
based on the presence of symmetric polyarticular inflam-
matory arthritis involving the small joints of the hands

and feet (excluding the distal interphalangeal joints), con-
tinuing over a minimum period of 6 weeks. The presence
of morning stiffness lasting for 30 minutes or more as-
sociated with the arthritis is quite specific for RA. Joint
erosions on plain radiographs are the most specific ra-
diographic feature of RA, heralding an aggressive disease
course; however, the sensitivity of radiographs for detect-
ing articular erosions within the first 2 years of disease
activity is low. Magnetic resonance imaging (MRI) and
joint ultrasound are more sensitive for detecting erosive
disease. The most frequent radiographic findings in early
disease are soft-tissue swelling and periarticular osteope-
nia. Joint damage is directly attributable to the presence of
destructive proteases and osteoclast-activating cytokines
within the synovial tissue. Upregulation of transcription of
synovial tissue proteases has been demonstrated within 2
weeks of clinical symptoms. Similarly, MRI studies demon-
strate that joint erosions may be present within weeks of
the onset of symptoms (188). These observations are con-
sistent with the finding that autoantibodies and elevation
of acute-phase reactants can precede onset of symptoms
by years, and confirm the presence of checkpoints between
autoreactivity and tissue destruction.

Many patients have constitutional complaints of fa-
tigue, myalgias, and occasionally weight loss and fever,
consistent with the elevated serum levels of IL-1, IL-6, and
TNFα. Extra-articular manifestations such as rheumatoid
nodules, interstitial lung disease, and leukocytoclastic vas-
culitis are associated almost exclusively with the presence
of high titers of IgG RF and tend to occur late in the dis-
ease.

Patients with RA have increased mortality rates, with
life expectancies 10 to 15 years shorter than predicted. This
has been attributed to increased susceptibility to infection
secondary to the disease itself and to immunosuppres-
sive therapy, gastrointestinal bleeding secondary to ther-
apy, accelerated atherosclerotic heart disease secondary to
chronic inflammation, and lymphoproliferative disorders
secondary to both the disease itself and to immunosup-
pressive therapy. Factors that have been associated with
poor outcome include the presence of an HLA allele with
the shared epitope (HLA-DRB1 haplotype), rheumatoid
factor, and rheumatoid nodules (189). Both lupus and RA
are associated with an increased incidence of Sjogren syn-
drome, which, in turn, is associated with an increased in-
cidence of lymphoid malignancy.

Pathogenesis and Genetic Susceptibility

HLA-DRB1 alleles encoding a common amino acid se-
quence (the shared epitope) in the third variable region
of the DRB1 molecule have been identified as the strongest
genetic risk factor for RA in patients of Caucasian descent.
Apart from this strong association of the MHC-encoded
shared epitope with disease susceptibility, several other
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disease-associated loci have been confirmed using the
large North American Rheumatoid Arthritis Cohort
(NARAC) (190). These include the PTPN22 polymorphism
also found in SLE, the CTLA4 CT60 allele also found in
type 1 diabetes, and peptidylarginine deiminase 4 (see be-
low). CTLA-4 is upregulated on the surface of CD4+ T cells
following T-cell activation and outcompetes CD28 for B7
binding. CTLA4 engagement on T cells leads to inhibi-
tion of effector function. The CT60 CTLA-4 autoimmune
disease–associated polymorphism has been reported to re-
sult in decreased production of soluble CTLA-4, which may
act as an endogenous inhibitor of T-cell activation (3).

Synovial Architecture

Pathogenesis involves the activation of resident cells
within the joint in addition to the influx of inflammatory
cells in response to chemoattractants. The normal syn-
ovial membrane consists of a continuous surface of con-
nective tissue. The intimal or lining layer is populated by
two cell types; a bone marrow–derived synoviocyte with
macrophagelike properties (type A) and a mesenchymal
fibroblastlike synoviocyte (type B). The subintimal layer
is composed of numerous blood vessels and connective
tissue fibroblasts. Synovial tissue extracellular matrix is
composed of a loose structure of large amounts of hyaluro-
nan along with collagen (types III, IV, V, VI), laminin, fi-
bronectin, and proteoglycan.

The hallmarks of synovial abnormalities in RA in-
clude microvasculature damage, synovial-lining hyperpla-
sia, neoangiogenesis, and an inflammatory cell infiltrate
of lymphocytes, macrophages, and neutrophils (191). Al-
though the relative importance of each of these cell types
is controversial, it is likely that all contribute to the syn-
ovial lesion in RA. Three patterns of lymphoid organiza-
tion in rheumatoid synovial tissue have been described:
(a) ectopic germinal-center arrangement with T and B cells
surrounding a network of dendritic cells; (b) aggregates
of T and B cells without dendritic cells and without ger-
minal centers; and (c) T and B cells diffusely infiltrating
the stroma. A very few patients will have a form of granu-
lomatous synovitis that histologically resembles rheuma-
toid nodules. The organization of synovial tissue into
ectopic lymphoid structures may provide advantageous
conditions for antigen presentation and subsequent cel-
lular activation.

Synovial tissues containing germinal centers produce
the highest amount of IgG (192). Lymphotoxin β (LT-β)
and CXCL13 (BLC) production also correlates with
germinal-center structures. Interestingly, the mantle zones
of these germinal centers also contain IFNγ -producing
CD8+ T cells, and depletion of these cells causes disintegra-
tion of the germinal centers, decreased production of lym-
photoxin β, and cessation of immunoglobulin secretion.
SCID mice engrafted with germinal center–containing syn-
ovial tissue and exposed to BAFF and APRIL blockade me-

diated by TACI-Ig showed a marked decrease in T-cell and
dendritic cell activation and IgG production, supporting
the hypothesis that B cells also sustain the activation of
T cells and dendritic cells. Conversely, BAFF and APRIL
blockade in SCID mice engrafted with the aggregate and
diffuse forms of synovitis result in enhanced IFNγ produc-
tion and T-cell activation. These data suggest the potential
influence of synovial architecture in response to immuno-
biologic therapies.

Fibroblastlike synoviocyte proliferation occurs early in
the disease process (193). Proliferation and activation of
synoviocytes are early features of the rheumatoid syn-
ovial membrane, known as pannus, that extends to the
cartilage and erodes periarticular bone at the margin be-
tween synovium and bone. Upregulation of the adhesion
molecules VCAM-1 and integrin α(v)β(3) on activated fi-
broblastlike synoviocytes allows these cells to adhere to
the extracellular matrix of articular cartilage and triggers
intracellular signaling cascades that lead to proliferation
and escape from contact inhibition. Activation of syn-
oviocytes leads to increased production of matrix metal-
loproteinases (MMPS), whose potent catalytic activity is
normally kept under control by endogenous inhibitors of
MMPs (TIMPS). TNFα and IL-1 induce MMPs, but TNFα-
independent pathways of synoviocyte activation also exist,
perhaps providing an explanation for the 30% to 40% of
RA patients who fail to respond to TNF blockade. Other de-
structive enzymes released by activated fibroblastlike syn-
oviocytes include cathepsins B, L, and K.

Synovial fibroblasts stimulated with IL-1 and TLR-2 li-
gand demonstrate increased production of IL-5, MMPs,
and chemokines, and several studies have now docu-
mented increased expression of TLR-2, -3, -4, and -7
and their ligands in fibroblasts and macrophages in the
synovial lining of rheumatoid joints (194). Stimulation
of rheumatoid dendritic cells with HSPB8, a heat-shock
protein that is an endogenous ligand for TLR4, results
in activation and secretion of IL-6, TNFα, and several
chemokines (194). The recent finding that a functional
polymorphism of TLR 2 significantly associates with sus-
ceptibility to RA in a Korean population adds to the grow-
ing appreciation of the importance of TLR signaling in this
disease (195).

Autoantibodies

Although immunization with type II collagen, the cartilage
protein gp39, and proteoglycans induce arthritis in animal
models, and patients with RA may have antibodies that are
reactive with these proteins, evidence that these molecules
are inciting antigens in human disease is not strong. Sev-
eral groups have demonstrated oligoclonal B-cell popula-
tions in the rheumatoid synovium with a more restricted B-
cell repertoire in the synovium than in the blood (196). The
identification of persistent B-cell clones in synovial fluid
from patients obtained at different times is also consistent



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-41 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:29

Systemic Autoimmunity 1315

with the theory of clonal B-cell expansion. However, most
autoantibodies commonly seen in RA, in particular RF and
antibodies to citrullinated proteins, are directed against
ubiquitous antigens and are not joint-specific.

RF, an antibody directed against the Fc portion of IgG,
remains the major laboratory finding in RA and is present
in approximately 70% of patients (197). RFs are polyclonal
antibodies of predominantly IgM isotype; IgG and IgA RF
correlate more with aggressive disease. The “natural” low-
affinity RF produced by CD5+ B cells found in healthy
individuals and a variety of chronic infections, inflam-
matory conditions, malignancies, organ transplants, and
pregnancy are germline-encoded polyreactive IgM anti-
bodies (198). In RA, the RF is high-affinity, monoreactive,
and somatically mutated, and may be produced by B cells
within the synovium. Furthermore, RF displays higher-
affinity binding to agalactosyl IgG, which is enhanced in
active disease. Deposition of immune complexes contain-
ing RF in cartilage and vasculitic lesions appears to con-
tribute to local inflammatory changes through activation
of the complement cascade and NK-cell activation. RF-
positive patients have a worse prognosis, but joint histol-
ogy in patients lacking RF is not obviously different than
in patients who have RF.

Antibodies directed against cyclic citrullinated proteins
(anti-CCP) display equal sensitivity and higher specificity
for RA. Citrullinated peptides are have been identified in
synovium from patients with RA, osteoarthritis, and pso-
riatic arthritis, but the presence of anti-CCP antibodies ei-
ther in the serum or synovial fluid appears to be restricted
to RA. Citrullination of proteins including fibrin, vimentin,
and histones is mediated by peptidylarginine deaminases.
PAD14, a peptidylarginine deiminase, has been identified
as an RA-susceptibility gene (190), and citrullinated pep-
tides have been shown to bind with high affinity to the
HLA-DRB1 0401 shared epitope allele that is associated
with disease (199). It has recently been demonstrated in
an animal model of collagen-induced arthritis that anti-
CCP antibodies bind to inflamed synovial tissue, thereby
enhancing joint inflammation and damage (200). Further-
more, citrullination of proteins is enhanced in inflamed
joints and is a hallmark of stressed and proapoptotic cells;
therefore, both RF and anti-CCP autoantibodies appear
to contribute to the synovial lesions in RA, and both are
predictive of aggressive disease. Interestingly, smoking, a
risk factor for disease, increases the density of citrullinated
proteins in lung epithelial cells.

Both RF and anti-CCP antibodies have been shown to
appear in the serum years before onset of clinical disease.
Patients show significantly higher percentages of autore-
active B cells in both the new emigrant and mature naı̈ve
B-cell compartments compared to healthy controls, and
10% to 20% of these express RF or anti-CCP antibodies
(198).

An excess of VkJk1 light-chain rearrangements in new
emigrant B cells in some patients suggests premature ter-

mination of secondary recombination and impaired recep-
tor editing, whereas other new emigrant B cells show evi-
dence of a failure to downregulate recombination events.
Patients who do not show evidence of defective secondary
recombination may display unusually long k chains con-
taining 11 or more amino acids in CDR3, suggesting
aberrant regulation of deoxynucleotidyl transferase (TdT)
(198).

Because of the therapeutic focus on macrophage acti-
vation and secretion of TNF and IL-1β and the absence
of identified autoantibodies in approximately 30% of pa-
tients, B cells were considered for a long time to be pe-
ripheral players in pathogenesis. However, recent studies
have highlighted a potential role of B cells in rheumatoid
synovium other than autoantibody production (192). One
of the most clinically compelling arguments for B-cell in-
volvement in RA is the surprising efficacy of rituximab,
an anti-CD20 chimeric B-cell–depleting antibody (201). In-
terestingly, rituximab often displays clinical efficacy be-
fore altering serum titers of RF, implying a potential role
for B cells in antigen presentation and cytokine produc-
tion.

T Cells

The strong association between specific HLA haplotypes
and disease susceptibility has led to a T-cell–centric model
of disease. However, numerous studies attempting to de-
fine the antigenic specificity of infiltrating oligoclonal T
cells in rheumatoid synovium failed to demonstrate con-
sistent results. Despite the failure to isolate oligoclonal T-
cell populations in joints, the HLA-DRB1 shared epitope
association remains a powerful susceptibility determinant.

The T cell has recently become the focus of studies
linking RA to premature immune senescence (102). Ag-
ing T cells lose surface expression of CD28 and are no
longer able to upregulate CD40L on their surface; with-
out the obligate costimulatory molecules, they function
poorly in MHC class II–restricted interactions. With age,
T cells also acquire surface expression of the stimulatory
killer immunoglobulinlike receptors (KIRs) and NKG2D
that normally regulate activation of NK cells. The find-
ing that RA patients have increased numbers of circu-
lating CD4+CD28− T cells with shortened telomeres sug-
gests a senescent CD4+CD28− profile. T cells expressing
KIR receptors have also been identified in rheumatoid syn-
ovium, and an allele of KIR2DS2, one of the stimulatory
KIR receptors on CD28− T cells, has been identified as
a risk factor for disease (202). Furthermore, the number
of CD4+CD28− cells in patients correlates with the pres-
ence of extra-articular manifestations, erosive disease, and
the risk of atherosclerotic complications of disease (102),
and reversal of the T-cell phenotype has been observed in
individuals treated with TNFα blockade. Synoviocytes ex-
press fractaline, which binds to CX3CR1 present on senes-
cent T cells. Engagement of CX3CR1 by fractalkine results
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in IFNγ and TNFα secretion, thereby promoting ongoing
T-cell activation and inflammation. Thus, it is possible
that senescent T cells are particularly responsive to stim-
uli from the synovium, although they are less responsive
to antigen-specific stimuli.

Antigen Exposure

The role of HLA class II molecules has been intensively
studied in RA because of the compelling data showing that
the shared epitope constitutes a major risk factor for dis-
ease susceptibility (203). Interestingly, homozygosity for
the shared epitope confers greater risk than heterozygosity,
arguing against the hypothesis that disease-related class II
molecules are critical in presenting certain self-peptides
to CD4+ T cells. Rather, it has been speculated that the
shared epitope itself may be immunogenic and homolo-
gous sequences have been identified in both bacterial and
viral proteins. The exact role of the predisposing class
II molecules remains unclear, because no dominant self
peptides have been recovered from class II molecules in
rheumatoid synovial tissue and no search for virus or bac-
teria has demonstrated an infectious etiology.

Cytokines

TNFα and IL-1 are potent proinflammatory cytokines se-
creted by macrophages, and both stimulate fibroblastlike
synoviocytes to proliferate and secrete IL-6, IL-8, GM-CSF,
FGF, and MMPs (204). They also act to induce adhesion
molecules such as VCAM-1 and E-selection on endothe-
lial cells, thereby contributing to endothelial-cell activa-
tion and diapedesis of additional leukocytes to sites of
inflammation. TNFα, IL-8, and VEGF also promote an-
giogenesis, a feature of rheumatoid synovium.

Osteoclast differentiation and activation result from the
binding of RANK (receptor activator of nuclear-receptor
factor NFκB) to its ligand, RANKL. The relative expres-
sions of RANK, RANKL, and osteoprotegerin (OPG), a
molecule that competitively binds RANKL and thus pre-
vents osteoclast activation, determines the amount of bone
resorption at a given site. Rheumatoid joint tissue has been
shown to contain increased amounts of RANKL and de-
creased amounts of OPG. TNFα, IL-1, and M-CSF are ca-
pable of acting directly on osteoclast precursors to pro-
mote osteoclast differentiation or indirectly by modulating
RANKL and OPG expression (205).

New Therapeutic Approaches

Better understanding of the cytokines and effector
molecules in rheumatoid synovium has led to the devel-
opment of a number of biologic agents that selectively tar-
get pathways of disease. Clinical responses to these thera-
pies continue to inform us about the complex interactions

in the immune system. Early biologic therapies targeting
CD4 cells depleted CD4 cells in the peripheral blood but
had less effect on activated and synovial T-cell populations
and disappointingly little effect on disease course. In con-
trast, the revolutionary success of TNFα blockade for RA,
and more recently, blockade of IL-6, is testimony to the
fact that control of inflammatory mediators, regardless of
the inciting triggers in disease pathogenesis, can provide
effective treatment for this disease. Recently, the role of
the adaptive immune system has been re-established with
the demonstrated efficacy of CTLA-4Ig and B-cell deple-
tion (rituximab) as treatment modalities, and additional
B-cell–targeted therapies are under investigation. Block-
ade of RANK and RANKL has been shown to prevent bone
loss in inflammatory arthritis in rodents but has not yet
been used in rheumatoid arthritis.

Mouse Models of RA

Although multiple strains of mice display the spontaneous
production of anti-DNA antibodies and a lupuslike disease,
there are fewer spontaneous rodent models of RA (206).
The MRL/lpr mouse strain, which spontaneously develops
lupus, also develops an inflammatory arthritis with pannus
formation and synovial proliferation. This strain may de-
velop serologic features of RA, with both IgM and IgG RF
and antibody to citrullinated peptides; it also displays an
increase in a galactosyl IgG that appears to be independent
of the development of arthritis (184). This coexistence of
both diseases in a genetically susceptible host is of interest
because lupus patients may also develop an erosive arthri-
tis with the antibody specificities and histologic features
that are present in classical RA, and some genes predis-
posing to RA also predispose to lupus.

More recently, inbred recombinant strains derived from
C57Bl/6 and DBA/2 mice have been demonstrated to de-
velop a rheumatoidlike arthritis. The genetic basis for this
susceptibility is currently under investigation. Interest-
ingly, female mice are predominantly affected, consistent
with the 2:1 female:male incidence observed in the human
disease.

In addition, genetically manipulated mice develop a
rheumatoidlike disease. Mice deficient in the inhibitory re-
ceptor for IL-1, IL1Ra, will spontaneously develop inflam-
matory arthritis, demonstrating the critical role of IL-1 in
disease pathogenesis and providing a rational for the ther-
apeutic targeting of IL-1. As is the case in essentially all
autoimmune diseases, this genetic manipulation leads to
disease only in certain strains.

Similarly, mice that overexpress TNFα will develop an
inflammatory arthritis with bone erosions, reinforcing the
importance of TNFα in joint destruction in RA. Mice that
are deficient in Zap 70 also spontaneously develop an in-
flammatory arthritis. The pathogenesis in this model ap-
pears to reflect a failure in thymic tolerance mechanisms
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and the maturation to immunocompetence of autoreactive
T cells (207).

Susceptible strains of both rat and mouse will develop
an inflammatory arthritis after systemic administration of
pristane or incomplete Freund adjuvant (206). This obser-
vation raises the possibility that activation of the innate im-
mune system can lead to a non–antigen-specific inflamma-
tion localized to joints, and suggests that inhibition of TLR
signaling may be of clinical benefit. In fact, hydroxychloro-
quine, which impedes signaling by intracellular TLRs, is
an effective treatment modality. Furthermore, speculation
continues regarding a relationship between RA and mi-
crobial exposure. An inciting role for microbial exposure
in RA is exemplified by the streptococcal cell-wall model
of disease. The bacterial peptidoglycan activates the innate
immune system, triggering an inflammatory cascade that
subsequently requires T-cell activation for transformation
from a self-limited arthritis into a chronic inflammatory
disease (208).

Injection of mycobacterium into skin or footpads
causes arthritis in rats. The rat model of adjuvant-induced
arthritis has been exploited extensively in studies of effec-
tor mechanisms in joint destruction, and the model has
been critical in suggesting a role for heat-shock proteins
(HSP) in RA pathogenesis. T cells reactive with a heat-
shock protein, HSP65, can transfer disease to a syngeneic
host, and prior immunization with HSP65 will prevent de-
velopment of arthritis, apparently through the activation
of regulatory T cells (209). Despite this, neonatal thymec-
tomy does not offer disease protection, although it abro-
gates T-cell responses to protein antigens

Certain strains of rat and mouse immunized with type II
collagen also develop an inflammatory joint disease (210).
This model is dependent on both T- and B-cell activation
and has excited significant interest because of the pres-
ence of collagen-reactive T and B cells in some patients
with RA. In this model, TH1 cells producing IFNγ are not
critical to disease; rather, TH17 cells are central to joint de-
struction (211). Moreover, a deficiency of IFNγ leads to en-
hanced disease in this model, perhaps reflecting the IFNγ -
mediated inhibition of TH17 cells. The role of the DR4
shared epitope has also been addressed in the collagen-
induced model of disease. Mice transgenic for either a
DR4 or DQ8 susceptibility allele develop accelerated and
aggressive disease in response to collagen immunization
(212); yet, as discussed previously, the role of collagen as
an inciting antigen in human disease remains unproven.

Interestingly, immunization with a joint-specific anti-
gen is not always necessary for the induction of inflamma-
tory arthritis. Mouse strains that develop an inflammatory
arthritis after immunization with type II collagen develop
a similar histopathology after immunization with ovalbu-
min or bovine serum albumin. In mice expressing human
DR-susceptibility alleles, antibody to the inciting antigen
is critical for the development of arthritis.

The role of antibody in disease initiation has been el-
egantly studied in the KRN model of RA. Mice with a
transgene-encoded T-cell receptor specific for glucose 6-
phosphate isomerase (GPl) develop a RA-like disease (213).
Passive transfer of anti-GPI antibody leads to joint edema
and inflammation. The antibody, directed to a ubiquitous
antigen, forms immune complexes that lead to mast-cell
and neutrophil degranulation, and vascular permeability
within the joint. The immune complexes initiate an in-
flammatory response through activation of the alternate
pathway of complement and engagement of activating Fc
receptors. It has been speculated that the inflammatory
process occurs unabated in the joint because of the ab-
sence of inhibitors of the complement cascade on the
surface of cartilage. Progression to chronic inflammation
requires T-cell activation, but an acute inflammatory re-
sponse occurs with immune complexes alone. Indeed, it
appears that a similar mechanism of acute joint inflam-
mation is responsible for the arthritis that can accompany
many infectious processes and serum sickness.

Once an inflammatory reaction is initiated in the joint,
there is increased citrullination of proteins locally, provid-
ing the host with a novel antigen presented in a proinflam-
matory milieu and providing a substrate for binding of
anti-CCP antibody and the initiation or persistence of an
inflammatory response (200). The contribution of T cells
to histopathology is, in part, a result of their production of
RANKL, which is critical in the conversion of blood-borne
monocytes to bone-resorbing osteoclasts. Furthermore, all
these models identify a critical role for TNFα in activat-
ing the RANK/RANKL pathway (214). These observations
suggest that a rheumatoidlike histopathology in the joint
may be a common final pathway that can be initiated by
both antigen-specific and antigen-nonspecific exposures.
These models also suggest an important role for antibody
in the inductive phase of joint inflammation, consistent
with the known existence of anti-CCP antibodies and RF
before disease onset and a requirement for T-cell activa-
tion for progression to chronic inflammation. The actual
diversity of triggers for RA in the human population is not
known. So far, effective immunomodulatory therapies in
RA have focused on the innate immune system and effector
mechanisms, although the success of both B-cell depletion
(anti-CD20) and T-cell blockade (CTLA-4Ig) suggests that
blockade of the adaptive immune system will also provide
benefit.

REACTIVE ARTHRITIS

The seronegative inflammatory spondyloarthropathies in-
clude reactive arthritis, ankylosing spondylitis, psori-
atic arthritis, and arthritis associated with inflammatory
bowel disease. All of these arthropathies are character-
ized clinically by spinal and peripheral joint oligoarthritis,
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enthesitis (inflammation of the attachment of tendons to
bone), and occasional involvement of ocular, mucocuta-
neous, and cardiac tissues. Reactive arthritis (ReA), also
referred to as Reiter syndrome, has been selected for re-
view in this chapter as an inflammatory arthritis with a
clear genetic association and known bacterial triggers.

Clinical Manifestations

ReA was originally described as a sterile arthritis and en-
thesitis initiated by an infection distant from the involved
joints. However, subsequent findings of viable persistent
organisms and bacterial fragments in synovial tissue many
years after the clinical initial infection have made this
definition obsolete. The term ReA is currently used for
a spectrum of clinical manifestations (arthritis, urethri-
tis, conjunctivitis) following an infectious episode. In de-
veloped countries, ReA most frequently follows urogenital
infections with Chlamydia trachomatis; in underdeveloped
countries, ReA follows intestinal infections. Salmonella (ty-
phimurium and enteritidis), Shigella, Campylobacter jejuni,
and Yersinia enterocolitica are the most common triggers
for postdysenteric ReA. All of these pathogenic strains are
obligate intracellular organisms, and all contain LPS in
their outer membrane. The prevalence of ReA is modulated
by frequency of the HLA-B27 haplotype in a given popu-
lation as well as by bacterial exposure. Overall prevalence
is reported as 1/1,000. A distinct male predilection with a
male-to-female ratio of 9:1 in ReA following genitourinary
infection may be represent an ascertainment bias, as there
is no gender difference in prevalence of ReA secondary to
enteric infections.

Clinical manifestations usually begin 2 to 4 weeks af-
ter the triggering infection. Classic musculoskeletal symp-
toms are an acute, asymmetric oligoarthritis with a pre-
dilection for the sacroiliac joints, knees, ankles, and feet.
Joint fluid findings are consistent with an inflammatory
process, and bacterial organisms cannot be grown using
routine cultures. Constitutional signs and symptoms are
not common features of this disease, and extra-articular
manifestations are rare. Although most patients with ReA
recover completely within 6 to 12 months, some (15%)
will have a relapsing, progressive course. The majority of
patients who develop a chronic course and have extra-
articular manifestations are HLA-B27–positive, highlight-
ing the importance of this genotype for disease severity as
well as susceptibility.

Pathogenesis and Genetic Susceptibility

Initial hypotheses regarding pathogenesis focused on the
role of HLA-B27 as an antigen-presenting molecule and
molecular mimicry between bacterial and self-peptides.
The finding of HLA-B27–restricted T-cell responses to bac-
terial antigens from Chlamydia and Klebsiella and B27-

restricted epitopes derived from human aggrecanase sup-
port this theory (215). A recent comparative analysis of
T-cell receptor (TCR) CDR3 sequences from synovial fluid
CD8+ T cells found a conserved motif in 12 patients in-
fected with four types of enteric bacteria, suggesting the
presence of a ubiquitous immunodominant antigen (216).
However, the lack of CD8+ T-cell involvement in rodent
models transgenic for B27 does not support this model.

An alternative theory that has recently been proposed
suggests that the unusually slow folding rate of the
B27 polypeptide promotes the generation of misfolded
molecules that accumulate in the endoplasmic reticulum
leading to a proinflammatory “unfolded protein response”
(217). Another consequence of the unique structure of
B27 may be the formation of surface homodimers leading
to increased immunogenicity. A recent study found sig-
nificantly higher levels of homodimer expression in ReA
patients compared to HLA-B27–positive controls and in-
creased expression of homodimers on cells of B27–positive
patients following LPS stimulation (218).

It is important to note that HLA-B27 constitutes only
part of overall risk for development of ReA. Less than 5%
of HLA-B27–positive individuals develop one of the B27-
associated diseases. Functional polymorphisms in genes
for IL-10 and TNFα have been linked to susceptibility for
ReA in some populations, and longitudinal analysis of ReA
patients has shown that low secretion of TNFα by circu-
lating T lymphocytes at onset of arthritis is predictive of a
chronic course. Furthermore, IL-10 is upregulated in syn-
ovial tissue from patients with chronic ReA, whereas levels
of TNFα and IFNγ mRNA are decreased (219). Two pilot
studies of TNFα inhibition with in ReA failed to show ben-
efit, consistent with these data.

Role of Infection

Intact antigens from Chlamydia, Yersinia, and Salmonella
have been demonstrated in synovial tissue and fluid years
after initial infection in patients with ReA. Furthermore,
detection of bacterial RNA by polymerase chain-reaction
assays have established the presence of viable, albeit non-
cultivable, Chlamydia organisms in synovial tissue in sev-
eral studies (220). These findings, together with T-cell pro-
liferation in response to the infectious agents, suggest that
there is impaired ability to eliminate triggering bacteria in
patients with ReA. In vitro studies indicate that HLA-B27–
expressing monocytes have an impaired ability to control
intracellular replication of Salmonella. Interestingly, intra-
cellular, viable, nonreplicating Chlamydia within mono-
cytes isolated from synovial fluid and tissue of ReA
patients show an aberrant phenotype characterized by
downregulation of outer membrane protein (omp-1) genes
and upregulation of HSP 60 genes, which encode a highly
immunogenic protein that may account for the inflamma-
tory response to persistent Chlamydia (221).
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Mouse Models of Spondylarthritis and ReA

Because of the salience of B27 as a susceptibility factor for
spondylarthritis and ReA, rodents transgenic for B27 and
human β2 microglobulin have been generated (222). Rats
expressing these transgenes develop arthritis, spondyli-
tis, skin lesions, and colitis. Unfortunately, the model has
not resolved whether the disease is characterized by an
unfolded protein response or by an antigen-specific re-
sponse. On the one hand, microarray data demonstrate
an unfolded protein signature in lesional tissue (223);
on the other hand, disease can be transferred by T cells
(224). One hypothesis that allows for the coexistence of
both pathogenetic mechanisms involves the presentation
of enterobacteria-derived peptides by B27 molecules to T
cells that cross-react with a peptide from a joint-specific
protein. This model is consistent with the attenuated dis-
ease that occurs when B27 transgenic animals are bred in
germ-free conditions.

VASCULITIS

The primary systemic vasculitides are a heterogenous
group of frequently devastating diseases, renowned for
their diversity of clinical manifestations that make clas-
sification schemes based on clinical and histologic data
extremely difficult. Other than the well-known association
between some of the medium- to small-vessel vasculitides
and antineutrophilic cytoplasmic autoantibodies (ANCA),
there are no known specific serologic markers for these
diseases. The currently accepted classification scheme is
based on vessel size.

Large-vessel Vasculitis

The large-vessel vasculitides include giant-cell arteritis
(GCA) (also known as temporal arteritis) and Takayasu Ar-
teritis (TA).

Clinical Manifestations

GCA is a disease of the elderly with few, if any, well-
documented cases in individuals under the age of 50 years.
The incidence of GCA is reported as 7 to 33/100,000, with
highest rates seen in Northern Europe; the disease is rare
in black and Hispanic populations. GCA is frequently dom-
inated by constitutional symptoms such as malaise, fever,
weight loss, stiffness of the shoulder and pelvic girdle mus-
cles, and depression. Laboratory testing generally reveals
a normochromic, normocytic anemia and markedly ele-
vated levels of acute-phase reactants including CRP and
IL-6. Localized symptoms suggestive of tissue ischemia in-
clude loss of vision, jaw claudication, and temporal artery
tenderness.

GCA targets certain vascular beds while sparing others
with remarkable regularity. The most likely sites of vas-
cular involvement are the second to fifth branches of the
aorta and the thoracic aorta. Diagnosis is made on the basis
of a temporal artery biopsy that reveals panarteritis with
mononuclear cells arranged in granulomatous infiltrates
throughout the vessel wall.

In contrast, TA is a disease of young women, with a
female-to-male ratio of 8 to 9:1 and an estimated incidence
of 2.6 per million. The disease appears to be more com-
mon in Asian women. The vascular lesions in TA target the
subclavian and carotid arteries most commonly, although
there is some evidence that vascular distribution is modu-
lated by ethnicity (225).

Pathogenesis

GCA and TA may be histologically indistinguishable. Im-
portantly, both diseases involve only large elastic arteries
that have well-developed layers, including the intima, in-
ternal elastic lamina, tunica media, external elastic lamina,
and adventitia. Arterial damage occurs in response to gran-
ulomatous inflammation and takes the form of neointimal
proliferation and vessel occlusion rather that arterial wall
destruction, aneurism formation, and hemorrhage. Mech-
anistic studies of large-vessel vasculitis have focused on
GCA because temporal artery biopsies are easily obtain-
able.

The role of adaptive immune response in GCA is sup-
ported by its association with HLA-DR4 and the presence
of CD4+ T cells in the inflammatory infiltrates (226). Clon-
ally expanded, activated CD4+ T cells are centered in the
adventitial layer and produce abundant amounts of IFNγ .
Removal of T cells from temporal artery biopsies engrafted
into SCID mice results in resolution of the vasculitic le-
sions, and adoptive transfer of tissue-derived T cells accel-
erates the inflammatory response (227).

The finding of large numbers of activated dendritic cells
(DCs) in the media and adventitia in temporal artery biop-
sies from GCA patients has led to the speculation that
these DCs are responsible for T-cell recruitment and ini-
tiation of the granulomatous inflammatory response. Phe-
notypically, these are myeloid dendritic cells; their deple-
tion abrogates arteritis in SCID mice transplanted with
GCA arteries (228). Activated macrophages reside mostly
in the tunica media of the GCA lesion, where they form
granulomatous infiltrates along the media–intima border,
releasing matrix metalloproteinases (MMPs) and reactive
oxygen intermediates that promote tissue destruction and
disruption of the elastic lamina.

Medium- and Small-sized-vessel Vasculitis

Unlike the chronic granulomatous infiltrates seen in
large-vessel vasculitis, the small- and medium-sized-vessel
vasculitides are characterized by a necrotizing infiltrate
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in the vessel wall. In contrast to the model proposed for
the large-vessel vasculitides, in which the immunologic in-
jury is thought to occur in the adventitia, the inflammatory
process is initiated on the luminal side of the vessel. This
chapter will focus on ANCA-associated vasculitis.

ANCA-Associated Vasculitis

Three forms of ANCA-associated vasculitis have been iden-
tified: Wegeners granulomatosis (WG), Churg-Strauss syn-
drome (CSS), and microscopic polyangiitis (MPA). These
are rare entities; a population-based study in England re-
ported incidences of 8.5, 3.6, and 2.4 per million for WG,
MPA, and CSS, respectively (229). Disease onset typically
occurs in the fifth decade and there is a slight gender differ-
ence, with a male-to-female ratio of 2:1. Clinical features
overlap substantially. Classically, WG patients demonstrate
involvement of the upper airway and ears, lungs, and kid-
neys. MPA classically presents as a pulmonary-renal syn-
drome with pulmonary capillaritis and glomerulonephri-
tis. Of the three, CSS is perhaps the easiest to distinguish
because of the characteristic eosinophilia and obligatory
history of allergic rhinitis and progressive asthma. Coro-
nary arteritis and myocarditis secondary to eosinophilic
infiltrates are a leading cause of morbidity and mortality
in CSS, but are rarely seen in WG or MPA.

Role of ANCA in Disease Pathogenesis

The major antigenic specificities for ANCA are proteinase
3 (PR3), also known as cANCA because of the diffuse cy-
toplasmic staining pattern on immunofluorescence stud-
ies, and myeloperoxidase (MPO), also known as pANCA
because of its perinuclear immunofluorescence pattern
(230). PR3 is a serine proteinase located in azurophilic
granules of neutrophils and lysosomes of monocytes, but
also found on the surface of resting neutrophils. The
amount of surface PR3 appears to be genetically deter-
mined, and increased expression is associated with an in-
creased risk of disease. MPO localizes to the same intra-
cellular compartments as PR3 but does not appear to be
displayed on the surface of resting neutrophils (231). Gen-
erally, anti-PR3 antibodies associate with WG, and anti-
MPO antibodies associate with MPA and CSS.

Currently, clinical, in vitro, in vivo, and animal model
data support, but do not prove, a pathogenic role for ANCA
(230). Multiple studies demonstrate that both PR3 and
MPO ANCA are capable of activating neutrophils primed
with TNFα, GM-CSF, or microbial products in vitro to
degranulate, release IL-1β, IL-8, and reactive-oxygen free
radicals. ANCA IgG has also been shown to stabilize ad-
hesion of neutrophils to cultured endothelial cells, by in-
ducing a conformational change in β2 integrins on the
neutrophil surface.

Passive transfer of anti-MPO IgG derived from MPO
knockout mice immunized with mouse MPO to both
immune-competent and Rag2−/− mice results in glomeru-
lonephritis and small-vessel vasculitis that is histologically
similar to human ANCA-mediated disease, indicating that
antigen-specific T cells are not required to induce the acute
injury (232). However, neutrophil depletion in recipient
mice completely abrogated the induction of vasculitis and
glomerulonephritis (233). Although these data support a
pathogenic, contributory role for ANCA, there is still no
explanation for the development of ANCA. In addition, the
clinical utility of ANCA titers in predicting disease flares is
limited.

Treatment

Corticosteroids and cytotoxic agents constitute the current
treatment strategies for the systemic vasculitides. Antibi-
otic therapy helps maintain remission in WG, probably
through anti-inflammatory rather than microbial effects.
TNF blockade has failed to show benefit in WG and in fact
resulted in an increased risk of solid-tumor development
(234).

SCLERODERMA

Scleroderma (systemic sclerosis; SSc) is an autoimmune
disease characterized by microvascular injury, autoanti-
body production, and excessive collagen deposition lead-
ing to progressive cutaneous and visceral fibrosis.

Clinical Manifestations

Reports on the incidence and prevalence of SSc vary widely
and appear to be heavily influenced by ethnicity and geog-
raphy. The highest overall prevalence rates of 276 cases
per million adults are reported in the United States, with
African-Americans affected more commonly and more
severely than Caucasians. An apparent increase in preva-
lence since 1950 may reflect a true increase, ascertainment
differences, or improved survival and earlier diagnosis.
Women are at higher risk of developing disease than men,
with reported femal-to-male ratios of 3 to 8:1. The mean
age at diagnosis tends to be in the fourth to fifth decade
for Caucasian women and in the third or fourth decade for
African-American women.

The two major disease subsets, diffuse cutaneous SSc
(dcSSc) and limited cutaneous SSc (lcSSC), are distin-
guished by the extent of skin involvement. dcSSc is defined
by the presence of skin thickening proximal to the elbows
and knees and/or involving the torso, whereas lc SSc is
characterized by skin thickening distal to the elbows and
knees. Facial involvement does not distinguish between
the two major disease subtypes. Defining and assigning
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◗ TABLE 41.5 Scleroderma-Specific Autoantibodies

Disease Subset Autoantibody HLA Association Frequency (%)

dcSSc Antitopoisomerase 1 (Scl-70) DRB1∗1101, ∗1104
DPB1∗1301

10–20

Anti-RNA-polymerase I, III 20
dcSSc and lcSSc Anti-U-3 RNP (antifibrillarin) 5–20

Anti-PM/Scl 3
lcSSc Anticentromere DRB1∗01, ∗04

DQB1∗05
20–30

Anti-Th/To DRB1∗11 2–5
Anti-U-1 RNP

dcSSc, diffuse cutaneous scleroderma; lcSSc, limited cutaneous scleroderma.

individual patients to disease subsets is clinically ex-
tremely useful; dcSSC is more aggressive and is commonly
associated with internal-organ involvement, whereas lim-
ited disease is more indolent but more often associated
with pulmonary hypertension.

Pathogenesis and Genetic Susceptibility

Strong evidence for a genetic basis for susceptibility comes
from the increased familial clustering of disease. As seen
in SLE, while several studies have yielded only a very mod-
est disease association with HLA haplotypes, the associa-
tions are much more pronounced and significant between
HLA subsets and autoantibodies (Table 41.5) (235). Simi-
larly, although the concordance for the clinical phenotype
between monozygotic and dizygotic twins is the same (ap-
proximately 5%), the concordance rate for antinuclear an-
tibodies is much higher in monozygotic (95%) compared
to dizygotic twins (60%) (236). It is generally felt that SSc
is triggered by an environmental insult to the susceptible
host, and many infectious and chemical agents have been
implicated in disease development. Geographic clusters
of SSc provide strong evidence for environmental triggers
(237).

Autoantibodies and Immune Dysregulation

ANA are found in more than 95% of SSc patients, and a
number of scleroderma-specific autoantibodies that asso-
ciate strongly with disease subsets have been identified
(238). Although these autoantibodies are highly specific
for SSc, biopsies of involved tissue are remarkable for the
paucity of antibody or immune-complex deposition, and
there is currently little data to support a causal role of
these autoantibodies in disease pathogenesis.

The activated CD4+ T cells in SSc skin are skewed to-
ward a Th2 phenotype with increased production of profi-
brotic cytokines, IL-4, -5, -6, -8, -10, and -13 (239). Although
the cutaneous CD4+ T-cell infiltrate has been shown to be

oligoclonal, suggestive of an antigen-driven response, no
inciting antigen has been elucidated.

Collagen Synthesis

SSc fibroblasts explanted from involved tissue demon-
strate unique abilities to continue producing extracellular
matrix components after serial passages in vitro. TGFβ,
one of the most potent inducers of collagen and proteo-
glycan production, appears to be essential to the scleros-
ing process in SSc for the following reasons: (a) SSc fibro-
blasts have an increased expression of TGFβ receptors and
therefore may be more sensitive to stimulatory effects of
TGFβ; (b) there are increased plasma levels of TGFβ; and
(c) TGFβ is present in early skin lesions, before collagen
deposition (240,241).

Recent evidence suggests an antibody-mediated mech-
anism for fibroblast proliferation and collagen gene ex-
pression. Serum from SSc patients contains antibod-
ies directed against the platelet-derived growth receptor
(PDGFR) (242). Ligation of PDGFRs trigger an intracel-
lular signaling pathway that leads to increased collagen
gene expression. These studies are the first to directly im-
ply a causal role of autoantibodies in tissue fibrosis in
SSc.

New Therapeutic Approaches

The treatment of scleroderma remains difficult, and there
are few effective options for the skin disease or the inflam-
matory lung disease. A recent blinded study of cyclophos-
phamide for the treatment of alveolitis yielded marginal
results, consistent with previous data suggesting that anti-
inflammatory and immunosuppressive agents are of lim-
ited use in SSc, perhaps reflecting the fibrotic rather than
inflammatory pathology. Disappointingly, a recent Phase II
clinical trial of an anti-TGFβ reagent in early scleroderma
showed no efficacy and more adverse events in the treat-
ment group (243), indicating that TGFβ blockade alone is
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insufficient to halt the fibrotic process. Recently, imatinib
mesylate, an inhibitor of PDGF, has been shown to reverse
pulmonary hypertension in animal models (244), and a few
case reports have suggested efficacy in humans.

Mouse Models of Scleroderma

There are several interesting rodent models of sclero-
derma, all of which suggest the centrality of TGFβ in this
disease. The tight skin mouse (tsk) displays intradermal
collagen deposition, autoimmunity, and vascular abnor-
malities. The genetic defect is a duplication of the fibrillin
gene (245). Homozygosity of this duplication is an em-
bryonic lethal mutation. Although the tsk mouse makes
several of the autoantibodies that are present in patients
with scleroderma, these antibodies are not crucial to dis-
ease pathogenesis. B cells, however, are critical, as CD19-
deficient tsk mice display a marked attenuation of collagen
deposition (246). Further genetic analyses of this strain
have shown that tsk mice deficient in one or both copies of
the IL-4 gene also have a markedly reduced disease pheno-
type, reflecting the impact of IL-4 on TGFβ transcription
(247).

The bleomycin-induced model of scleroderma displays
primarily an interstitial lung disease when bleomycin is
administered by an intratracheal route and dermal fibrosis
when bleomycin is administered subcutaneously. The dis-
ease phenotype is exaggerated in TNF-receptor–deficient
mice, presumably because a TNFα-mediated pathway is
responsible for collagen degradation and restoration of
more normal extracellular matrix composition following
the initial inflammatory response (248,249).

The skin changes of scleroderma are similar to those
seen in graft-versus-host disease; not surprisingly, there-
fore, transfer of spleen cells to irradiated or RAG-deficient
hosts has also been exploited as a model of scleroderma.
The transfer of B10D2 splenocytes to RAG-deficient mice
results not only in dermal and visceral fibrosis but also in
the production of antibodies to Scl-70 (250).

MYOSITIS

Inflammatory myositis is a rare condition that may occur
alone or in association with other autoimmune diseases
such as SLE or scleroderma. Although the major clinical
feature of both inflammatory myopathies, dermatomyosi-
tis (DM) and polymyositis (PM), is symmetric proximal
muscle weakness, the two diseases are quite different in
terms of their epidemiology, associated clinical manifesta-
tions, pathologic findings, and suspected immunopatho-
genesis. Both are considered autoimmune diseases on the
basis of autoantibody associations, the presence of T-cell
infiltrates in affected tissue, and response to immunosup-
pressive medications.

Clinical Manifestations

Both PM and DM are characterized by the insidious on-
set of symmetric proximal muscle weakness involving the
neck extensor muscles, shoulder girdle, and hip girdle,
with sparing of the facial and extraocular muscles. DM
has additional dermatologic findings and is often associ-
ated with malignancy (251). An accurate assessment of dis-
ease prevalence is very difficult becaue of discrepancies
in classification criteria; however, estimates of incidence
range from 0.5 to 8.4 cases per million. DM has a bimodal
age distribution, with peak incidences in the teenage years
and between the fifth and sixth decades, whereas PM is ex-
tremely unusual in children and even in adults is the less
common of the two. The female-to-male ratio is approx-
imately 3:1. There is evidence that ethnicity plays a role
in disease susceptibility; African-Americans are three to
four times more likely to develop disease than Caucasians
(252).

Biopsy is the gold standard for diagnosis of myositis
(253). Histologic findings in DM characteristically include
an inflammatory infiltrate invading the perivascular space
and the interfascicular septae. The intramuscular vessels
reveal endothelial hyperplasia with fibrin thrombi, and
complement membrane attack complex (C5b-9) deposi-
tion in vessel walls. A similar type of perivascular infiltrate
with CD4+ cells is seen on skin biopsy in DM.

The findings in PM are strikingly different, with infil-
trating CD8+ T cells in an endomysial pattern. Together
with activated macrophages, they flank healthy-appearing
muscle fibers expressing class I MHC antigens. When class
1 antigens are seen in DM biopsies, they are expressed by
damaged muscle fibers only. The diagnosis of PM relies on
the finding of MHC-I/CD8+ complexes in healthy muscle
fibers.

Pathogenesis

Current understanding of the immunopathogenesis of the
inflammatory myopathies proposes quite distinct entities;
DM is traditionally regarded as a humorally mediated mi-
croangiopathy, whereas PM is felt to be an HLA-restricted,
T-cell–mediated myotoxic immune response (251). Despite
these differences, some inflammatory responses are com-
mon to both disease subsets.

The increased expression of CXCR3 and its IFNγ -
inducible ligand CXCL10 in infiltrating inflammatory cells
in both PM and DM, together with increased expression of
MCP-1, suggests a Th1 skewing of the immune response in
these diseases (254). These data are further substantiated
by increased serum levels of IL-18 that parallel equally ele-
vated levels of IFNγ in both PM and DM (255). The recent
finding of large numbers of perivascular and perimysial
plasmacytoid dendritic cells associated with upregulation
of IFNα-inducible genes strongly suggests a role for the
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innate immune system in pathogenesis of DM (256). In
contrast, myeloid dendritic cells are present in PM lesions.
The presence of dendritic cells in PM muscle suggests that
phaocytosis and antigen presentation followed by T-cell
recruitment are occurring at the involved sites or in local
lymph nodes.

CD8+ T cells obtained from PM biopsies are cytotoxic to
autologous myotubes in vitro. Several studies have demon-
strated clonally expanded circulating and invasive CD8+ T
cells. These data suggest an antigen-driven response; how-
ever, the nature of the antigenic target on myocytes re-
mains unknown.

A role for MHC class I in muscle fiber damage unre-
lated to antigen presentation and lymphocyte response is
suggested by the observations that class I expression pre-
cedes the inflammatory infiltrate in PM and persists in the
absence of infiltrating cells. Similarly, class I transgenic
mice develop weakness before an inflammatory infiltrate
appears, and gene transfer of class I plasmids in vitro and
in vivo diminishes muscle regeneration and differentiation
(257). Inappropriate overexpression of class I may lead to a
stress response in the endoplasmic reticulum, as has been
proposed for B27-related disease. The inciting triggers for
upregulation of class I, however, remain speculative and
include viral infections, trauma, or denervation and hy-
poxia.

Autoantibodies

Autoantibodies are found in 50% of patients with in-
flammatory myositis; some are specific for inflammatory
myositis (MSAs) and some are associated with other con-
nective tissue diseases as well (MAAs) (Table 41.6). The
antigenic targets of most MSAs are cytoplasmic proteins
or ribonucleoprotein complexes involved in protein syn-

thesis and translocation. Of the six reported antibodies
to aminoacyl-transfer RNA synthetases (anti-tRNA syn-
thetases), the most common is the anti-Jo-1 antibody to
histidyl-tRNA synthetase. Apoptotic muscle cells release
the NH2-terminal fragment of Jo-1 that acts as a chemoat-
tractant for activated lymphocytes to the damaged tissue.
Other MSAs are directed against nuclear helicase (anti–
Mi-2) and signal-recognition particle (anti-SRP) (258).

Seasonal patterns of disease onset—increased inci-
dence of Jo-1–associated disease in the spring and in-
creased incidence of SRP-associated disease in the win-
ter and spring months—suggest an infectious trigger for
myositis, but none has been successfully identified (251).

It has recently been reported that regenerating myositis
muscle provides a rich source of autoantigen (Mi-2, Jo-1,
U-1 RNP, and DNA PKS). These data implicate regener-
ating muscle cells as a source of ongoing antigen drive,
accounting for the observed self-sustaining nature of the
disease (91). This paradigm does not address the nature
of the initial inciting event leading to immune activation
in myositis, but it is theorized that muscle damage lead-
ing to regeneration may initiate disease in a predisposed
patient.

Treatment

The treatment of inflammatory muscle disease is generally
confined to the use of corticosteroids or immunosuppres-
sive agents. Dermatomyositis associated with malignancy
is most responsive to reduction in tumor mass. As thera-
pies become more focused, it is likely that each disease will
respond to different agents, as polymyositis is character-
ized by the activation of cytotoxic CD8+ cells and dermato-
myositis by antibody production and activation of CD4+

cells.

◗ TABLE 41.6 Autoantibodies in Inflammatory Myositis

Autoantibody Antigenic Target Frequency

Myositis-specific antibodies

Anti-tRNA-synthetases Aminoacyl-tRNA-synthetase
Anti-Jo-1 Histidyl-tRNA-sythetase 20% PM/DM
Anti-PL-7 Threonyl-tRNA-synthetase <5% PM/DM
Anti-PL-12 Alanyl-tRNA-synthetase <5% PM/DM
Anti-EJ Glycyl-tRNA-synthetase <5% PM/DM
Anti-OJ Isoleucyl-tRNA-synthetase <5% PM/DM
Anti-KS Asparaginyl-tRNA-synthetase <5% PM/DM
Anti-SRP (signal-recognition

particle)
325-kDa ribonucleoprotein translocation

regulation factor
<5% PM

Anti-Mi-2 Nuclear helicase 5–10% DM

Myositis-associated antibodies

Anti-PM-ScL Nucleolar exosome 5–25% DM/SSc
Anti-Ro, La 3–27%
Anti-U1 snRNP Ribonuclearprotein 5–60%
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Mouse Models of Myositis

Models of myositis support the hypothesis that muscle
damage followed by muscle regeneration may trigger in-
flammation and autoreactivity. Synaptotagmin VII is a
lysosomal protein involved in lysosomal exocytosis, a pro-
cess that contributes to the repair of wounds in the plasma
membrane. Mice deficient in this protein develop inflam-
mation in muscle, muscle weakness, and antinuclear anti-
bodies, suggesting that the failure to repair damaged cells
can potentially trigger an autoimmune attack on mus-
cle (259). Similarly, ectopic expression of MHC class I
molecules in skeletal muscle leads to autoantibody pro-
duction and muscle inflammation. Once enhanced class I
expression is present on muscle, an inflammatory response
develops that may reflect the antigen-presenting capacity
of myocytes but more likely represents a misfolded protein
response (260).

The peptide-binding motif of H-2 Kd is similar to that
of HLA A2402, an MHC allele associated with polymyosi-
tis. Because polymyositis is characterized by an infiltra-
tion of CD8+ cells, peptides associating with H-2Kd and
A2404 were sought. Pyruvate kinase M1/M2 is abundantly
expressed in skeletal muscle and contains a peptide that
can be anchored in the H-2 Kd abd A2404 peptide-binding
grooves. Administration of dendritic cells pulsed with this
peptide to BALB/c (H-2d) mice leads to muscle inflamma-
tion with infiltration of predominantly CD8+ T cells (261).

CONCLUSION

The systemic autoimmune diseases have in common the
targeting of the musculoskeletal system, although other or-
gan systems can also be affected. A major shared feature
is the presence of ANA. Reactivity to nuclear antigens may
be more than a fortuitous communality and may signal a
shared abnormality in B-cell development and tolerance.
Alternatively, nuclear antigens may contribute little to ei-
ther the elicitation or the pathogenicity of ANA; as new
cross-reactivities continue to be identified, they may pro-
vide greater insight into pathogenic processes.

SLE and RA clearly share some susceptibility genes
with each other and with organ-specific autoimmune dis-
eases; however, there is as yet no evidence for a shared
genetic predisposition between these diseases and vasculi-
tides, scleroderma, or inflammatory myopathies. Indeed,
pathogenetic mechanisms appear to differ among these
diseases, with different effector T-cell subsets.

Nonpathogenic autoreactivity, in particular the pres-
ence of the autoantibodies of systemic autoimmune dis-
eases, is far more widespread than pathogenic autore-
activity. Major, and poorly understood, checkpoints exist
between normal serology and ANA and then between en-
hanced autoreactivity and tissue damage. Finally, in persis-

tent disease, an additional progression from cellular infil-
tration and inflammation to fibrosis occurs; the molecular
switch for this change in tissue response is not well char-
acterized. Nevertheless, this complicates the treatment of
these diseases, as stage of disease may be a determinant in
response to therapy.

The major advances in our understanding of these dis-
eases in the past decade have been a function of the im-
proved methodologies for the study of human cells and
tissue. Although animal models continue to be critical to
our understanding, it is now possible and necessary to test
the validity of animal models against the human disease
and to choose those models most similar to patient subsets
for the design of therapeutic interventions.
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Conclusion

Misdirection and improper control of immune responses
can lead to organ-specific destruction, which is classified
as autoimmunity, if cells reactive to self-antigens can be
identified. Although a certain genetic predisposition is as-
sociated with most organ-specific autoimmune disorders,
other contributing etiologic factors remain to be identified.
It is not clear whether some of the diseases that selectively
affect one or few organs are due to a yet-unidentified vi-
ral infection and autoimmune responses arise secondary
to such a primary attack. Once a destructive process has
taken root, the outcome depends on a multitude of inter-
nal and external factors and can be influenced therapeu-
tically. For example, alteration of the systemic or local,
organ-specific cytokine milieu has proven to be of benefit.
In addition to the immunopathology and etiology, novel
treatments that are based on redirecting the immune sys-
tem into a state of benign autoreactivity are discussed in
this chapter.

GENERAL CONCEPTS IN ORGAN-SPECIFIC
AUTOIMMUNITY

Immunity and Autoimmunity

Autoimmunity is the “Other” (1) of immunity, and in true
dialectical fashion, immunity’s inception as a scientific dis-
cipline encapsulated the conceptual problem that was to

shape the immunologic debates in the first 15 and last 50
years of the 20th century. As much as the prefix auto assigns
a specific place apart from immunity proper, the idea of im-
munity is not conceivable (for better or worse), without the
notion of the self (2). Immunity’s distinct association with
the individual self stretches from its etymologic roots in
the Roman legal concept of an individual’s exemption from
duty, service, or tax to its official induction into the canon
of medical terminology [defined as “idiosyncratic condi-
tion” in the 1878 edition of Littré’s Dictionnaire de Médecine
(3)] and beyond. However, with the dawn of the 20th cen-
tury, in the wake of the seminal discoveries of immune pro-
tection by active immunization with attenuated pathogens
(4) or passive transfer of convalescent serum (5) and the
seemingly unstoppable success of the “New Immunology,”
the notion of the immunologic self underwent a dramatic
reconfiguration. The price for immunity, it appeared, was
autoimmunity, a concept so problematic that its existence
had to be relegated to the realm of the almost unspeakable
(that is, the Greco-Latin neologism of a “horror autotoxi-
cus”) (6). Paradoxically, the very time that saw the concept
of “horror autotoxicus” acquire a quasi-dogmatic status as
the “law of immunity research” (7) was also the time that
A. Silverstein termed the “classical period” of autoimmu-
nity research (8). Although declared anathema, autoim-
mune phenomena were reported in a quick succession of
widely publicized observations. In 1902, Portier and Richet
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reported the phenomenon of anaphylaxis (as opposed to
prophylaxis) (9); Maurice Arthus characterized the local
inflammatory response that was to bear his name in 1903
(10); Donath and Landsteiner described the first human
autoimmune disease (paroxysmal cold hemoglobinuria) in
1904 (11); and the term allergy (“altered reactivity”) was
coined by von Pirquet and Schick in their analysis of serum
sickness in 1905 (12). The idea that tissue destruction may
lead to expanded immunopathology (nowadays referred
to as determinant spreading) was proposed by Weil and
Braun in 1909: In the course of an infectious disease,
“tissue alterations lead to the generation of complement-
binding factors that, . . . based on their affinity to bodily
cells, themselves attack and damage the cells of the or-
ganism” (13). Even the concepts of organ specificity (14),
immunoprivilege, and the breakdown of regulatory mech-
anisms as a cause for autoimmunity (7) were developed in
the early days of autoimmunity research.

This period of extraordinary productivity was followed
by an almost 40-year hiatus (the “dark ages of autoimmu-
nity research”) (8). The reasons for a generalized disinter-
est in autoimmune phenomena are manifold and included
political reconfigurations after World War I, the death of
both Ehrlich (1915) and Metchnikoff (1916), a misconcep-
tion of “horror autotoxicus” as the immune system’s inabil-
ity to generate responses against self, and a paradigm shift
in the field of immunology in favor of immunochemical ap-
proaches (8). The renaissance of autoimmunity research
had to await observations about immunologic tolerance
of mice congenitally infected with lymphocytic chori-
omeningitis virus (LCMV) (15), description of tolerance
in chimeric cattle twins (16), and Peter Medawar’s work
on skin transplant rejection (17–20), as well as the inte-
gration of these findings into a conceptual framework of
self and non-self as determinants for immunologic reac-
tivity (21). Burnet subsequently developed and extended
these ideas into the “clonal selection theory of antibody
formation” (22) thereby establishing the conceptual cen-
trality of self, non-self, and immunologic tolerance. Al-
though the dogmatic reading of “horror autotoxicus” was
still prevalent [Ernest Witebsky delayed his publication
about thyroid antibodies (23) for several years, assuming
an experimental error (8)], Ehrlich’s original conception as
“regulatory contrivances” that prevent autoimmunity was
now validated within the context of the clonal selection
theory.

Again, however, the usefulness of self and non-self as
distinguishing parameters was challenged at the very time
they began their rise to prominence. Ludwik Fleck, in his
Genesis and Development of a Scientific Fact, questioned
the capacity of an immune system that only interacts with
structures that are strictly non-self: “it is very doubtful
whether an invasion in the old sense is possible, involv-
ing as it does an inference by completely foreign organ-
isms in natural conditions. A completely foreign organ-

ism could find no receptors capable of reaction and thus
could not generate a biological process” (24). This view
was echoed and elaborated on in the work of Jerne (25)
and Coutinho (26), and even the possibility of a benefi-
cial role for autoimmune processes was postulated by con-
cepts such as “physiologic autoimmunity” (27), “positive
autoimmunity” (28), and “protective autoimmunity” (29).
The importance of autoreactivity as an integral aspect of
immunity is furthermore demonstrated by the processes of
“positive selection,” T cell development in the thymus, and
the T cell–mediated destruction of transformed or infected
tissues, which are based on the recognition of foreign (e.g.,
viral peptides, or even self, as in the case of some tumor-
derived antigens) in the context of “self” (major histocom-
patibility complexes). In fact, events associated with dan-
ger or the preservation of tissue integrity rather than the
discrimination between self/non-self have been postulated
as a primary driving force that engages the immune system
(30,31). More recently, the notion that immune reactivity
is generated by the introduction of strong antigenic dis-
continuities (“criterion of continuity”) has been proposed
and may offer an elegant solution to some of the concep-
tual problems outlined earlier (32,33). Still, the idea of
recognition (2,34,35) remains a central element common
to all of these models because the immune system’s prin-
cipal task is cast as a differentiation between organismal
states (self vs. non-self, safety vs. danger, integrity vs. dam-
age, continuity vs. discontinuity, etc.). Such operational
distinctions are indeed powerful tools for conceptualizing
the functions of the immune system—with impressive suc-
cess, as well as some obvious shortcomings. Yet they may
also insinuate a proximity of logical and functional cate-
gories that can culminate in the postulate of a principal
objective, a veritable raison d’être for the immune system.
However, rather than rejecting the need for a comprehen-
sive conceptual framework in favor of pure experimental
work (36), we endorse continuing efforts to develop a the-
oretical basis for the phenomenon of “auto/immunity” and
favor an evolutionary perspective that conceives of the im-
mune system, devoid of a particular purpose (37), as “the
cause of its own necessity” (38).

The notion of autoimmunity as an aberrant phe-
nomenon has informed much of our current understand-
ing about the immune system and its functions, and there
appears to be a growing awareness that immunity and
autoimmunity are both historically and conceptually in-
tertwined. An emerging consensus indicates that the an-
thropomorphisms of self and non-self should be overcome
[e.g., as suggested in the respective forewords to two ma-
jor autoimmunity textbooks (39,40)] and that autoimmu-
nity is likely a universal phenomenon in the evolution of
the vertebrate immune system. As part of the evolving
organism, the immune system processes antigen stimuli
in a deterministic fashion restricted by genetics, previous
antigenic experience of the host, nature of the antigen, and
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the conditions of its presentation (39). However, any effort
to imbue the immune system’s function with an overriding
purpose, no matter how important for our conceptualiza-
tion and experimentation, has to recognize that evolution
is ignorant of teleology. In this respect, the remark by the
Darwinist Paul Ehrlich that production of autoantibodies
is “dysteleological in the extreme” (6) may be extended to
the functionality of the immune system as a whole; there is
no teleology in autoimmunity or immunity, just the work-
ings of a complex system under evolutionary constraints.
The rules that inform immunity are the same ones that
govern autoimmunity.

The Burden of Autoimmune Diseases

The existence of autoimmune diseases in humans has been
known for 100 years. By now, autoimmune pathogenesis
has been attributed to more than 40 human diseases (41),
yet it is still far from clear which features can conclusively
be proven to have an underlying autoimmune pathogen-
esis. It has been suggested, somewhat provocatively, that
with knowledge about an infectious origin, diseases are
called immunopathologically mediated, whereas lack of
such knowledge results in reference to such diseases as au-
toimmune (42). Although this argument is akin to the med-
ical taxonomy in which diseases of unknown origin are
assigned to the domain of the “endogenous,” “idiotypic,”
“essential,” or “primary,” a “positive” definition for autoim-
mune disease is very much needed to provide a specific
diagnostic framework that allows for unequivocal identifi-
cation of distinct autoimmune disorders yet remains flexi-
ble enough to accommodate new insights in etiologic and
symptomatologic processes. A first attempt to provide such
a basis for the establishment of the autoimmune origin of
human diseases was formulated by Witebsky et al., who
modeled their postulates on those of Koch: “recognition of
an autoimmune response; autoantibody or cell-mediated,
identification of a corresponding autoantigen, as well as in-
duction of an analogous autoimmune response and disease
in experimental animals” (43). A timely update for these
criteria was proposed by Rose and Bona, who suggested
a combination of direct evidence (transfer of pathogenic
antibodies or T cells), indirect evidence (reproduction
of disease in experimental animals), and circumstantial
evidence (clinical clues) to determine an underlying au-
toimmune etiology for human diseases (41). However, it
is important to note that any specific guidelines have to be
tailored to individual autoimmune disorders. For instance,
an exemplary catalogue of diagnostic criteria has been de-
veloped by the International Autoimmune Hepatitis Group
to facilitate and improve the diagnosis of autoimmune
hepatitis (44). This report also illustrates the importance
of distinguishing between an autoimmune and infectious
origin for hepatitis (44): Immunosuppressive therapy has
a beneficial effect on the course of autoimmune hepatitis

(AIH), and although responsiveness to such therapy is
one of the diagnostic criteria for AIH, this therapy may
be detrimental when used for treatment of virus-induced
hepatitis.

As a first of its kind, a metastudy published in 1997 pro-
vided a comprehensive evaluation of prevalence and inci-
dence studies conducted for 24 autoimmune diseases since
1965 (45). Overall, 1 in 31 Americans, or approximately
8.5 million people, were estimated to be afflicted by an au-
toimmune disease. The most prevalent disorders, divided
into organ-specific and systemic conditions (and ranked
in order of prevalence), are listed in Table 42.1. The study
by Jacobson and colleagues also documents some striking,
if not entirely unexpected, findings. Many autoimmune
conditions are clearly understudied, and some of the most
frequently studied diseases exhibit comparatively low
prevalence rates. The cause for this imbalance between
the public health burden posed by some autoimmune
disorders and their attraction as objects for scientific
study remains to be elucidated but will likely include
the presence or absence of effective therapy. Pernicious
anemia, the sixth-most-common autoimmune disease
in the United States, can be effectively managed and
therefore elicits only limited epidemiologic interest. In
contrast, some rare conditions may pose a pronounced
burden to afflicted individuals and thus warrant contin-
ued efforts to develop more effective prophylactic and
therapeutic interventions. Furthermore, the availability
of certain models for autoimmune diseases (again not
necessarily a reflection of the epidemiologic importance
of the corresponding human autoimmune disease) has an
impact on choices made by researchers charting their field
of study. Finally, as in other areas of research or clinical
medicine, the funds and resources available are the result
of multiple factors that may or may not include the public
health burden exerted by a particular autoimmune dis-
ease. Balancing these aspects appropriately to appreciate
and address the burden of autoimmune diseases based
on both the afflicted individual and society at large is a
challenge that will require continued efforts to identify,
investigate, inform, and, it is hoped, improve the therapies
for many autoimmune diseases.

Differentiating Organ-specific and Systemic
Autoimmune Diseases

A perennial approach in the quest to make sense of com-
plex phenomena is the establishment of dichotomies, how-
ever fraught with shortcomings, inconsistencies, and ex-
ceptions to the rule. Steeped in clinical traditions and
immediately intelligible, the distinction between systemic
and organ-specific autoimmune diseases is as useful as
it is inadequate. Given that the evolving understanding
of autoimmune diseases requires a constant reevaluation
of concepts pertaining to etiopathogenesis and effective
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◗ TABLE 42.1 Prevalence of Autoimmune Diseases

Weighted Mean Weighted Mean
Prevalence Incidence

Autoimmune Disease Organ Rate/100,000 Rate/100,000

Thyroiditis/hypothyroidism Thyroid 1,323.8 21.8

Grave’s disease/hyperthyroidism Thyroid 1,151.5 13.9

Rheumatoid arthritis Joints, lung, heart, other 860.0 23.7
Vitiligo Skin 400.2

Type 1 diabetes Pancreatic β cells 192.0 12.2

Pernicious anemia Stomach 150.9 a

Multiple sclerosis Brain/spinal cord 58.3 3.2

Glomerulonephritis (primary) Kidney 40.0 3.6

Systemic lupus erythematosus Skin, joints, kidney, brain, lung, heart, other 23.8 7.3
Glomerulonephritis (IgA) Kidney 23.2 2.4

Sjögren’s syndrome — 14.4 a

Addison’s disease Adrenal 5.0 a

Myasthenia gravis Muscle 5.1 0.4

Polymyositis/dermatomyositis Muscle, lung, heart, joints, other 5.1 1.8
Scleroderma Skin 4.4 0.8
Primary billiary cirrhosis Liver bile ducts 3.5 0.9

Uveitis Eye 1.7 18.9

Chronic active hepatitis Liver 0.4 0.7

Data taken from Jacobson et al. (45), which should be consulted for details.
Organ-specific autoimmune diseases in bold, systemic autoimmune diseases in regular type face.
The prevalence/incidence rate from each study within a disease category contributed proportionately based on the

population size of that study. The proportion or weight was calculated by dividing the study population denominator by
the total of all the study population denominators for each disease.

a No studies on disease incidence are available.

treatment modalities, it would be premature to aban-
don such a simple and still useful classification. Instead,
that porous juncture between systemic and organ-specific
disorders may reveal hitherto unappreciated aspects of
pathogenesis. On the surface, the patterns of pathology
result from the distribution of anatomic niches that pro-
vide a suitable environment to interface antigens and im-
mune effectors. Leaving aside the difficulties pertaining
to the identification of initiating autoantigens in many
human autoimmune diseases (and the challenging task
of correlating markers of immunologic activity, such as
autoantibodies, with cause or consequence of tissue de-
struction), a particularly puzzling phenomenon is the ap-
parent organ specificity of some disorders in the face of
autoimmune responses that target ubiquitous antigens.
For instance, the ribonucleoprotein antigens implicated
in Sjögren’s syndrome or the transfer RNA synthetases tar-
geted in polymyositis are widely expressed intracellular
antigens, yet the pathology of these diseases is relatively
circumscribed. Another intriguing example is the K/BxN
arthritis model in which pathogenic antibodies recognize
the ubiquitous cytoplasmic enzyme glucose-6-phosphate
isomerase (GPI). Here, the preferential involvement of the
joints apparently results from unique properties of the re-
gional vasculature that allow for an antibody-mediated
increase of vasopermeability and amplification of pathol-
ogy by extracellular GPI deposition in the articular cavi-

ties (46,47). The observation that autoimmune damage is
critically dependent on aspects of the local microanatomy
emphasizes the importance of considering autoimmune
processes in the larger context of interdependent organ
systems.

Finally, an examination of some animal models used
for the study of particular organ-specific autoimmune dis-
orders further challenges the simple notion of restricted
pathology and may provide clues about etiologic common-
alities of ostensibly disparate clinical autoimmune syn-
dromes. The nonobese diabetic (NOD) mouse is the most
widely used animal model for the study of type 1 dia-
betes (T1D), a severe condition caused by autoimmune
destruction of the insulin-producing β cells in the pan-
creas (48,49). However, NOD mice also exhibit aspects of
type 2 diabetes (T2D) (50) and are prone to autoimmune
sialitis, thyroiditis, peripheral neuropathy, and prostatitis
(a lupus erythematosus–like syndrome that develops after
exposure to killed mycobacteria), as well as, under certain
circumstances, exocrine pancreatitis (49). Similar to the
etiology of T1D, specific T cells are involved in the patho-
genesis of all of these disorders, although antigenic targets
and requirements for costimulatory interactions are dis-
tinct. Thus, as in human T1D, the NOD mouse combines
a generalized genetic susceptibility to multiorgan autoim-
munity that is focused on pancreatic β cells but not limited
to endocrine organs.
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Central and Peripheral Tolerance:
Implementing an Operational Concept

A detailed historical discussion of the concept of toler-
ance is beyond the scope of this chapter, but some aspects
of the use of the term tolerance require clarification at
the outset. Tolerance in adaptive immunity, strictu sensu,
is the absence of specific lymphocyte activity, the conse-
quence of physical deletion or functional silencing of spe-
cific T and B cells. Some researchers refer to these tol-
erance mechanisms as “passive” or “recessive” tolerance
to distinguish them explicitly from “active” or “dominant”
tolerance. Although the latter constitutes bona fide im-
mune responses (and therefore other researchers do not
categorize them as a mode of tolerance), their particu-
lar nature results in a phenotype that is comparable to
that achieved by means of passive/recessive tolerance. Dis-
tinct effector mechanisms (e.g., immunosuppressive cy-
tokines) and possibly dedicated classes of immune cells
(e.g., T regulatory cells [Tregs]) ensure that local or sys-
temic autoimmunity is avoided. The concept of T cell sup-
pressors, first proposed in the early 1970s by Gershon (51),
has recently been resurrected in the form of professional
CD25+FoxP3+CD4+ and adaptive Tregs and has attracted
considerable attention. However, although there is indeed
a population of CD25+ T cells committed to regulatory
activity in naive, nonimmunized mice, we underscore that
regulatory functions, including those that limit autoimmu-
nity, are a feature of the immune system as a whole and can
be exercised by other classes of immune cells as well (e.g.,
CD8+ T cells, γ δT cell receptor [TcR], T cells, NKT cells).
Thus, although CD25+CD4+ regulatory T cells occupy a
distinct and important niche in the complex dynamic net-
work of immune functions, not all Tregs are CD25+CD4+,
nor do all CD25+CD4+ T cells function as suppres-
sors. Indeed, novel markers might characterize regula-
tory function better; among these is the expression of the
forkhead/winged helix transcription “FoxP3” (52–58) and
secretion of cytokines with regulatory function such as in-
terleukin (IL)-10 (59,60) or transforming growth factor-
β (TGFβ) (61). The many efforts to understand the na-
ture of CD25+CD4+ Tregs have been expertly reviewed
elsewhere (62,63).

T Cell Tolerance

Autoreactivity, by definition, designates a specific im-
mune response to self-antigens. Antigen-nonspecific re-
sponses such as inflammation and innate immune pro-
cesses should not be considered autoimmune in the strict
sense, although they may accompany, enhance, or even
trigger adaptive autoimmune responses. Thus, antigen-
specific T or B cell immunity would have to underlie a
genuine autoimmune disorder. Furthermore, for organ-
specific autoimmune diseases, antigen specificity of pri-

mary effector lymphocytes must be largely restricted to
autoantigens derived from defined organs or tissues. Once
initiated, organ-specific responses that precipitate or drive
the localized autoimmune reaction may diversify to com-
prise additional specificities (determinant spreading) and
pathogenic mechanisms.

How does the adaptive immune system restrict gen-
eration and activation of autoreactive lymphocytes? The
central process by which the generation of T cell recep-
tor diversity is limited is called thymic selection. Thymic
selection is a developmental process that selects T cells
with a biased repertoire for export into the periphery (64–
68). T cells that interact at least weakly with self-peptides
presented in the context of major histocompatibility class
(MHC) molecules are chosen in the course of positive se-
lection (69,70), whereas those that do not effectively in-
teract with MHC:peptide complexes die by neglect. How-
ever, interactions above a certain avidity threshold result
in elimination by negative selection and constitutes the
basis for central tolerance (64,68). Thus, central toler-
ance prevents widespread autoimmunity as a function of
lymphocyte/antigen-complex avidity and preferentially se-
lects T cells with specificities for antigens not expressed
in thymic epithelium for export into the periphery. How-
ever, central tolerance is not a complete mechanism, and
a sizeable pool of T cells with intermediate avidity can es-
cape negative selection and is exported to the periphery.
The presence of these autoreactive T cells can be consid-
ered physiologic and they are not noxious for two rea-
sons: Either they are usually not activated and exhibit a
naive phenotype, or they exhibit regulatory effector func-
tions and act as adaptive Tregs following activation. Thus,
not all self-reactive lymphocytes necessarily need to ex-
hibit an aggressive phenotype. Depending on their specific
effector function, autoreactive T cells could exhibit regu-
latory functions and critically modulate or even abort lo-
cal autoimmune processes. Such autoreactive regulators
might occur physiologically and constitute the majority
of autoimmune responses present in healthy individuals.
Only an encounter under appropriate stimulatory condi-
tions (i.e., presentation of autoantigen-derived peptides
presented in the context of MHC class I or II molecules
accompanied by antigen-nonspecific costimulatory inter-
actions and strong inflammatory signals) can lead to their
full activation and detrimental effector functions in the
periphery. As “armed effectors,” autoreactive T cells are
potentially very dangerous and may initiate organ-specific
autoimmunity if they recognize the autoantigens or closely
related proteins in a defined tissue. It is thought that a
few autoaggressive “driver clones” with highly detrimen-
tal effector function can sustain a localized autoimmune
process.

The presence of autoreactive T cells in the periph-
ery might suggest that detrimental autoimmunity should
occur quite frequently if organ-specific autoantigens are
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not expressed in the thymus. Alternatively, such physio-
logically occurring autoimmunity is not of a regulatory
nature. Yet there are several additional mechanisms that
maintain tolerance in the periphery. “Peripheral tolerance”
involves a set of mechanisms that ensures that autoreac-
tive T lymphocytes are not activated in the periphery. These
mechanisms pertain to both autoreactive and heteroreac-
tive T cells and involve the following pathways. First, it
has been observed that naive T cells triggered by a strong
signal through the TcR alone may lose the ability to pro-
liferate, and some but not all effector functions become
anergic (74–76). Presence of certain cytokines or costim-
ulatory interactions can avoid the induction of anergy or
may reverse an anergic state. Second, highly activated T
cells will eventually undergo activation-induced cell death
(AICD) (77). AICD is thought to be essential for the down-
modulation of immune responses and the reestablishment
of immune homeostasis. Impairment of AICD may lead to
continued immune activation and generalized autoreactiv-
ity. For CD4 lymphocytes, AICD is FAS/FAS-L dependent
(78,79); it is not clear which interactions precisely con-
trol AICD in CD8 cells. Third, molecules that can deliver
specific negative signals, such as the B7-binding CTLA-4,
are involved in “turning off” the antigen-specific T cells
(80,81). Finally, other factors such as regulatory lympho-
cytes and regulatory antigen-presenting cells (APCs) might
play important roles in maintaining peripheral tolerance
(51,62,82).

B Cell Tolerance

Although they are not selected in the thymus, developing
B cells are subject to similar selection processes that com-
prise central and peripheral tolerance mechanisms. After
B cells mature in the bone marrow, clonal selection oc-
curs after recognizing antigens in the periphery, is avid-
ity dependent, and allows the B cells to undergo further
receptor editing. Because T helper (TH) lymphocytes are
needed to optimize B cell responses to most protein anti-
gens, the T cell–dependent antibody production is referred
to as “thymus dependent.” TH cell–independent B cell re-
sponses occur mostly to bacterial and lipid antigens, for
example, to lipopolysaccharide (LPS), and are therefore
rarely autoaggressive. Thus, T cell tolerance controls di-
rectly B cell reactivity to autoantigens. In general, systemic
autoimmune disorders such as systemic lupus erythemato-
sus (SLE) are B cell dependent, and organ-specific diseases
such as multiple sclerosis (MS) and T1D are less dependent
on autoantibodies, although B cells could play important
roles because APCs and antibodies could enhance disease
pathogenesis. In both T1D and MS, autoantibodies corre-
late with disease progression. In thyroiditis, autoantibod-
ies are instrumental in causing disease, and in autoim-

mune hepatitis their role is thought to be crucial (see later
organ-specific sections).

In conclusion, central and peripheral tolerance mecha-
nisms effectively control the vast majority of autoreactive
lymphocytes, which ensures that autoaggressive immune
responses are relatively rare (less than 5% overall popula-
tion). Some of the considerations described in this subsec-
tion are illustrated in Figure 42.1.

Organ-specific Tuning: Regulatory and Destructive
Autoimmunity

As indicated in the section The Burden of Autoimmune
Diseases, although autoimmune disorders must conform
to a set of general criteria, organ-specific autoimmunity
must be considered in addition to the specific context of the
target organ affected. Certain effector functions exerted by
autoreactive lymphocytes will be detrimental only to par-
ticular cells or tissues. For example, the pancreatic β cells
are more sensitive to the damaging effect of inflammatory
cytokines than neighboring β cells (both cell types are part
of the islets of Langerhans) and other cells in their vicin-
ity (e.g., fibroblasts or acinar tissue of the pancreas) (83).
On the other hand, some organs provide a microenviron-
ment that suppresses inflammatory responses. For exam-
ple, both the gut and the central nervous system contain
relatively large amounts of TGFβ, which can have direct
antiinflammatory effector functions on T cells and APCs
and activate Tregs, unless IL-6 is present (61,84–87). In
addition, certain large organs such as the liver may bet-
ter tolerize lymphocyte responses directed toward them
because they contain a high number of cells that are in-
capable of costimulation (e.g., hepatocytes) and conse-
quently would shut down naive autoreactive lymphocytes
that recognize them (30). Finally, the precise activation
state, phenotype, and effector function of an autoreactive
cell are critical in determining their impact on tissues ex-
pressing their cognate antigen. Some molecules will exert
beneficial functions, for example, IL-4 and probably IL-10
and TGFβ in T1D (88–90). Antigen-specific adaptive and
professional regulatory cells are likely participants of ev-
ery local autoimmune process and could be essential
in delaying or preventing clinical disease altogether. Al-
though their induction is a clear therapeutic goal, phe-
notype and mechanistic aspects essential for regulatory
function are not understood in detail. One hypothesis is
that professional and adaptive Tregs exert their function
by targeting and altering APC function. They may act as
true bystander processors if their suppressive action via
APC modulation is extended to aggressive immune re-
sponses regardless of specificity located in the microen-
vironment of the affected organ (Figure 42.2). Indeed,
such cells have been identified in several animal models
(89,91–93), but their existence and function in humans
are not well defined. Alternatively, regulatory lymphocytes
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FIGURE 42.1 Events important for the pathogenesis of autoimmunity. Autoreactive lympho-
cytes can escape thymic negative selection if they are of lower avidity. Such initially naive cells
can become activated to turn into autoreactive aggressive as well as regulatory (Treg) cells. Mech-
anisms that play a role in addition to the genetic predisposition are probably viral infections,
other inflammatory processes, and release of cytokines and chemokines. It is noteworthy that
not all inflammatory processes need to foster autoimmunity because it is known that many viral
infections can protect from the development of autoimmune disease. APCs, antigen-presenting
cells; MHC, major histocompatibility complex.

may directly affect activated or naive aggressive lympho-
cytes and induce anergy or apoptosis. Furthermore, by
changing the overall cytokine milieu of a given inflam-
matory process, the number and function of aggressive
cells and cytokines/chemokines may be dampened in a
localized area (94). Probably the best-understood balanc-
ing circuits used by autoreactive adaptive Tregs are the
TH1/TH2 paradigm (95–97) and signaling by IL-10 (60)
and/or TGFβ (61). In light of these observations, autore-
activity is not necessarily detrimental or even essential as
regards Tregs.

Finally, it might be difficult or even impossible to de-
fine a general phenotype of autoaggressive lymphocytes
that will cause damage at any site or organ. Instead, au-
toaggression has to be defined in relation to the target or-
gan or cell that is under attack. Lymphocytes detrimental
in one organ/disease might not necessarily be detrimen-
tal to other organs, with ubiquitous autoimmunity rarely
occurring.

Initiating Autoimmunity: Antigens,
Genes, and Environment

Antigens

A central challenge in most human autoimmune disor-
ders is the identification of an initiating autoantigen or
autoantigens. For example, several candidate autoanti-
gens have been identified in T1D; however, it is unclear
and controversial whether any are actually involved in
initiation of the disease. A similar situation exists for
MS and rheumatoid arthritis (RA). Because it is un-
clear which antigens initiate destructive autoimmunity in
the majority of human autoimmune diseases, it is im-
portant to better define the requisite properties of such
antigens. A more detailed understanding of the earliest
events during the development of autoimmune pathogen-
esis should be of direct benefit to the development of ther-
apeutic interventions that forestall development of clinical
disease.
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FIGURE 42.2 The concepts of bystander suppression and infectious tolerance. Organ (cell)-
specific autoantigens are taken up and presented by professional antigen-presenting cells (APCs)
locally in the organ or draining lymph node. Such autoantigens can then activate autoreactive
lymphocytes with diverse effector functions (aggressive vs. Treg). As a consequence, aggressive T
cells directed toward antigen A could be regulated by Tregs specific for a different autoantigen B,
a process termed bystander suppression by Howard Weiner. In theory, one Treg could suppress
aggressive cells with multiple specificities and also foster induction of more heterologous Tregs
to the same or other antigens by conditioning APCs, a process termed infectious tolerance by
Hermann Waldman. Regulatory cytokines that can dampen or modulate APCs are interleukin
(IL)-10, IL-4, and transforming growth factor-β (TGFβ). CTL, cytotoxic T lymphocyte; IFNγ ,
interferon-γ ; TFNα, tissue necrosis factor-α.

The concept of processing antigens to determine self
was introduced by Sercarz (98,99). Autoantigens that are
not expressed in the thymus or are of cryptic nature
(98,100,101) may encounter a more extensive T cell reper-
toire of higher avidity. Such antigens appear to be better
targets. Low levels of thymic antigen expression or limited
numbers of thymic medullary cells may lead to partial tol-
erance (102,103). In addition, the precise timing of antigen
expression during embryonic development may play a ma-
jor role in the establishment of tolerance. Antigens that are
cryptic or not expressed during early embryonic develop-
ment might become better targets later because more au-
toreactive T cells will be present in the periphery. It should
be considered that certain embryonic antigens are involved
in initiating autoimmune diseases (104).

Other parameters of importance are the constraints
with which particular antigens can be presented to the
immune system in a given target organ. Exogenous up-
take of soluble antigens usually results in processing via
the MHC class II presentation pathway. Such antigens
may also be processed through the MHC class I path-
way by dendritic cells (DCs), a mechanism termed cross-
presentation. Cross-presentation appears to be less ef-
ficient than direct endogenous presentation of antigens
through the MHC class I pathway. At this point it is not

clear which properties will make an antigen a more effi-
cient candidate for cross-presentation. The class I path-
way may be very important in the effector phase for many
autoimmune disorders because cytotoxic CD8+ T lympho-
cytes (CTLs) can be induced in this fashion and CTLs
have profound detrimental effector functions (interferon-
γ [IFNγ ] and tumor necrosis factor-α [TNFα] secretion
and lysis of target cells) (107). Clearly, recent observations
have shown that cross-presentation can lead to immu-
nity, as well as tolerance, and in this way propagate or,
alternatively, halt autoimmune disease (105,108). It is less
likely that autoantigens that are not presented by profes-
sional APCs or within lymphoid organs after their release
from target cells/organs can initiate autoimmunity. Only
under special circumstances (i.e., extremely high-density
presentation of an antigen on a target cell or highly in-
flammatory conditions including chemotaxis) would this
appear to be possible. This could possibly occur during
localized or systemic viral infections and could also be
an important event in lymphocyte entry into target or-
gans, especially if chemotaxis is involved and endothelial
cells present autoantigens (109). In addition, experienced
or primed autoaggressive lymphocytes would be capable
of becoming activated after seeing antigen in the absence
of costimulation, and thus accumulating a memory pool of
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autoaggressive T cells might be inherently dangerous to an
organism.

Thus, the type of autoantigen will define its own poten-
tial “candidacy” in an autoimmune process. Autoantigens
that are not expressed during development or were cryp-
tic for an extended period of time, as well as antigens se-
creted and cross-presented in lymphoid organs by APCs,
appear to be better suited for assuming the role as primary
culprits.

Genes

An abundance of empirical evidence indicates the asso-
ciation of many organ-specific autoimmune diseases with
certain human leukocyte antigen (HLA) haplotypes, as well
as other susceptibility or protective genes. The principal
specific genetic linkages will be discussed later separately
for each condition. In general, MHC I (such as HLA-B27)
(110,111) or class II (such as DR4) genes might predis-
pose to a certain disease by enhanced presentation of
pathogenic peptides in the periphery or inefficacious pre-
sentation of autoantigen-derived peptides in the thymus.
For example, the human HLA-DQ8 molecule has a strik-
ing structural similarity to the mouse I-Ag7 class II that
predisposes NOD mice to spontaneous autoimmune dia-
betes (112,113). However, the link to disease appears not to
be as simple as reasoned earlier in the chapter, and more
complex mechanisms might be in place. Presentation of
the pathogenic peptide in gluten-induced celiac disease in-
volves acidic modification of the protein to generate the
peptide ultimately presented by MHC class II (114), and
other chemical modifications can be expected to alter pep-
tide binding to MHC and the resulting conformation.

Other genes that encode immunoregulatory or inflam-
matory proteins may be involved in the disease process.
Genes that support tissue or wound repair (e.g., islet cell
regeneration in T1D) may be of help in preventing dis-
ease development (115). For most organ-specific autoim-
mune disorders the genetic links are complex and not
absolute. Many susceptibility and resistance genes act in
concert to modulate the clinical phenotype. Noteworthy
newly emerging themes in the genetics of autoimmunity
are the fact that small nucleotide polymorphisms might
result in alternate forms of the same gene and the fact
that the overall MHC region genes are becoming unrav-
eled (116). A striking example for the former is the exis-
tence of an alternate splice form of the inhibitor of cellu-
lar function (CTLA-4). Vijayakrishnan et al. discovered that
the presence of a secondary splice variant of the CTLA-4
gene lacking the B7.1/B7.2 binding motif could be in-
strumental in defining the genetic penetration of diabetes
pathogenesis (117). An important area that is still largely
unexplored relates to genes responsible for transcriptional
control of other proteins. Experimental models indicate
that transcription factors can have profound effects on the

development of autoimmune disease, and variations in ex-
pression and activity levels may be observed between sus-
ceptible and protected individuals. In summary, a complex
interplay of many genes will predispose for a certain au-
toimmune disease, but the concordance of clinical man-
ifestation is frequently not higher than 30% to 40% in
monozygotic twins (118–124). For this reason, other fac-
tors are to be considered in studying the triggering or prop-
agation of the organ-specific disease process.

Environment

Viral Infections
For many years viral infections have been discussed

as potential candidates for triggering autoimmunity in
susceptible individuals because of their capacity directly
to infect target tissues and induce strong inflammatory
responses. Although the association between viral infec-
tions and organ-specific autoimmune disorders is a very
intriguing possibility, it has been exceedingly difficult to
demonstrate a causative role for specific viruses in hu-
man autoimmune diseases. In addition to the many ob-
stacles are the possibilities that (a) all individuals un-
dergo a multitude of viral infections during their lifetime,
(b) one has to assume that viruses are frequently cleared
at the time of diagnosis, and viral footprints can be dif-
ficult to find in individuals affected by an autoimmune
disease (hit and run event), (c) the precise viral strain,
infection kinetics, number of T cells, and type of effec-
tor functions induced may play an instrumental role in
determining its effect in an individual genetically at risk,
necessitating a very detailed immunologic profiling (125),
(d) due to MHC polymorphism, there is a significant vari-
ation in specificity of the antiviral response, (e) viral in-
fections might not trigger autoimmunity per se but affect
an ongoing autoimmune process in a detrimental way, and
(f) there is increasing evidence that viral and other (126)
infections rather prevent than enhance ongoing autoim-
mune responses, either by apoptosing aggressive T cells
or by augmenting the Treg pool (127) (C. F. Filippi and
M. G. von Herrath, unpublished). Thus, a successful ap-
proach should first explore the underlying mechanisms in
virally induced autoimmunity and then apply the precise
insight and paradigms developed specifically to the human
situation.

The most important mechanisms to be considered are
summarized in Figure 42.3:

1. Molecular mimicry implies that the cross-reactivity be-
tween viral and self determinants is a principle cause
or mechanism of enhancing autoimmunity (128,129).

2. Bystander activation postulates that APCs and autore-
active lymphocytes will become activated indirectly as
a consequence of the cytokine/chemokine by virus in-
fection of a particular organ (130).
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FIGURE 42.3 Potential mechanisms of autoimmune disease induction. After a viral infection,
activated virus-specific T helper cells (vTH1) and CD8 cytotoxic T lymphocytes (CTLs) will mi-
grate more readily through blood–tissue barriers to infected and noninfected organs. (A) Molec-
ular mimicry describes the activation of cross-reactive lymphocytes that recognize the original
viral epitope and a self-epitope (1), which leads to the release of cytokines and chemokines (2),
which enhance local inflammation, activate antigen-presenting cells (APCs), and indirectly or
directly cause tissue destruction (3) and spreading of the autoimmune process (4). (B) In the
epitope spread model, persistent viral infections (1) could result in the activation of virus-specific
T cells (2, 3), which cause tissue damage by killing virally infected cells (4), leading to the release
(5) and (cross-) presentation of more autoantigens (6). (C) The bystander activation model de-
scribes the non–antigen-specific activation of autoreactive T cells. Infiltration by virus-specific
T cells (1, 2) leads to inflammation and upregulation of immunity throughout the tissue (3, 4),
involving the activation of APCs, which now differentially process autoantigens (also de novo or
previously cryptic antigens). This can lead to activation of lymphocytes by TcR-specific or TcR-
independent mechanisms (5), which can then cause tissue damage (6). (D) The cryptic antigen
model describes the initiation of autoimmunity by differential processing of self-antigen/peptides,
which can occur under inflammatory conditions. After viral infections, interferons (IFN) (1) are
secreted by antiviral T cells and infected cells (2–4). APCs are activated in this way (5), which
enables them to engulf self-peptides (6, triangle), or to differentially process endogenous autoanti-
gens. Cytokines can activate proteases more strongly, which might result in the presentation and
processing of previously cryptic autoantigens (7–9). The displayed pathways are not mutually ex-
clusive and are probably operational at different levels in many autoimmune responses. Currently
of high interest is the presentation of neoantigens and strategies to define them. Mφ, macrophage.
(Courtesy of Steve Miller and Ludovich Croxford, Northwestern University, Chicago, Illinois.)
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3. Virally induced determinant spreading involves the pre-
sentation of autoantigens (possibly previously cryptic)
by virus-activated APCs (131–133).

The experimental evidence for all of these three scenarios
obtained in different mouse models in vivo is well docu-
mented. However, none of these has been proven for any
human autoimmune disorder due to the large size of hu-
man trials and the invasive nature of in vivo diagnostics re-
quired at the present stage. Thus, in the near future we will
continue to depend on animal models until noninvasive
human in vivo diagnostic strategies have advanced to allow
for imaging of trafficking of antigen-specific lymphocytes.
In addition, the prospect of directly visualizing immune
processes in target organs of afflicted patients may offer
improved diagnostics as well as custom-tailored therapeu-
tic interventions. A final remark pertains to the negative
association between viral infections and autoimmune dis-
ease that has been observed in several experimental mod-
els (134). These observations support the so-called “hy-
giene hypothesis,” that is, the epidemiologic finding that
the incidence of many autoimmune disorders is decreased
in equatorial countries that exhibit a higher prevalence of
various infectious diseases. However, no firm associations
have been established.

Other Environmental Causes
Similar to viral infections, other inflammatory stimuli

may trigger or enhance autoimmunity. The gut deserves
particular attention in this respect. At this site each indi-
vidual harbors thousands of different bacterial strains, and
viral infections are common. Furthermore, the mucosal
lining is permeable for nutrients and constitutes a very
large interactive surface with the environment. Again, the
complete absence of all bacteria results in severe immune
dysfunction and possibly autoimmunity. However, it would
be incorrect to conclude that infections are therefore al-
ways protective. Indeed, the commensal flora appears to
be crucial in maintaining proper immune activation and
function, with certain pathogens definitely eliciting strong
gut immune responses that could lead to autoimmune dis-
ease (135,136).

Regulatory Circuits in
Autoimmune Processes

Cytokines

Cytokines and chemokines are essential regulators of cel-
lular and humoral immune responses and lymphocyte
trafficking (137–139). They play a central role in orches-
trating immune processes and constitute a multitude of
positive, as well as negative, feedback loops (140). Certain
cytokines can negatively or positively influence the pro-
duction of other cytokines [e.g., the TH1/TH2 paradigm
and the recently discovered TGFβ-mediated differentia-

tion of IL-17–producing T cells in the presence of IL-6–
secreting cells or Tregs in the absence of IL-6 (84,95)]
and therefore determine the balance between pro- and
antiinflammatory factors in the local environment. Fur-
thermore, autocrine production feedback can augment or
shut down production of a given cytokine by one cell. Cy-
tokine networks operate with a fair amount of redundancy,
and cytokines and chemokines share common receptors.
They are the most likely mediators of “bystander activa-
tion” and “suppression” processes and also offer an effec-
tive and versatile therapeutic target via the temporarily
restricted use of cytokine- or chemokine-blocking antibod-
ies. Their precise function can vary quite dramatically with
respect to the autoimmune disease under investigation and
will be discussed in the various disease-oriented sections.
Furthermore, their level and timing of expression during
an ongoing disease process will determine whether they
have a positive or negative effect (or any at all; see later
discussion).

Apoptosis

It appears to be a general paradigm of great functional con-
sequence that activation of the immune system is followed
by a process that reverses the activation and reestablishes
homeostatic baseline levels of immunity (77,79). In the ab-
sence of such regulatory mechanisms, immune responses
will overshoot their goals and excessive immunopathol-
ogy will occur. Thus, activation-induced cell death is be-
lieved to play an important role in regulating autoim-
munity. Apoptotic lymphocytes, for example, are easily
detected in islet infiltrates in T1D (141), and targeted in-
duction of limited apoptosis may even prevent onset of
autoimmune disease (142). Although increased apoptosis
of aggressive lymphocytes that exceeds the supply of newly
activated cells may directly limit an ongoing autoimmune
process, limited apoptosis of target tissues may indirectly
facilitate induction of protective regulatory responses. On
the other hand, whereas apoptosis of target cells should
be limited, decreased apoptosis of autoreactive aggressive
lymphocytes will propagate autoimmunity. It is important
to consider precisely which cells undergo apoptosis to pre-
dict the possible outcome.

■ If too many target cells die by apoptosis, organ destruc-
tion occurs more rapidly; however, at the same time,
antigens released from apoptotic cells appear to propa-
gate tolerance rather than immunity (142,143).

■ If Tregs die by apoptosis, autoimmunity will be en-
hanced (144).

■ If aggressive lymphocytes die by apoptosis, this should
in general ameliorate disease. However, because they
have to first be activated, they might induce organ dam-
age during their activation phase.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-42 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:30

1342 Chapter 42

Clinical
disease

Progression to  disease (time)

Target-cell
destructionRegulatory

response
Autoaggressiv

e response

• Inflammatory stimulus of ‘correct’ magnitude
• Other factors? Cytokine profile?

Clinical
disease

Progression to disease (time)

Target-cell
destruction

Regulatory
responseAutoaggressiv

e response

Clinical
disease

Progression to disease arrested (time)

Target-cell
destruction

Regulatory
response

Autoaggressiv
e response

• Immune intervention
• Cytokine therapy

A

C

B

FIGURE 42.4 Kinetic issues in autoimmune diseases. Clinical
manifestation of autoimmunity is the consequence of a disequi-
librium between protective (regulatory) and aggressive (effector)
responses (A). An important consideration is that the destruction
of the target cell or organ will usually lag somewhat behind the peak
of the aggressive responses because organ regeneration is common.
(B) Inflammatory stimuli will augment the effector arm of the au-
toreactive response, resulting in more rapid disease development.
In contrast, induction of Tregs and increased regulation can delay
or dampen organ destruction (C).

Thus, an ongoing autoimmune process can be viewed
as a rather fine-tuned and fragile equilibrium of aggres-
sive and regulatory components, and the precise activa-
tion kinetics and survival times of all lymphocyte types
implicated in the process will determine the outcome. We
are unable to delineate the precise in vivo cellular kinetics,
and a more thorough understanding will require improved
noninvasive diagnostic techniques.

Kinetic

One of the most important emerging areas for an im-
proved understanding of the pathogenesis of autoimmu-
nity is concerned with the kinetics of immune responses.
The pathophysiologic or therapeutic effect of a given lym-
phocyte population depends not only on specificity, ac-
tivation state, and effector functions, but also on the
timing of each phase of the disease. Indeed, inflamma-
tory cytokines such as IFNγ or TNFα exhibit opposing
effects in T1D, depending on the precise time point of gen-
eration (145). Early expression enhances islet destruction
and disease development, whereas late expression amelio-
rates disease by inducing apoptosis of autoaggressive cells.
These kinetic issues constitute a major obstacle for suc-
cessful immune intervention because they preclude the use

of specific blocking agents or administration of cytokines
without precise knowledge of their kinetically differential
role in the disease process. Figure 42.4 illustrates these ki-
netic considerations in relation to target cell destruction.
A better understanding of the underlying “autoimmune ki-
netics” is essential, and treatments will likely have to be
individualized, in particular, for antigen-specific immune-
based therapies.

Therapeutic Considerations

Efficacy, Specificity, and Undesired Effects

Treatment of autoimmune disorders is not that different
conceptually from cancer therapy. A fine balance must be
found between efficacy of the intervention and acceptable
undesired effects. The main goal of autoimmune disor-
der therapy is suppression of the pathologic autoimmune
response. Therapeutic options range in principle from con-
tinuous immunosuppression of the entire immune sys-
tem to specific, targeted, temporarily limited and local
immunosuppression. Systemic immune modulation or an-
tiinflammatory therapy will affect the entire immune sys-
tem and may compromise the immune status of the in-
dividual. One of the more recent examples for effective
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systemic treatment is the blockade of TNFα to ameliorate
RA (146,147). Although undesired effects are relatively low,
SLE-like symptoms have been observed in a few patients,
as has the enhanced susceptibility to tuberculosis. This is
especially encouraging because blockade of TNFα affects
inflammatory pathways distinct from the targets of con-
ventional antiinflammatory therapy with corticosteroids
or nonsteroidal antiinflammatory drugs.

Autoantigen-specific immune interventions, in con-
trast, bear the promise of lower systemic side effects be-
cause they can be targeted to antigens that are exclusively
expressed in the diseased organ (148,149). However, the ef-
ficacy might be lower, and suitable target antigens have to
be chosen carefully because enhancement of autoimmu-
nity is an important concern. The goal is either deletion of
aggressive autoreactive T cells or induction of regulatory
cells (150). To achieve the latter, response modifiers are
probably required at the time of immunization to skew
the resulting immune response to exert regulatory effector
functions. Deletion of autoaggressive lymphocytes or an-
ergy induction is even more risky because only suboptimal
immunization (i.e., in the absence of costimulators) will re-
sult in this outcome. To control this in vivo is rather diffi-
cult. Ultimately, antigen-specific therapy will likely have to
be individualized due to MHC polymorphism and distinct
T cell repertoires among individual patients and should
be combined with other systemically acting agents, for ex-
ample, antibodies against CD3 or CD4 or costimulation
blockade. Indeed, there is intriguing recent evidence along
these lines in animal models; combination of a non–Fc-
binding anti-CD3 antibody with mucosal immunization of
insulin or insulin-derived peptides exhibited clear synergy
and enhanced efficacy in reversing recent-onset diabetes
in the NOD mouse (151). In this case, induction of insulin-
specific adaptive Tregs and their effector function were en-
hanced, and protection by these Tregs was transferable and
highly effective in that it prevented recent-onset T1D.

Promising Targets

For antiinflammatory interventions, the factor to be tar-
geted should be as disease specific as possible. Therefore,
blockade of TNF works well for RA but not for T1D or MS
(152). Experimental evidence supports this observation be-
cause TNFα is a crucial mediator discovered to be elevated
in affected joints (147) but has clearly positive, as well as
negative, effector function in murine models for MS and
T1D (153,154). Targeting ubiquitously present chemokines
or cytokines will likely not bear much success because of
the resulting generalized immune modulation or suppres-
sion.

For antigen-specific interventions, antigens that are al-
ready targeted by regulatory autoreactivity are likely to
constitute good targets to augment such a preexisting re-
sponse (155). These antigens should not be selected to

delete autoreactive cells, which may precipitate a loss of
regulation. Instead, the induction of apoptosis or anergy
should be reserved for specific lymphocytes involved in
destructive autoimmune responses. However, the fact that
autoimmune responses demonstrate changes in preferen-
tially targeted antigens over time (“determinant spread-
ing”) makes such interventions difficult to design, and in-
dividualization would be necessary.

Reestablishment of Tissue-specific
Immune Regulation

One of the factors that pose a challenge to understand-
ing the pathogenesis of distinct autoimmune diseases may
also hold a clue to developing effective and specific treat-
ment strategies. Each target cell, tissue, or organ exhibits
specific features that distinguish it from other sites in
the body. These site-specific features of autoimmunity
will likely offer unique target sites for interventions and
lower systemic side effects. However, one concern is that
reestablishing proper immune homeostasis and regulation
in one organ may still affect homeostasis systemically or
at another site. Therefore, thorough preclinical evaluation
and careful monitoring of undesired effects is urgently
needed. Ideally, treatments have to be administered be-
fore complete organ destruction has occurred in patients
identified by genetic screening to be at risk of developing
full-blown clinical disease. During the preclinical state, fre-
quently regulatory autoreactive responses are still strong,
and their augmentation can result in protection (Fig-
ure 42.5). During advanced stages of autoimmunity, Treg
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FIGURE 42.5 Development of autoimmune disease as a func-
tion of aggression versus regulation. After induction of disease
(1), distinct numbers of autoaggressive and autoreactive Tregs
will be generated and activated. Oscillations between protective
states and diseases states follow (2, 3), that is, the so-called “hon-
eymoon phase” in type 1 diabetes, which can eventually lead to
an irreversible state of clinical manifestation of disease (4). An
additional important factor the ability of the target organ to re-
generate.
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function or susceptibility of effector T cells to regulation
might decrease (156). The goal to reestablish homeostasis
and proper regulation after initial organ-specific inflam-
mation appears to be a natural countermeasure to which
a specific immune response could be harnessed. An in-
triguing example is the recently emerging concept of organ
repair, which could potentially be enhanced by drug ther-
apy. In T1D, regeneration and replication of β cells could
occur after giving exenatide, a glucagon-like peptide-1 ago-
nist. This is an established intervention in T2D and in T1D
is under investigation in combination with other drugs, for
example, anti-CD3.

ORGAN-SPECIFIC AUTOIMMUNE
DISORDERS

A comprehensive and balanced discussion of organ-
specific autoimmune diseases at large is well beyond the
scope of this chapter. Our choice of individual diseases for
this part of the chapter was guided by their relevance to hu-
man health, that is, disease prevalence and severity, as well
as recent insights into pathogenetic mechanisms that may
contribute to the development of novel treatment modal-
ities. Given these limitations, we extend our apologies to
all those scientists and clinicians whose work on organ-
specific autoimmune disease is not mentioned in this dis-
cussion.

Endocrine Autoimmune Diseases

Thyroid: Grave’s Disease and
Hashimototo’s Thyroiditis

Introduction and Disease Description
The year 1956 was seminal for the field of human

autoimmunity, given the discoveries of Hashimoto’s thy-
roiditis as an autoimmune disease and of Grave’s disease
as caused by an autoantibody. These discoveries prompted
some straightforward and relatively uncomplicated treat-
ments (157,158). In Grave’s disease, autoantibodies di-
rected against the thyroid-stimulating hormone (TSH)
receptor on thyroid cells stimulate excessive production
of thyroid hormone, which is normally controlled by feed-
back regulation. In contrast, in Hashimoto’s thyroiditis,
autoantibodies to thyroid peroxidase and thyroglobulin
are present over years and are able to fix sublytic doses
of complement to cells of the thyroid. The result is an
inflammatory reaction, which is also associated with T
cell–mediated cytotoxicity. Thyroid damage due to painful
Hashimoto’s thyroiditis may be associated with the
development of Grave’s disease, indicating that there is
a tendency for spreading of the autoimmune reaction in
humans. Treatment of thyroiditis is relatively straightfor-
ward with antithyroid drugs (methimazole) and radioa-
ctive iodine.

Autoimmune Features
Autoantigens targeted in thyroiditis are thyroid per-

oxidase, a cell surface protein (Hashimoto’s thyroiditis),
and the TSH receptor (Grave’s disease). Autoimmune re-
sponses to thyroglobulin are also seen in animal mod-
els. The B cell epitopes to these autoantigens have been
mapped relatively well; however, as in the case of other hu-
man autoimmune disorders, T cell responses, their track-
ing and specificity, and their eliciting antigens in humans
have remained largely elusive (157). Aberrant T cell im-
munity has been linked to the CTLA-4 locus, which is sup-
ported by studies of thyroiditis in NOD mice. The usual
suspects, that is, APC dysfunction, autoaggressive lympho-
cytes, and links to viral infections, have been examined, but
no conclusive etiologic or mechanistic evidence has been
obtained. It is noteworthy that a role for Tregs has been
established in Mason’s animal model for thyroiditis (159).

Genetic Features and Environmental Factors
Of interest, numerous viruses have been implicated in

the pathogenesis of different thyroid diseases, but firm ev-
idence for a direct involvement of viruses or virus-induced
immune responses leading to clinically manifest disease
is scarce. Subacute thyroiditis is a clinical and patho-
logic form of thyroid involvement that appears after infec-
tion with viruses such as measles, influenza, adenovirus,
Epstein-Barr virus, and coxsackie virus (160). Again, how-
ever, a causative role in vivo has not been shown for any
single infectious agent (161). Presence of viral material in
the thyroid and elevated virus-specific antibody titers were
found to correlate with subacute thyroiditis. In other in-
stances direct virally induced thyroiditis has been docu-
mented epidemiologically with thyroid or parathyroid dis-
ease.

Retroviruses, in particular human immunodeficiency
virus (HIV) infections, have generated much interest. Al-
though HIV infection and acquired immunodeficiency
syndrome (AIDS) may affect multiple endocrine organ
systems (162–165), thyroid dysfunction usually reflects
weight loss, anorexia, and cachexia of advanced HIV
disease rather than a direct viral effect on the thyroid
(166,167). Thus, direct involvement of the thyroid by HIV
or by opportunistic infections is uncommon and may in-
clude subclinical hypothyroidism and “euthyroid sick syn-
drome.” The clinical relevance is probably limited because
overt hyper- or hypothyroidism does not occur with greater
frequency in HIV-infected and AIDS patients as compared
to patients with other nonthyroidal illnesses [HIV and the
thyroid gland are reviewed elsewhere (166)]. Involvement
of the parathyroid in patients with AIDS could be shown
by reduced basal and maximal parathyroid hormone lev-
els, but the mechanisms underlying these findings have
not been elucidated (168). To account for a possible role of
HIV in thyroid autoimmunity, a 66% homology between
the HIV-1 Nef protein and the human TSH receptor has
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been noted. However, reactivity of sera from Grave’s pa-
tients against a Nef peptide showed no significant differ-
ence as compared to normal controls (169). This does not
rule out the presence of conformationally shared T or B cell
epitopes with HIV proteins. In analyzing mechanisms of
molecular mimicry, studies of potential antigenic surfaces
have emerged as an important supplement to analysis of
sequence similarity (170).

In addition, antibodies from a Grave’s patient showed
reactivity to the Gag proteins of another retrovirus, human
foamy virus (HFV) (170). The association of HFV with
Grave’s disease or subacute thyroiditis is controversial.
Whereas one study demonstrated HFV-related sequences
in the DNA of peripheral blood in two thirds of the Grave’s
patients but none in normal controls (171), another study
could not confirm these findings (172).

In other studies, an association between human T cell
leukemia lymphoma virus (HTLV) I and II and the occur-
rence of autoimmune thyroiditis or Grave’s disease was
reported (172–175). Furthermore, as in the case of HIV,
hepatitis C virus was shown to lead to a wide variety of au-
toimmune disorders including involvement of the thyroid
gland (176–180). Moreover, treatment of chronic hepati-
tis B and C with IFNα leads to induction or enhancement
of autoimmune disease (181–183). For congenital rubella
infection, which has been associated with T1D, Addison’s
disease, growth hormone deficiencies, and thyroid disor-
ders (184), it is not clear whether thyroid involvement is
the result of a direct viral effect or a more generalized dys-
function of the immune system (161).

Animal Models
Animal models in mice and chicken have been used

to study virus-induced thyroiditis [reviewed elsewhere
(161)]. Mice persistently infected with LCMV showed re-
ductions of thyroglobulin mRNA and circulating thyroid
hormones in the absence of thyroid cell destruction (185).
Thyroiditis characterized by focal destruction of the follic-
ular structures, inflammatory infiltration, and generation
of antibodies against thyroglobulin and thyroid peroxidase
was observed in a reovirus type 1 mouse model of thy-
roiditis (186). The reovirus gene responsible for autoanti-
body induction was identified, and the encoded polypep-
tide as shown to bind to tissue-specific surface receptors
(187). Spontaneous lymphocytic infiltration of the thyroid
is observed in the obese strain of chickens. Such chick-
ens express an endogenous retrovirus, avian leukosis virus
(ev22), not detected in healthy normal inbred strains (188).
Although ev22 appears to be a genetic marker rather than a
cause for thyroiditis, infection of normal chicken embryos
with avian leukosis virus can cause hypothyroidism (189).
Moreover, aberrant MHC class II expression is demon-
strated in obese strain chickens, and elevated levels of
2.5-oligoadenylate synthetase and 2,5-oligoadenylate poly-
mer levels in the cytosol of thyroid epithelial cells occur,

suggesting viral involvement (190). Again, not all cross-
reactivities with self ligands need to increase autoimmu-
nity (191), and regulatory cells also play a major role in
modulating autoimmune thyroiditis (159).

Endocrine Pancreas: T1D

Introduction and Disease Description
Although the distinct symptoms of diabetes mellitus

have been known since antiquity, the underlying patho-
physiologic processes were only identified in the late 19th
and early 20th centuries. The proof of the involvement of
the pancreas in diabetes etiology was conducted by von
Mering and Minkowski, who demonstrated in 1890 that
extirpation of the canine pancreas resulted in the clas-
sic symptomatology of hyperglycemia, abnormal hunger,
increased thirst, polyuria, and glycosuria (192). Subse-
quently, inflammatory changes in the endocrine pancreas,
that is, the islets of Langerhans, were correlated with di-
abetes by Schmidt in 1902 (193), and two decades later,
Banting and Best identified insulin as a pancreatic hor-
mone (194). This provided the basis for insulin substi-
tution therapy, which remains the cornerstone for T1D
management. In a classic 1965 paper, Gepts noted the
histopathologic similarity between thyroiditis and insuli-
tis and suggested an immune basis for the disease (195).
By 1974, the concept of T1D as an autoimmune syndrome
was firmly established by the discovery of islet cell anti-
bodies and an association between T1D and certain HLA
genes (196–198).

Autoimmune Features
More than three decades later, the possible autoimmune

origin of T1D is understood in much greater detail. How-
ever, the lymphocytic infiltration of the islets of Langer-
hans (Figure 42.6) and the presence of antibodies spe-
cific for β cell antigens associated with the progressive
destruction of insulin-producing β cells (199,200) still con-
stitute the cardinal evidence for an autoimmune etiology.
Although there is a reasonably strong genetic linkage to
certain HLA molecules, the disease has to be considered
polygenic in nature (118), and a significant discordance
of disease among monozygotic twins suggests that envi-
ronmental factors contribute to trigger and/or exacerbate
the disease. Furthermore, it is unclear which islet anti-
gens are the primary targets. The earliest islet cell–specific
antibodies in human individuals at risk are directed to in-
sulin (201,202), and evidence from relevant animal models
and recent human studies points toward insulin as a pri-
mary antigenic target (203), IGRP (islet-specific glucose-6-
phosphatase catalytic subunit–related protein) (204,205),
and possibly glutamic acid decarboxylase (GAD) (206), but
definitive proof for a pathogenic role has only be ascer-
tained in the NOD mouse model and not yet in humans
(207). The cellular infiltrates found in the islets contain
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T cell (CD45RO+)–
specific staining

Human insulitis Mouse insulitis

CD8+ T lymphocyte–
specific staining

FIGURE 42.6 Human and
mouse insulitic lesions. Com-
parison of human insulitis (left)
and insulitis from a rat insulin
promoter-lymphocytic chorio-
meningitis virus (LCMV) mouse
14 days postinfection with LCMV
(right). (Left panel courtesy of
Francesco Dotta, University La
Sapienzia, Rome, Italy; right
panel courtesy of von Herrath
laboratory, La Jolla Institute
for Allergy and Immunology,
La Jolla, California.) (See Color
insert.)

both CD4+ and CD8+ T lymphocytes, and their irreducible
role in β cell destruction has been documented in several
animal models (208–210). CD8+ T cells can exert direct
cytotoxic effects toward MHC class I–expressing β cells,
whereas CD4+ T cells secrete inflammatory cytokines and
can provide help to CD8+ T cells as well as B cells. Ulti-
mately, it is important to consider that β cells constitute
about 60% of the islets, which in turn contribute only ap-
proximately 2% to the pancreas mass and demonstrate,
unlike many other tissues targeted in autoimmune disor-
ders, an exquisite sensitivity to cytokines such as IL-1, TNF,
and IFNs that will result in their apoptotic cell death after
prolonged exposure (83).

The detection of islet-antigen specific antibodies re-
mains an essential tool in identifying prediabetic subjects
and monitoring the progression of subclinical and clin-
ical disease. Procedures for autoantibody determination
have been substantially refined and standardized world-
wide. Emerging data from clinical studies support the no-
tion that with progression of the prediabetic phase, genera-
tion of islet antibodies also is increased (211–213). Usually,
antibodies to insulin become discernible first, then GAD,
and then insulinoma antigen 2 (IA-2). Individuals with islet
antibodies to three or more distinct antigens have a greater
than 90% risk of developing T1D (124). Thus, islet antibod-
ies are an excellent marker for disease risk. However, they
appear not to play a role pathogenetically, because transfer
of antibodies from mothers to children does not increase
the risk for T1D, and B cells are not needed for human
diabetes (214–216). In this crucial respect the NOD mouse
appears to provide a paradigm that might not be applica-
ble to human diabetes because maternal antibodies are an
essential factor for diabetes development in offspring of
NOD mice (217).

Human T cell responses to islet antigens are not yet
standardized and can vary considerably among different
laboratories. One reason for this may be the source of
T cells that are generally subjected to specificity analy-
sis: Blood-borne CD4+ or CD8+ T cells may not reflect
the specificity distribution and frequencies of islet-specific
T cells observed in the target organ, that is, pancreas
and its draining lymph nodes. Even the study of spleen-
derived islet-specific T cells readily obtained from NOD
mice and analyzed in standardized proliferation assays has
shown variations among different NOD mouse colonies
(218). Therefore, measurement of multiple effector func-
tions (i.e., cytokine production) in highly standardized as-
says are likely required to assess T cell autoreactivity on a
routine basis (219). Even under those circumstances, T cell
responses are expected to vary among individuals and de-
pend on the HLA haplotype and individual trigger(s) that
precipitate T1D. A recent remarkable paper (220) showed
that tracking of immune responses to naturally processed
peptide epitopes (NPPEs) can discern differences between
healthy individuals and those afflicted with T1D; whereas
the number of overall T cells reacting with the NPPEs was
similar, individuals with T1D produced more IFNγ rela-
tive to IL-10, and the ratio was the opposite in healthy
individuals.

Genetic Features and Environmental Factors
Because the discordance of T1D is significant in

monozygotic twins (concordance rate approximately
35%), environmental factors have to act in concert with
diabetes-susceptibility genes to orchestrate the autoim-
mune destruction of β cells. The initial hope that only a
few genes would contribute to disease pathogenesis and
that genetic links would help to directly understand the
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mechanistic aspects of T1D pathogenesis has been pro-
gressively eroded. Instead, a complex network of sus-
ceptibility and resistance genes in both humans and
animals (e.g., the NOD mouse) has slowly taken shape.
Human T1D-associated loci “insulin-dependent type I dia-
betes” (IDDM1-15) comprise MHC class II genes (IDDM1),
insulin (IDDM2), insulin-like growth factor 1 (IDDM3),
immune-related proteins (IDDM4, intercellular adhesion
molecule [ICAM]; CD3, IDDM7; HOXD8 (homeo box D8);
and IDDM12, CTLA-4), as well as other candidate genes
that do not have an apparent link to immune functions
and/or β cells. In addition, certain maintenance, develop-
mental, or growth factors may be involved (120). Many of
these genes exhibit direct parallels to NOD mouse diabetes-
susceptibility genes (221).

The association between particular HLA/MHC class II
haplotypes and the occurrence of human diabetes has
been of particular interest. DRB1/04-DQA1/0301/B1 and
DRB1/03-DQA1/0501/0201 strongly predispose to T1D,
and more than 80% of patients carry either one or both al-
leles (222). In contrast, other MHC class II haplotypes can
protect from disease, as evidenced by the sixfold-reduced
risk to T1D in DRB1/15-DQA1/B1/0602–expressing indi-
viduals. Recent evidence indicates that other genes in the
MHC region would likely contribute significantly to T1D
risk (116).

An intriguing mechanistic hypothesis was put forth in
relation to McDevitt’s observation that predisposing HLA
class II alleles appear to express small neutral amino
acids at position 57 of the DQ allele of white populations,
whereas an aspartic acid is located in resistant alleles at the
same position. Because position 57 is part of the peptide-
anchoring pocket, amino acid substitutions in this area
would affect peptide binding. Indeed, the susceptibility al-
leles prefer different peptides, but the contribution to T1D
development is not yet clear, and a mechanistic link has
to be established. Both central and peripheral tolerance
mechanisms have been implicated, but no direct proof has
been obtained. It is important to realize that the human
susceptibility MHC class II alleles share amino acids at po-
sition 57 with the I-Ag7 alleles expressed in the NOD mouse
and are required for NOD T1D predisposition. However, as
previously mentioned, polymorphisms in the MHC class II
coding region alone cannot explain diabetes pathogenesis.
The amount of complexity involved in the immunogenet-
ics of T1D has been well described by Serreze and Leiter
(223,224):

Many genes contributing to T1D may contribute to dys-
regulate different biochemical steps in a common devel-
opmental or metabolic pathway. For example, sequen-
tial expression of hundreds, if not thousands of genes
would be expected in the developmental and functional
maturation of a macrophage or dendritic cell from stem
cell precursors. This process does not occur in a vac-
uum, but is contingent upon cues provided by the phys-

ical environment. In the case for APC development, the
microfloral and dietary environments are crucial.

Thus, diabetes susceptibility and resistance genes con-
tribute to disease in a polygenetic/multifactorial fashion
that appears to gain in complexity as it is being unraveled.
The link to environmental factors will be defined to shape
gene expression and disease development. Major contrib-
utors in this respect appear to be associated with gut and
viral infections.

With more than 400 m2 of mucosal epithelium, the
gut constitutes the largest interactive surface area of the
human body connecting us with the environment and
its pathogens (135). Therefore, exposure to antigens or
pathogens through the gut, mediated by the largest out-
post of the immune system, the gut-associated lymphoid
tissue (GALT), will strongly affect specific and general im-
mune functions. It is intriguing that immune tolerance
to the numerous foreign protein antigens found in food,
as well as bacterial antigens derived from the commen-
sal flora, is generally well maintained (225). This may be
attributable to the high levels of immunoglobulin A (IgA)
and TGFβ in the gut and to the phenomenon of “oral tol-
erance” (OT) (226). OT has been observed in animal mod-
els and humans and is defined as tolerance induction to
protein antigens present in the gut. It occurs via two prin-
cipal mechanisms: Low amounts of antigen will induce a
nonaggressive immune-regulatory response, whereas high
amounts of antigen can lead to lymphocyte anergy or dele-
tion (227–229). This is likely achieved via APC modulation.
In addition, the profound immune dysregulation found in
the absence of a bacterial flora in both animals and hu-
mans points to an important physiologic role that foreign
antigens play in immune homeostasis in the gut (230).
Furthermore, NOD mice only exhibit high levels of au-
toimmunity when kept in a clean, specific pathogen-free
environment and do not develop T1D when housed un-
der “dirty” conditions (200). It is unclear whether a base-
line level of immune stimulation is needed for proper de-
velopment and tuning of the immune system, and which
types and quantities of gut-derived or gut-induced regula-
tory cells are involved in the maintenance of immune tol-
erance. Nevertheless, CD4+ TH2–like regulators, as well as
γ δ intraepithelial lymphocytes (30% in mice, 15% in hu-
mans) (231), have been associated through various lines
of evidence with active mucosal tolerance. Thus, changes
in mucosal functions and infections of the gut or certain
dietary components may play a role in T1D pathogenesis.

Several reports and studies have attempted to establish
a link between the introduction of cow’s milk and devel-
opment of T1D in young infants. This link was not ob-
served in the German, Australian, and American infant
diabetes studies, but it was described in a Finnish epi-
demiologic study (232,233). The Finnish study differed
from most of the others by an extended observation time
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involving infant as well as childhood consumption of cow’s
milk. Therefore, a dietary link between milk feeding and
T1D can be considered unlikely but not excluded after
long-term exposure to cow albumin or other milk proteins.
Similarly, wheat-derived gluten and milk-derived insulin
have been implicated as a cause for childhood diabetes.
The evidence, however, is not convincing at this point, and
no firm links have been established. Some intriguing obser-
vations were published more recently supporting the con-
cept of a viral etiology for T1D. The mechanistic links be-
tween viral infections and autoimmunity can be manifold
and have been discussed in detail in the introductory sec-
tion of this chapter. A significant association between ro-
tavirus infection in young infants and the first occurrence
of islet autoantibodies was established by Harrison’s group
in Australia (234) but not in Finnish populations (235). Ro-
tavirus is a double-stranded RNA virus, infects the intesti-
nal mucosa, and is a common cause of seasonal childhood
diarrhea. It can polyclonally activate T and B lymphocytes
and might possibly harbor antigens that could immuno-
logically mimic islet cell-derived self proteins. However, it
is not clear whether it infects the pancreas or islets directly.
Another case can be made for enteroviruses. Coxsackie
(Cox) B4 virus has been isolated from islets of a child with
acute-onset T1D (236–238), and CoxB3 and 4 strains com-
monly infect the gut, pancreas, and heart (239). They lead
to profound pancreatitis if they replicate at high enough
titers and might harbor a mimicry antigen (P2C protein)
(200) cross-reactive on the T cell level with a human GAD
epitope. However, this evidence could not be replicated
by other laboratories and is controversial. Recently, it has
become apparent, however, that CoxB3 viral strains can
effectively prevent T1D in the NOD mouse (240), which
might be a more common scenario than enhancement of
T1D. Overall, findings such as this might support the “hy-
giene hypothesis,” which implies that infections protect
from rather than enhance autoimmunity.

Similar to coxsackie, other enteroviruses such as po-
lio or echoviruses have been detected in the pancreas and
might therefore at least have enhancing effects on ongo-
ing islet destruction in prediabetic individuals at risk (236).
The establishment of a firm association between viral in-
fections and T1D is difficult because the underlying mech-
anistic links established in several animal models allow for
the virus to be cleared before autoimmunity develops (e.g.,
in the rat insulin promoter, RIP-LCMV); viruses need not
necessarily directly induce islet reactive T cell responses
but can act as bystander activators, and, in many cases,
viral infections have been found capable of preventing au-
toimmunity.

Animal Models
Because the pancreas and its draining lymphoid or-

gans are notoriously difficult to access, many important in-
sights about diabetes immunology have been gained from

suitable animal models that continue to refine our under-
standing of the pathogenesis and the development of po-
tential prophylactic and therapeutic strategies. There is
a multiplicity of animal models for T1D. The most com-
monly used models take advantage of natural mutations
that give rise to spontaneous diabetes onset or antigen-
specific induction of disease using transgenic technology.
Other models use β cell damage initiated by treatment with
specific chemicals (e.g., streptozodozin) or virus infection.
Encephalomyocarditis virus is diabetogeneic in mice, and
the incidence of disease depends on both virus and mouse
strains used (129,237,238,241–246). Similarly, coxsackie
virus, associated with diabetes development in humans,
causes extensive pancreatic tissue damage and release of
sequestered autoantigens that lead to rapid diabetes devel-
opment in some mouse strains (247).

Models of Spontaneous Diabetes Onset. There are sev-
eral animal models of spontaneous T1D (248). The two
most extensively used are the Bio Breeding (BB) rat, in-
troduced in 1974 at the Bio Breeding Laboratories in
Canada, and the NOD mouse strain established in 1974 in
Osaka, Japan (248). Because the BB rat is associated with
leukopenia and other abnormalities (248), the NOD mouse
has been the model of choice due to its genetic linkages,
which are reminiscent of human T1D (248). In both mod-
els, adoptive transfer of T cells can induce disease (249).
Of interest, administration of viral infections, first shown
with LCMV, can prevent IDDM in both BB rats and NOD
mice (250,251). This occurs in the absence of a general
immune suppression. Although the mechanism involved
is unclear, the generation of suppresser T cells has been
suggested (251,252).

Models of Antigen-Specific Diabetes Induction. Ex-
pression of influenza virus hemagglutinin (HA) under the
control of the RIP resulted in a low incidence (10% to 20%)
of spontaneous T1D, with no significant enhancement of
disease occurring after infection of such RIP-HA mice with
influenza virus. However, in RIP-HA mice expressing a
transgenic TcR specific for a determinant of the influenza
virus HA, the incidence of spontaneous T1D increased to
100% (253). These studies clearly demonstrate the impor-
tance of autoreactive T cells present at sufficient numbers
for induction of autoimmune disease. Thus, the inability
of influenza strain PR8 to cause T1D in RIP-HA mice likely
reflects the low precursor frequency of self-reactive CD8+

T cells. Of interest, recent studies from the Sherman lab-
oratory have demonstrated that spontaneous disease in
this model is associated with cross-presentation of HA.
It has been postulated that cross-presentation constitutes
an important mechanism for unmasking of islet-specific
antigens to autoaggressive CD8+ T cells. When the model
antigen ovalbumin (OVA) was expressed as a self-antigen
in β cells using the RIP, similar observations were made,
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underscoring the likely importance of cross-presentation
in autoimmune diabetes. These studies also demonstrated
that the clinical outcome correlated with the number of au-
toreactive CD4+ and CD8+ cells generated and determined
a cutoff level below which the autoimmune reaction would
not take hold in the pancreas (254–256).

Similar to RIP-HA and RIP-OVA mice, the RIP was
also used to express the nucleoprotein (NP) or glyco-
protein (GP) of LCMV in the insulin-producing β cells
(208,257,258). Diabetes develops 2 to 4 weeks after in-
fection with LCMV due to a strong CD8+ or combined
CD8+/CD4+ T cell response directed to the viral/self GP
or NP in the β cells. Insulitis is initiated only when the
systemic antiviral response reaches its peak and contin-
ues well after the LCMV infection has been eliminated
(118,259). Therefore, the localized, islet-specific autoim-
mune process, although initiated by a response to the
viral/self transgene, can be regarded as an autoimmune
process that follows kinetics distinctly, in contrast to from
systemic antiviral immunity. Indeed, antigenic spreading
to insulin and GAD is observed during the prediabetic
phase (211). Destruction of β cells requires activation of
APCs (260) in the islets and is mediated by both perforin
and inflammatory cytokines, predominantly IFNγ (261).
Thus, the RIP-LCMV model reproduces many features
found in human diabetes as well as other mouse models.
A distinct advantage of RIP-LCMV mice is that the time
point for induction of the autoaggressive, LCMV-NP spe-
cific response can be chosen experimentally and that virus-
specific, destructive CD4+ and CD8+ T cells can be enumer-
ated, functionally evaluated, and localized using limiting
dilution analysis, MHC tetramers, or intracellular cytokine
stains (262,263). These aspects constituted an advantage
in a recently published study, in which we could demon-
strate that feeding of insulin during the prediabetic period
induces insulin β chain–specific CD4+ regulatory lympho-
cytes that act as bystander suppressors and can locally
downregulate the autoaggressive diabetogenic response in
the pancreatic draining lymph node and the islets (263).
Other studies in the RIP-LCMV model have underlined the
role of thymic selection in allowing sufficient numbers of
low-avidity autoaggressive T cells to emerge in the periph-
ery (264), the role of non-MHC–linked genes in influenc-
ing the kinetics and severity of T1D even in the presence
of high numbers of autoaggressive T cells (263), and the
importance of APCs in breaking tolerance and sustaining
autoaggressive T cell responses (265–267).

Under some conditions, CD4+ or CD8+ T cells can in-
duce T1D by adoptive immunization (249,268). In gen-
eral, T1D develops more slowly or not at all in the ab-
sence of CD8+ CTL, MHC I, or perforin (83,269). Similar
considerations are true for MHC class II and costimula-
tory molecules, unless their elimination affects the gen-
eration of regulatory lymphocytes (270,271). Cytokines,
however, frequently play dual roles in T1D pathogenesis in

animal models. IFNγ , in general known as a proinflam-
matory mediator that upregulates MHC molecules, can
“unmask” β cells for immune recognition by induction of
MHC class I expression, but also can exert direct antivi-
ral effects and might be beneficial by increasing apoptosis
of aggressive T lymphocytes later in the disease (83). A
similar dual role is true for TNFα, which appears to en-
hance early disease (possibly by directly causing β cell
death in conjunction with other cytokines) but amelio-
rates advanced autoimmunity just prior to onset of clinical
disease (145,272). For these reasons, blockade of such in-
flammatory mediators might be problematic in T1D. Dual
roles were also described for IFNα (273–275), IL-2 (276),
and IL-10 (277,278). In some of these studies the level of
the cytokine might play as important a role as the precise
timing of expression. The only cytokine with largely bene-
ficial effects has been IL-4, which ameliorates the disease
and therefore might be a good candidate for treating or
preventing T1D (279). In general, those chemokines that
attract lymphocytes to the islets and activate macrophages
worsen the course of autoimmune diabetes. Figure 42.7 il-
lustrates the pathogenetic hypotheses generated through
research in multiple animal models.

Treatment and Prevention
Despite intensive research, no effective prophylaxis,

therapy, or cure of T1D is available. However, even un-
der optimal disease management with insulin substitution
therapy, T1D significantly shortens life expectancy due to
eventual vascular complications in multiple organs. All of
the strategies that look promising have either been eval-
uated in animal models or are in early clinical trials in
humans (see next paragraphs). Part of the problem in de-
vising such prophylactic or interventive immune-based ap-
proaches is that the only endpoints in human trials are
disease prevention and insulin requirements, as well as
remaining insulin production (C-peptide levels). No pre-
cise interim staging is yet possible, which makes efficient
clinical evaluation very difficult compared to MS or RA, in
which access to the target organ either visually by magnetic
resonance imaging (MRI) or directly by sampling fluids
is much easier to achieve. Animal models have provided
interesting ideas and evidence for a variety of antigen-
specific and systemic interventions that bear promise for
human diabetes.

Antigen-specific Immunoregulation. Immunization
with DNA plasmids that express islet self-antigens, with or
without cytokines, that act as response modifiers can in-
duce autoreactive regulatory CD4+ T cells. These cells are
able to suppress autoaggressive CD4 and CD8 cells locally
in the pancreatic draining lymph node, where they act as
bystander suppressors. Phenotypically they behave very
similar to the TH2-like regulators (155,280–283) induced
after oral antigen administration. In treated mice (using
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FIGURE 42.7 Immunopathogenesis of type 1 diabetes. Viral infections and other inflammatory
stimuli (1) can activate antigen-presenting cells (APCs) (2), which secrete chemotactic mediators
that entice lymphocytes in blood vessels to “roll” and enter into the pancreatic islet tissue (3).
Entering lymphocytes might directly destroy β cells (4) or activate APCs locally (5) and also
propagate inflammation by secreting proinflammatory cytokines (6). It is unknown how long
effector cells remain in a given islet and how many β cells they can eliminate in a given time
frame. IFNγ , interferon-γ ; IL-1β interferon-1β; TFNα, tissue necrosis factor-α. (Courtesy of Urs
Christen, University of Frankfurt, Frankfurt, Germany.)

several distinct diabetes models), insulitis is permanently
reduced, and progression to clinical diabetes can be pre-
vented in 50% to 80% of the animals (149,155,280,281). To
bring this approach to the clinic as a preventive therapy,
a suitable marker would be needed that can predict early
outcome, for example, levels and isotypes of autoantibod-
ies. Like other antigen-specific interventions, this strategy
will not likely be effective in late stages of the prediabetic
phase and should therefore be thought of and tested as an
early preventive therapy. The important advantage of this
and other antigen-specific approaches is that the risk for
systemic side effects is low because the effector cells will
act antigen specifically only in the area, where autoim-
mune destruction is ongoing and their cognate antigen

(e.g., GAD, insulin, or heat shock protein) is presented.
Cytokine response modifiers will be needed to avoid
deleterious augmentation of aggressive responses.

Altered Peptide Ligands. Modified insulin peptides that
favor a TH2-like deviation of responder cells have been de-
veloped by Neurocrine (San Diego, CA) and showed great
promise in the NOD mouse model. These are being tested
in preclinical safety studies, and clinical trials have not yet
shown efficacy (284–286).

Anergy-inducing Compounds. This strategy is based
on the observation that immunization with antigen in the
absence of (professional) costimulation by B7 molecules
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will lead to incomplete T cell activation and may result in
anergy. In vitro and animal studies show much promise,
in that antigen-specific cells can be selectively deleted.

Modulatory DCs. A few recent studies have shown that
DCs can be modulated in such a way that they can induce
tolerance in an antigen-specific fashion. This is an emerg-
ing area, and it is unclear how these modulations occur
and what the precise in vivo effector mechanisms are (59).

Combination Therapies. Safe induction of autoantigen-
specific long-term tolerance is the Holy Grail for the treat-
ment of autoimmune diseases. In animal models of T1D,
oral or intranasal immunization with islet antigens in-
duces Tregs that are capable of bystander suppression;
however, such interventions are only effective early in the
prediabetic phase. We demonstrated that a novel com-
bination treatment with anti–CD3ε-specific antibody and
intranasal proinsulin peptide can reverse recent-onset di-
abetes in two murine diabetes models with much higher
efficacy than monotherapy with anti-CD3 or antigen alone.
In vivo, expansion of CD25+FoxP3+ and insulin-specific
Tregs producing IL-10, TGFβ, and IL-4 was strongly en-
hanced. These cells could transfer dominant tolerance to
immune-competent, recent-onset diabetic recipients and
suppressed heterologous autoaggressive CD8 responses.
Thus, combining a systemic immune modulator with
antigen-specific Treg induction is more efficacious in re-
verting diabetes. Because Tregs act site specifically, this
strategy should also be expected to reduce the potential
for systemic side effects (151).

Therapeutic Concepts Under Clinical Evaluation.

These include the following:

1. Anti-CD3 treatment. One of the more recent promis-
ing ongoing trials evaluates systemic administration of
non–complement binding anti-CD3/Fab2

′ (287) in human
diabetes and recipients of transplants. The effector mech-
anism is systemic and likely relies on the induction of
antigen-nonspecific regulators (270) that are CD62Lhigh

and CD25high, as well as anergy or deletion of activated
aggressive lymphocytes. From data in animal models and
initial data in humans, systemic immune suppression is
not too profound, indicating good feasibility for this strat-
egy. The recent completion of a randomized, controlled
trial confirms the effectiveness of this approach for treat-
ment of individuals recently diagnosed with T1D (288).

2. Oral tolerance. As for MS and RA, oral antigen trials
have failed so far for T1D, except in a distinct subgroup
of patients (289), necessitating repeat investigations. The
reasons for these failures after initially very promising an-
imal data have become increasingly clear from follow-up
animal experimentation. It is likely that the dose of anti-
gen was significantly too low (presumably by a factor of
10 to 100). This problem may be overcome by coupling

the orally administered proteins to gut response modifiers
such as the cholera toxin B subunit. Second, the choice
of antigen is very important, and even minor amino acid
changes can modify the dose–response curves. Without a
reliable preclinical marker it will be very difficult to tune
this treatment to the human situation (230).

3. Heat shock proteins. The first very promising dia-
betes prevention trial has recently been published and in-
dicates a very good reduction of insulin requirements in
patients treated with a heat shock protein peptide derived
from an islet heat shock protein putative autoantigen. The
precise mechanism needs to be evaluated, and long-term
beneficial effects are uncertain (290).

4. Immunization with insulin B peptides and incom-
plete Freund’s adjuvant. This intervention, again evaluated
and developed in the NOD mouse, is in clinical phase 1
trial. The mechanism might involve immune deviation or
deletion of insulin-specific effector cells; the use of incom-
plete Freund’s adjuvant has been proven to be uncompli-
cated in this trial so far.

5. Islet transplants. A promising therapeutic advance
was made by developing a specific protocol for gentle
isolation and purification of human islets (Edmonton
protocol) that appear to be less prone to rejection after
intraportal implantation into diabetic subjects (291). How-
ever, continued immune suppressive treatment is still nec-
essary in recipients of such transplants to prevent renewed
autoimmune destruction of islet transplants, emphasizing
the need for effective immune-based strategies of T1D pre-
vention.

Perspective and Conclusions
No single animal model accurately reflects all aspects of

human T1D. Consequently, translating the successful T1D
prevention and reversion strategies developed in a variety
of animal models into clinical applications faces signifi-
cant obstacles, as is evident from failures in recent clini-
cal trials. For example, more than 140 therapeutic options
have been developed to prevent T1D in the NOD mouse
(199), but not a single one is as effective in humans. To
improve this situation there is a dire need for preclini-
cal markers that accurately predict the potential success
of an intervention being evaluated by a clinical trial. Bet-
ter tracking reagents for blood autoreactive T cells such
as tetramers, noninvasive, high-resolution in vivo imag-
ing systems, and perhaps isotype profiles of islet antigen
autoantibodies and their change after a given preclinical
intervention are good candidates (292). Similar consider-
ations apply to the maintenance of long-term tolerance
after islet transplantation, where prolonged systemic im-
munosuppression might not be feasible (293–296). Lastly,
treatment modalities will likely have to be tailored to the
specific needs of individual patients.
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Central Nervous System and Ocular
Autoimmune Diseases

Multiple Sclerosis

Introduction and Disease Description
MS is the most predominant human demyelinating dis-

ease of the central nervous system (CNS). An autoimmune
etiology is suggested by elevated frequencies of myelin
basic protein (MBP)–specific T cells documented in sev-
eral independent studies of individuals diagnosed with
MS (297–300). Furthermore, demonstrations that adoptive
transfer of T cells specific for myelin or other CNS antigens
can cause a CNS autoimmune syndrome in experimental
animals resembling human MS support the concept of a
direct T cell–mediated pathogenesis. In addition, myelin-
specific and lipid-specific antibodies have been found in
MS cerebrospinal fluid (301). These antibodies are able to
fix complement and induce antibody-dependent cellular
cytotoxicity (ADCC) and may be involved in the demyeli-
nating process. In spite of these clues, the etiology of MS
is unclear, and a complex interplay of genetic and environ-
mental factors (similar to T1D etiology) has to be postu-
lated.

MS is a rather heterogeneous disease. However, we are
only beginning to understand how clinical and pathologic
differences may point toward distinct etiologies and, po-
tentially, treatment strategies of differential applicability
and efficacy. Different subtypes of MS are somewhat bet-
ter histologically defined (e.g., the distinction between T
cell–rich and macrophage-rich lesions, as well as the bal-
ance between demyelination and remyelination, which can
vary dramatically) than those of T1D because many tis-
sues from patients with clinically active disease are avail-
able post mortem, whereas pancreatic islets are mostly
destroyed in T1D and no immunologic correlates can be
established at the end stage (302,303). MS predominantly
affects younger women, and its frequency, dependent on
geographic location, may approach up to 3 in 1,000 (304).
Clinically, the disease can take a mild or very debilitating
course, and, intriguingly, neuritis of the optical nerve is fre-
quently the first sign of MS. Diagnosis is usually obtained
by electroencephalography and direct imaging that allows
for identification of individual lesions, their development
over time, and the success of therapeutic interventions.
Immune-based approaches such as the use of IFNβ or
Copaxone combined with systemic immune-modulatory
agents has brought some limited success for certain forms
of MS. Thus, a cure for MS appears possibly a little closer
than for T1D.

Autoimmune Features
Although MBP- and proteolipoprotein (PLP)-specific T

cells have been documented in patients with MS, some
follow-up studies have reported similar frequencies in nor-
mal individuals (305). More recent studies have docu-
mented increased numbers of MBP-specific T cells in MS

patients reactive to six different MBP epitopes, supporting
the concept of determinant spreading as a potential patho-
genetic factor. Furthermore, their activation appears to be
increased selectively in MS patients, and they are less de-
pendent on costimulation (306). Thus, it appears plausible
that resting T cells specific for CNS antigens are present in
both healthy and affected individuals, but their activation
is selectively increased under conditions of disease and
their epitope/antigen recognition repertoire has expanded.
In addition to cellular infiltrations, MS is usually marked
by edema and inflammatory signs such as MHC upregula-
tion, cytokine, and chemokine induction. A breakdown of
the blood–brain barrier facilitates antibody access to the
CNS. Antibodies specific for myelin structures and lipid
components (307) are commonly found in MS patients,
and some studies indicate fluctuations, similar to T cell re-
sponses of antibody titers in parallel to exacerbations and
remissions of disease. These findings await confirmation
in larger patient cohorts. It is important to note that such
antibodies can be directed to MBP, myelin oligodendrocyte
associated protein (MOG), and other myelin constituents
(308). The fact that they can fix complement and en-
hance complement-mediated cytotoxicity implicates them
as possible agents of demyelination.

Genetic Features and Environmental Factors
There is a definite genetic link between both progressive

(HLA-DR3) and remitting relapsing MS (DR2) and human
MHC class II alleles. However, similar to T1D, there is a
significant discordance among monozygotic twins (greater
than 55%). A pronounced geographic gradient (higher in-
cidence in northern as compared to southern regions) ar-
gues for additional environmental triggers or modulators
(304). Many viruses have been implicated in the pathogen-
esis of MS, but a causal link has not been established. For
example, human herpes virus 6 was discovered around MS
lesions, but follow-up studies did not discover any differ-
ences comparing healthy, Alzheimer’s, or Parkinson’s tis-
sues with MS lesions (309). Furthermore, antibodies to
corona virus have been detected in serum of MS patients,
which indicates that demyelination might occur similar to
the mouse hepatitis virus model. Mechanistically, the same
paradigms as for diabetes might apply (described in the in-
troductory section), but a persistent viral infection might
more likely be the culprit, based on similar observations in
some mouse models (e.g., the Theiler murine encephalitis
virus [TMEV] model). The difficulty in establishing con-
clusive proof is the multiplicity of infections during the
course of a lifetime and the manifold viral traces that can
usually be detected in both healthy and diseased individu-
als. Even if the same levels of viral antigen, RNA, or DNA
are observed when comparing healthy patients with MS
patients, this still does not rule out the possibility that a
certain virus will only induce CNS disease in conjunction
with a distinct MHC haplotype. Indeed, animal models in-
dicate that this is in fact the case. With the introduction



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-42 Paul-3627G GRBT293-Paul-v1.cls May 9, 2008 14:15

Organ-Specific Autoimmunity 1353

of improved vaccination and antiviral treatment protocols
for multiple infectious agents we may be able to infer a
causal relationship if the incidence of MS should recede
after introduction of such an intervention.

Animal Models
Experimental allergic encephalitis (EAE) is one of the

oldest and most widely studied animal models for a hu-
man autoimmune disease (99,310,311). EAE, a primar-
ily CD4+ T cell–mediated disease, can be induced in
susceptible mouse strains (SJL, PL/J) by immunization
with MBP, PLP, MOG proteins, or their respective MHC
class II–restricted epitopes together with complete Fre-
und’s adjuvant and pertussis toxin. More recently, a role for
CD8+ T cells has also been documented. The clinical pic-
ture resembles that of a relapsing remitting disease with
profound neurologic symptoms. CNS histologic findings
include T cell infiltration (mainly CD4+ T cell lympho-
cytes; Figure 42.8), APC and microglia activation, and dis-
ruption of the blood–brain barrier. Some demyelination
occurs, and histologic changes can undergo periods of
remission that are accompanied by remyelination. The
predominant cytokine profile is TH1-like, and TH2 cy-
tokines have protective function (312). Epitope spread-
ing occurs, and activated APCs take a central role as
“drivers” of the autoimmune process (133). A shortcom-
ing of this model is the major extent of external manip-
ulation required to break tolerance (adjuvant, pertussis).
These might be necessary to affect the blood–brain barrier,
skew the systemic cytokine profile to TH1 phenotype, and
support prolonged inflammation.

A lesser degree of additional nonspecific inflamma-
tory condition is required for some virus-induced animal
models for MS. Infection with TMEV, which replicates pre-
dominantly in neurons (particularly motor neurons during
initial stages of infection), results in a poliomyelitis-like
syndrome, including flaccid paralysis. Certain strains
of mice that survive the primary infection become
persistently infected and develop a chronic progressive in-

flammatory demyelinating disease (133). Demyelination is
the consequence of the CD4+ T cell response to persisting
TMEV and involves determinant spreading as a conse-
quence of infection and local inflammation (133). Studies
from S. Miller’s laboratory have recently shown that
APCs in the CNS are crucial for diversification/epitope-
spreading of the initiating anti-TMEV response to other
brain self-antigens such as MBP and PLP. Furthermore,
when recombinant TMEV expressing PLP epitopes
or modified mimic epitopes were employed, infection
resulted in enhanced disease. These experiments provided
in vivo evidence for a possible role of molecular mimicry
in CNS autoimmune disease (313).

Somewhat similar to TMEV, infection with neurotropic
strains of mouse hepatitis virus (MHV) induces neurologic
disease accompanied by demyelination (314). An interest-
ing difference is that MHV will not persist and therefore
allows for easier differentiation between the antiviral and
the autoimmune responses. CD4+ and CD8+ lymphocytes
accompanied by inflammatory cytokines are needed for
destruction. These virus-induced models of demyelination
suggest that a transient or persisting presence of virus in
the CNS may be needed in conjunction with a nontolerized
antiviral response for disease induction and/or propaga-
tion (314). Indeed, another animal model of virally induced
CNS disease, the transgenic MBP-LCMV model developed
in analogy to the RIP-LCMV model for T1D, only exhibits
mild motor dysfunction, despite good lymphocytic infil-
tration (315). It is possible that activation of APCs is in-
sufficient in this model to locally propagate systemically
induced autoaggressive lymphocytes once they have en-
tered the parenchyma of the CNS. These considerations
are depicted in Figure 42.9.

Treatment and Prevention
Similar to observations in the diabetes models (282),

DNA vaccines that aim to skew the autoreactive response
to MBP or PLP from a TH1 to a TH2 phenotype have
shown some success in the EAE model. However, it

CD4 infiltrate, hippocampus CD4 infiltrate, brain stem

FIGURE 42.8 Induction of ex-
perimental allergic encephalitis
in SJL mice with proteolipopro-
tein peptide amino acids 139 to
151 and adjuvant. (Courtesy of
Andreas Holz, Max Planck Insti-
tute for Neurobiology, Munich,
Germany.) (See color insert.)
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FIGURE 42.9 Induction of profound autoimmune disease of the islets but only mild autoim-
mune infiltration in the central nervous system (CNS) in rat insulin promoter– versus myelin
basic protein–lymphocytic choriomeningitis virus (LCMV) transgenic mice. Activated antigen-
presenting cells (APCs) might be a crucial local driver once an autoimmune process has been
initiated. This issue is illustrated well when one compares the LCMV transgenic brain and self
(transgene)-directed organ-specific autoimmunity; LCMV only infects the pancreas but not the
brain. Of interest, clinical disease only evolves in islets (type 1 diabetes), whereas infiltration of
the brain tissue is transient, causing little damage. Ag, antigen; CTL, cytotoxic T lymphocyte.

remains to be seen whether these findings can be di-
rectly translated to humans, and clinical phase 1-2 tri-
als are being conducted by BayHill Therapeutics (Palo
Alto, CA). At least for MS there are preclinical markers
that can noninvasively and continuously track the size
and appearance of current lesions and in this way indi-
cate success or failure of a given therapy in a more imme-
diate way as compared to T1D (316,317). Oral tolerance
induction had shown much promise in EAE models but
recently failed in a human trial (318). Strong placebo ef-
fects were observed after feeding irrelevant protein ver-
sus MBP, and the outcome was therefore not conclusive,
leaving a smaller read-out window. Blockade of TNFα has
shown promise in animal models but not in humans (152).
The antidepressive agent Rolipram is under clinical evalu-
ation after it exhibited anti-TNF effects in animal models
for MS.

From the immunologic point of view, treatment of MS
is further advanced than treatment of T1D. It should be
noted that life expectancy in MS is more reduced because
no therapy comparable to insulin substitution is possible.
Of the current regimens, IFNβ has shown very promising
results in phase 3 clinical trials (319). Of interest, IFNγ , in
contrast, has aggravated MS (320). Furthermore, Copax-
one might act as a mixture of altered peptide ligands (as
a polymer MBP analog), and in this way it may skew the
immune responses systemically to a less aggressive phe-
notype and has shown promise for certain forms of early
MS (321). In addition, phosphodiesterase inhibitors might
induce TH2 skewing, as recently demonstrated in a small-
scale trial (322). Finally, generalized immunosuppressive
therapy with corticosteroids that are given in conjunction
with relapses and thereafter slowly phased out remains
an important backbone for MS treatment. Azathioprine,
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cyclophosphamide, and plasmapheresis are not effective.
Cyclosporin A is helpful but has profound side effects. Al-
tered peptide ligands (APLs) to human MBP epitopes have
shown strong allergic side effects and have worsened dis-
ease in one study indicating that APLs might activate both
in vivo aggressive and regulatory lymphocytes (323,324).
It appears that the success of APLs can therefore vary from
individual to individual. Some setbacks have been encoun-
tered with monoclonal antibodies. It is noteworthy that
anti-CD40L exhibited some efficacy but led to coagulation
disturbances in humans (325) and is on hold. In addition,
integrin blockers have shown promise and have returned
to clinical trials after they were on hold because combi-
nation with IFNβ had lead to reemergence of CNS viral
infection in three patients.

Perspective and Conclusions
Therapeutic interventions in MS are becoming more

effective but will likely have to be individualized and fine
tuned with respect to the subtype of MS in a given patient.
Antigen-specific therapy is in development, but better un-
derstanding of the role of T cells in MS will be needed to
translate experimental findings into clinical applications.
Combination of systemically acting antibodies shows good
promise and will have to be further developed.

Ocular Autoimmune Diseases

Various inflammatory diseases of the eye accompany other
systemic or organ-specific autoimmune disorders and are
shown in Figure 42.12. Some of these diseases will be dis-
cussed very briefly because they are described in a separate
chapter in this book.

Bechterew’s Disease/Spondylarthoropathies
Iridocyclitis is frequently associated with Bechterew’s

disease (ankylosing spondylitis), which is characterized
by a chronic spondylarthrosis of the ileosacral joints re-
sulting in profound kyphosis and is associated in 30% to
50% of cases with the HLA-B27 allele (326–328). Of inter-
est, mucosal inflammation, ulcers, and vasculitis are fre-
quently associated with this disease group. The immuno-
logic pathogenesis is not clearly defined, but cross-reactive
antibodies to bacterial proteins are frequently observed
in the sera of patients with spondarthopathies such as
Bechterew’s disease, Reiter’s syndrome, psoriasis, Crohn’s
disease, or ulcerative colitis. Therefore, molecular mimicry
has been hypothesized as a cause for these disorders, but
proof has been difficult to obtain. Several animal models
have been developed, the most intriguing of which is prob-
ably a HLA-B27 transgenic rat that develops joint diseases,
genital ulceration, and eye disease. Systemic immunosup-
pressive interventions are not effective, and the treatment
of choice is nonsteroidal antiinflammatory drugs. Local

steroids are frequently administered for symptoms affect-
ing the eye.

Rheumatoid Arthritis
RA is an autoimmune joint disease (see later discussion)

that is frequently associated with scleritis and episcleritis.
Inflammatory infiltrates are found in the peripheral cornea
leading to ulcerations. Local treatments are usually with-
out effect, and symptoms are ameliorated in conjunction
with systemic immunosuppressive therapy. In contrast, ju-
venile arthritis is accompanied in about 20% of patients
with cataracts and iridocyclitis, and ocular symptoms are
often sensitive to local and systemic immunosuppression.

Sarcoidosis
Sarcoidosis is a chronic, systemic granulomatous in-

flammatory disease that involves the eye (uveitis in 20% of
cases) and constitutes the cause for uveitis in about 10%
of patients. Multiple organs are affected, in particular the
lungs. The etiology is unclear, and an autoimmune patho-
genesis is suspected, with multiple inflammatory changes
occurring in the eye (see Figure 42.10). Local therapy with
steroids is usually helpful, and systemic immunosuppres-
sion could be considered.

Idiopathic Uveitis
About half of the cases of uveitis are not associated with

a known primary syndrome, and in young adults the as-
sociation (50%) with HLA-B27 is striking. Only a few of
these patients will ultimately develop Bechterew’s disease.
Again, the etiology is quite unclear, but some evidence
suggests that molecular mimicry between ocular and vi-
ral antigens, for example, herpes virus, could play a role.
Peptide therapy is being evaluated; otherwise steroids are
the only effective choice.

Figure 42.10 gives a summary of the eye structures and
some of the systemic diseases that are associated with pos-
sible autoimmune disorders of the eye.

Animal Models
Small rodent models for autoimmune uveitis and her-

pes virus keratitis have been very useful for understanding
the underlying immunopathology of inflammatory eye dis-
orders.

Experimental Autoimmune Uveoretinitis (EAU). EAU
is induced, similar to EAE, by immunizing susceptible
rodent strains with retinal proteins such as the receptor
retinoid binding protein (IRBP) (329). Extensive studies
by R. Caspi and colleagues have revealed that EAU follows
very similar autoimmune paradigms as other experimental
autoimmune diseases, including EAE and induced forms
of diabetes. For example, a TH1-like response drives the
aggressive EAU process (330), whereas IL-10 in synergy
with IL-4 has a pronounced protective function (331,332).
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FIGURE 42.10 Overview of the structure of the
eye and some of its inflammatory diseases and
their association with other systemic disorders.
MS, multiple sclerosis.

Similarly, disease-resistant mice exhibit a predominantly
TH2-like response to IRBP. Experimental evidence indi-
cates that sequestration and local immune privilege of
IRBP and possibly other retinal antigens leads to a lack
of systemic tolerance to these proteins, and, consequently,
destructive autoimmune responses can be readily induced.
Conversely, tolerance can be reestablished by therapeutic
application of tolerizing retinal-Ag/Ig fusion proteins, an
approach that is supported by experimental induction of
peripheral tolerance using transgenic antigen expression
under an MHC class II promoter. Of interest, peptide ther-
apy using an HLA-B27–restricted peptide appears to be
effective in humans. The immunopathology of this EAU
model in comparison to human uveitis, as found in sar-
coidosis, is displayed in Figure 42.11.

Herpes Virus-induced Keratitis. Herpes virus–induced
keratitis has been explored in several animal models. The
most intriguing studies have come from the laboratory of
H. Cantor. Inoculation of a genetically susceptible mouse
strain with herpes simplex virus (HSV)-1 results in a viral
infection of the eye and cornea that is accompanied by an
immune response to HSV-1 (128). Of interest, damage to
the eye is only initiated by the virus and strongly depends
on CD4+ T cells that can cross-react with a self-protein.
This animal model is one of the few that strongly indicate a
direct immunopathologic role for molecular mimicry in an
in vivo model for autoimmune disease. Studies by Rouse
and colleagues have focused on the role of inflammatory
bystander effects in the HSV-keratitis model (333,334). In
these studies, inflammatory cytokines were shown to play
a major role in mediating local damage, and administra-
tion of DNA vaccine constructs expressing certain bene-
ficial cytokines such as IL-10 ameliorated disease (335).

It is important to point out that these studies were per-
formed using a different HSV strain, and that the pre-
cise immunopathogenic process (mimicry vs. bystander
effects) indeed depends on the strain of HSV used (336).
Additional observations have underscored the importance
of regulatory cells in downmodulating a virally induced
autoimmune disease. It is worthwhile mentioning that
Streilein and colleagues previously demonstrated regula-
tory cells in ocular autoimmune disease and discovered
an important role for tolerizing antigen-presenting cells
(337,338).

Treatment and Prevention
Due to the associated side effects, it is desirable to avoid

systemic immunosuppressive interventions, as well as the
local application of corticosteroids. Recently, a Munich
group identified a HLA-B27–derived peptide that could
function as a mimic to the retinal S antigen and induce
EAU in Lewis rats (339). This mimic peptide was used as
an orally administered antigen and produced very promis-
ing results in two human pilot trials in Germany. Thus,
antigen-specific immune modulation using retinal self-
antigens or their peptide mimics may be developed as an
effective therapeutic choice. It remains to be seen whether
combination of such a treatment with cytokine-DNA vac-
cines, as demonstrated by Rouse’s group for HSV keratitis
or by Caspi’s group for EAU, both in mouse models, might
enhance efficacy. In addition, systemic immune modula-
tion bears promise. Recently, a trial using anti-CD25 mon-
oclonal antibody (dacluzimab) was conducted at the Na-
tional Institutes for Health with promising results. It is
noteworthy that in this case the dampening of effector cells
rather than any effects on CD25+ Tregs appears to explain
the efficacy.
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FIGURE 42.11 Histopathologic comparison of human and mouse uveitis. (Courtesy of Rachel
Caspi, National Eye Institute, Bethesda, Maryland.) EAU, experimental autoimmune uveoretini-
tis. (See color insert.)

Gastrointestinal Autoimmune Diseases

The gut constitutes a unique immunologic environment,
given its large interactive mucosal surface area and the
need to maintain tolerance toward food antigens and
bacteria normally present within the gut flora. The gut-
associated immune system has an important regulatory
and barrier function. Immune responses are usually ini-
tiated within the Peyer’s patches, which obtain a signif-
icant amount of antigen via the M cells located within
the mucosa and specialized in antigen uptake and trans-
port (136,340,341). Lymphocytes will circulate through the
Peyer’s patches, where B or T cell responses can be initi-
ated. Of interest, the B cell responses are characteristically
IgA high. After antigen encounter, these cells will circu-
late to the mesenteric lymph nodes and enter the systemic
circulation. Specifically for the gut there are other extra-
lymphoid locations where immune cells are located and
where immune responses (aggressive or regulatory) can
be initiated. One is the intestinal lamina propria, where
MHC class II is expressed and bacterial products can be
presented. Predominantly CD4 T and B cells may assume
regulatory functions, and IgA is secreted with the mucus
into the gut lumen. The second are intraepithelial lympho-

cytes (IELs). A significant proportion of IELs expresses the
c©TM T cell receptor and have cytotoxic as well as immune-

regulatory functions (342,343). Certain studies after oral
or intranasal feeding of autoantigens have attributed regu-
latory function to γ δ lymphocytes. Overall, the hypothesis
that the gut environment is ideally suited to induce a toler-
izing or regulatory immune response to antigens present
in the gut lumen is of high interest and well supported
by evidence from animal models (e.g., “oral tolerance”)
(344). The rationale is that the immune system must have
evolved unique mechanisms to deal with the multitude of
foreign antigens present in the gut and needed as nutrients
and for digestive purposes. Indeed, mice housed within a
sterile environment have a shorter life span and multiple
immune defects, indicating that the gut’s immune system
is vital for regular immune development and functions.

Pernicious Anemia and Autoimmune Gastritis

Pernicious anemia is the end stage of autoimmune gastri-
tis observed in about 10% to 20% of patients (345) and
represents the most common cause of vitamin B12 defi-
ciency (346). Autoimmune gastritis is associated with au-
toantibody production to parietal cells and to its secreted
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product, intrinsic factor. In addition, a role for CD8 and
CD4+ T cells has been demonstrated (347). Animal models
have been developed (348). Standard therapy is paternal
B12 administration. Of interest, this disease also develops
in mice after thymectomy and is characterized by a relative
lack of CD25+ regulatory CD4+ T cells (150,349,350).

Ulcerative Colitis

Ulcerative colitis is a chronic inflammatory disease of
the gut that affects men somewhat more frequently than
women. It usually begins in the distal colon and rectum
and spreads proximally, resulting in severe cases of panco-
litis. The hallmark is bloody mucoid diarrhea. The etiology
is unclear; evidence points toward a certain genetic predis-
position that has to meet triggering environmental factors.
Unlike Crohn’s disease, the inflammatory foci are not gran-
ulomatous and not discontinuous. Overall, inflammatory
mediators are increased, but systemic symptoms are rare.
Treatment is usually achieved by corticosteroids. In severe
cases ulcerative colitis may require removal of the colon.

Crohn’s Disease

As opposed to ulcerative colitis, Crohn’s disease begins as a
discontinuous, granulomatous inflammation of the prox-
imal ileum. Ulcerations are frequent, and the disease is
more severe than ulcerative colitis. The permeability of
the mucosal epithelium is enhanced, which leads to a local
breakdown of barrier functions and upregulation of TNF,
IL-1, IL-6, and other cytokines. The immune reaction in-
volves the whole mucosa and regional lymph nodes. In ad-
dition to standard immunosuppressive treatments, block-
ade of TNF appears to be promising in recent clinical trials,
similar to the situation in RA (351).

Hepatic Autoimmune Diseases

As an anatomic site for the induction and perpetuation of
immune responses, the liver exhibits distinctive immuno-
logic features that appear to favor an overall “tolerogenic”
microenvironment. This perspective is supported by the
apparent absence of liver pathology in spite of the con-
tinuous exposure to nutritional antigens and components
of commensal gut flora (352), the ability of viral (hepati-
tis B and C) and parasitic (malaria falciparum) pathogens
to establish persistence, and chronic hepatitis (353,354),
as well as the ready acceptance of liver allografts with-
out immunosuppression in experimental models (355).
Moreover, successful liver transplants in humans require
comparatively less immunosuppressive therapy (356), and
in some cases, complete weaning of immunosuppressive
drugs has been achieved without compromising the func-
tionality of the transplant (357). The prevailing notion
that the liver preferentially promotes abortive immune re-

sponses and tolerance was recently challenged in a metic-
ulous study by Klein and Crispe. Having optimized the
considerable surgical feat of orthotopic liver transplants
in mice, the authors conclusively demonstrated that the
liver effectively initiates the bona fide activation and dif-
ferentiation of specific T cell responses (358). Thus, the
mechanisms operative in “liver tolerance” are not the con-
sequence of altered antigen presentation, maturation fail-
ure, or premature T cell death but instead appear to rely
on the activation of poorly defined regulatory circuits by
persisting antigens.

Conversely, a breakdown of such tolerance mecha-
nisms, presciently postulated almost 100 years ago as a
cause for autoimmune diseases at large (7), may contribute
to pathogenesis of hepatic autoimmune disorders. Here,
we discuss the three major autoimmune diseases of the
liver: autoimmune hepatitis (AIH) (359–361), which pri-
marily targets hepatocytes; primary biliary cirrhosis (PBC)
(362–364), in which small bile ducts are destroyed; and pri-
mary sclerosing cholangitis (PSC) (365,366), in which the
damage is mainly focused on medium to large bile ducts. In
addition, we include “halothane hepatitis” as a paradigm
for an immune-mediated adverse drug reaction (367).

Autoimmune Hepatitis

Introduction and Disease Description
Autoimmunity was invoked as a cause for hepatitis in

the early 1950s (368–370), and based on the association of
AIH and antinuclear antibodies (ANAs) the term lupoid
hepatitis was proposed (371). AIH preferentially affects
women but is observed worldwide in children and adults
of both sexes in diverse ethnic groups; it represents an esti-
mated 10% to 20% of all cases of chronic hepatitis (which
for the most part is due to infections with hepatitis viruses
B, C, and D) (359,360). Clinical symptoms range from in-
apparent to fulminant disease courses, and differential di-
agnosis is guided by an exemplary scoring system devel-
oped by the International Autoimmune Hepatitis Group
(44,372). The presence of autoantibodies targeting differ-
ent subcellular components is commonly used to differen-
tiate two types of AIH. The etiology of AIH is undefined,
but a contribution of environmental/microbial factors and
genetic predisposition, as in so many other autoimmune
diseases, is invoked as a trigger for T cell–mediated, de-
structive autoimmunity. Finally, it is also possible that as-
yet-unidentified hepatitis viruses or other chronic viral in-
fections contribute to some AIH cases (180,373).

Autoimmune Features
The presence of specific autoantibodies in AIH is a key

feature in the diagnostic scoring system and the founda-
tion for the clinical distinction of type 1 and type 2 AIH
(see Table 42.2). Type 1 AIH is characterized by ANAs, a
class of antibodies also observed in PBC, PSC, and other
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forms of chronic hepatitis. Although smooth muscle and
antiactin antibodies, atypical perinuclear antineutrophilic
antibodies, and antibodies directed against soluble liver
antigen and liver-pancreas antigen are specific for type 1
AIH, their combined measurements allow for a reason-
able distinction from type 2 AIH and, to a certain extent,
other chronic liver diseases. Ant–liver-kidney microsomal
(LKM) antibodies are a serologic marker for type 2 AIH,
with the majority binding the LKM1 antigen identified as
cytochrome monooxygenase P450 IID6 (CYP2D6). In ad-
dition, less than 20% of type 2 AIH patients also carry
autoantibodies specific for uridine diphosphate glucoro-
nosyltransferase, designated LKM3, and 30% to 50% of
patients generate antibody responses against formimino-
transferase cyclodeaminase (FTCD). Of all of these tar-
gets in AIH, only one, the hepatocyte-specific asialogly-
coprotein receptor (ASGPR), is cell surface expressed and
may thus function as a direct immunogen for antibody-
mediated hepatocyte damage. ASGPR-reactive antibodies,
also not disease specific, are observed in 50% to 75% of AIH
patients (359,360,374). Because the generation of these
autoantibodies is T helper cell dependent, it is not sur-
prising that loss of tolerance also occurs on the T cell
level, and lymphocytes isolated from the livers of patients
with AIH type 2 can react in vitro and expand after expo-
sure to P4502D6 antigen. This finding supports the con-
cept of a lymphocyte-driven autoaggression and might
underlie pathogenesis. Furthermore, mononuclear infil-
tration of the periportal areas and liver parenchyma is
usually present when the disease progresses and causes
the AIH-typical “piecemeal” appearance of the liver. Al-
though evidence from animal models and human stud-
ies gives some indication that cytotoxic killing of hepa-
tocytes could play a role, further analysis is hampered
by the fact that intrahepatic lymphocytes are difficult
to access in humans. The notion that defective suppres-
sor T cell activity contributes to AIH pathogenesis, pro-
posed more than two decades ago, was supported by re-
cent work documenting reduced frequencies of peripheral
CD4+CD25+ Treg in AIH patients as compared to healthy
controls (375). Cytokines also appear to play an impor-
tant role in human AIH. Administration of type 1 IFN
led to strong exacerbation of AIH, showing that it may
play a central role in liver destruction (376). IFNs upregu-
late MHC I and II molecules, enhance inflammation, and
have strong antiviral effects. The outcome of these stud-
ies therefore argues against a role for an ongoing chronic
(or acute) viral infection in patients with AIH who test
negative for hepatitis virus antigen or antibodies. A neg-
ative regulatory role could possibly be attributed to IL-6
and TNFα. These two cytokines are reduced in the livers
of AIH patients and have a negative effect on cytochrome
P450 regulation (377). As a consequence, the lower levels
of IL-6 and TNF might enhance CYP2D6 expression and in
this way support autoimmunity directed against CYP2D6

in patients with type 2 AIH. Finally, AIH pathogenesis is not
necessarily controlled by the TH1/TH2 paradigm: CD4+ T
cells expressing TH1 cytokines are elevated in type 1 AIH,
whereas TH2 cytokines are augmented in type 2 AIH in
agreement with the high levels of CYP2D6-specific anti-
bodies present in these patients.

Is production of autoantibodies important for AIH
pathogenesis, or is it just an epiphenomenon signifying the
breaking of tolerance to self-antigens? Evidence suggests
that autoantibodies in AIH play a role that can be situated
somewhere between T1D, in which autoantibodies and B
lymphocytes likely play no pathogenetically important role
in humans, and SLE, in which autoantibodies are comple-
ment fixing and enhance organ destruction. LKM antibod-
ies found in AIH, for example, can inhibit cytochrome P450
function in vitro but not in vivo and may participate in
hepatocyte dysfunction or destruction. Epitope mapping
of the CYP2D6 antigen in type 2 AIH revealed two immun-
odominant regions spanning amino acids 256 to 269 and
181 to 245 that are recognized by most of the AIH type 2
patients’ sera. Because there is a significant genetic poly-
morphism in humans for the CYP2D6 antigen, it is pos-
sible that patients with AIH target CYP2D6 protein selec-
tively (LKM-1 antibodies), whereas cytochrome P4502D9
(LKM-2) is targeted in patients with drug-induced hepati-
tis, disulfide isomerase in halothane-induced hepatitis, or
UDP-glycosyltransferases in hepatitis D virus–associated
autoimmunity. As so often, identification of the major tar-
get antigens, clearly a decisive step toward a better un-
derstanding of the underlying disease process, has not
yielded compelling hypotheses as to the precise patho-
genetic mechanisms.

Genetic Features and Environmental Factors
No single genetic locus capable of explaining AIH eti-

ology has been identified. HLA-DR3 and HLA-DR4 are as-
sociated with type 1 AIH, and the HLA-A1-B8-DR3 haplo-
type exhibits a particularly strong association with early
disease onset, relapse, and the eventual necessity for liver
transplantation. In contrast, type 2 AIH is associated with
carriage of HLA-DR7. Genes outside the HLA loci po-
tentially conferring disease susceptibility include comple-
ment component C4, CTLA-4, vitamin D receptor, Fas re-
ceptor, and others (359,360,374).

The association with hepatitis C, D, and E virus–
induced hepatitis and autoimmunity is very intriguing.
However, at this point, the prevalence of hepatitis C virus
(HCV) for example, exhibits drastic variations among stud-
ies performed in different countries, and autoantibody
titers appear much higher in patients with HCV-negative
AIH. In a more recent study it was observed that sera of
38% of chronic hepatitis C patients reacted specifically
with CYP2D6, whereas none of the sera obtained from
patients with chronic hepatitis B showed CYP2D6 reac-
tivity (376). Furthermore, it was discovered that HCV has
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the potential to induce autoreactive CD8+ T cells that
cross-reactively recognize the cytochrome P450 isoforms
2A6 and 2A7, which contain sequence homology to HCV
amino acids 178 to 187. In this context it may be impor-
tant to emphasize that molecular mimicry also seems to
be an important factor in other immune-mediated dis-
eases of the liver. Hence, trifluoroacetyl (TFA)–protein
adducts, as generated during the metabolism of halothane
by CYP2E1, confer molecular mimicry to the lipoic acid
prosthetic group of the pyruvate dehydrogenase complex
(PDC) and other members of the 2-oxoacid dehydroge-
nase family (71,208,258,378), which in turn are major au-
toantigens in PBC (103). Consequently, halothane hepati-
tis and PBC may be linked on the level of cross-reactive
autoantibodies that recognize similar target antigens. It
remains to be seen whether novel subtypes of hepati-
tis viruses can be observed in AIH patients and whether
further studies will corroborate such an association. It
is likely, however, that viruses play a multifactorial role
in AIH pathogenesis (similar to T1D) and that no sin-
gle virus will be identified as a specific cause for liver
autoimmunity.

Animal Models
Over the last 30 years, many attempts have been made

to develop animal models for AIH; however, no reliable
model is available that reproduces the spontaneous relaps-
ing chronic disease course of type 1 AIH (379,380).

1. In the hepatitis B virus surface antigen (HbsAg)
transgenic mouse, the HBsAg is expressed in hepatocytes
under control of the mouse albumin promoter. Induc-
tion of transient hepatitis is possible after adoptive trans-
fer of activated T cells from HBsAg-primed donor mice
(381,382). Although not designed to reproduce features of
AIH, this model has been extraordinarily helpful in under-
standing the role of IFNs in inducing liver damage, as well
as clearing hepatitis B virus (HBV) from the liver. Results
have shown that IFNs, in the absence of cytotoxicity, can
purge virus from infected hepatocytes. Furthermore, in-
duction of HBV-specific CD4+ and CD8+ T cell responses
can be evaluated in this model. The transgenic mice exhib-
ited profound liver damage and infiltration after transfer
of HBV-specific T lymphocytes.

2. In another model system, the MHC class I molecule
H-2Kb is transgenically expressed in the liver of mice that
also carry transgenic T cells specific for H-2Kb. Hepati-
tis induction was only successful when such mice were
infected with a liver-specific pathogen, indicating that by-
stander activation within the liver microenvironment can
be very potent in causing autoimmune damage (383). A
similar approach was chosen in yet another model that
combines liver-specific expression of a transgene [here, the
immunodominant LCMV glycoprotein epitope (GP33)] and
transgenic T cells specific for the transgene (384). These

mice remain tolerant to the transgene even in the pres-
ence of transferred GP33-specific T cells. However, under
conditions of LCMV infection and TcR-transgenic T cell
transfer, these mice develop a transient form of hepatitis
as indicated by elevated alanine amino transferase (ALT)
levels (384). Together, the foregoing findings emphasize
the importance of both autoreactive T cells and general-
ized inflammatory alterations in the wake of microbial
infection.

3. The potential pathogenic contribution of autoanti-
bodies was recently demonstrated in a new mouse model.
Injection of a monoclonal antibody derived from a patient
with type 1 AIH and specific for an undefined 190-kDa cell
surface protein promoted predominantly perivenular hep-
atocellular necrosis in mice (385). However, the validity
of this model remains to be critically evaluated because
the pathology does not appear to closely resemble that of
type 1 AIH.

4. Arguably, more compelling models have been devel-
oped for the study of type 2 AIH. DNA immunization of
mice with human CYPD6 and FTCD antigens leads to the
generation of LMK1 and anti-liver–cytosol type 1 autoanti-
bodies (targeting CYPD6 and FTCD, respectively) and spe-
cific CTLs, pronounced lymphocytic infiltration of the liver,
and an elevation of ALT levels indicative of liver damage
(386). Of interest, recent work with this model has repro-
duced some aspects of the genetic predisposition exerted
on disease development because C57BL/6 mice demon-
strated more pronounced disease than 129/Sv mice and no
inflammation was observed in Balb/c mice (387). Lastly, in-
fection with a recombinant adenovirus expressing the 2D6
antigen (U. Christen and M. von Herrath, unpublished)
can lead to focal and confluent liver necrosis in mice re-
sembling that of autoimmune hepatitis (Figure 42.12). In
summary, the success of most mouse models has only been
partial because hepatitis was transient and induction of
chronic disease appeared to be difficult to achieve. Fig-
ure 42.13 illustrates the possible pathogenetic mechanisms
implicated in autoimmune hepatitis.

Treatment and Prevention
Immunosuppression is the therapy of choice for AIH.

Since their introduction in 1968 (388), predinisolone and
azathioprine have become standard treatment regimens
(360,389). To a certain extent, the impressive success rate
of this therapeutic approach (greater than 85% of AIH pa-
tients) may have removed the urgency to pursue basic AIH
research (380). Immunosuppressive therapy also improves
survival of patients with severe AIH (390), but no guide-
lines are available for individuals with minimal symptoms.
End-stage AIH is an important indication for liver trans-
plantation (391). Recurrence of AIH has been reported af-
ter liver transplantation (392), but was not as frequent as
observed for islet transplants in T1D patients. Therapeutic
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FIGURE 42.12 Liver necrosis
in 2D6 transgenic mice infected
with an adenoviral recombinant
expressing 2D6. (Courtesy of
Urs Christen and Matthias von
Herrath, University of Frankfurt,
Germany, and La Jolla Institute
for Allergy and Immunology, La
Jolla, California.)

use of IFNs, effective for treatment of viral hepatitis, can
worsen autoimmune liver disease (376) and challenges the
assumption that unknown chronic viral infections of the
liver, although possible initiators, maintain the active dis-
ease process.

Primary Biliary Cirrhosis

Introduction and Disease Description
PBC is a slowly progressive hepatic autoimmune disor-

der that primarily affects women. The disease is typically
associated with high titers of antimitochondrial autoan-
tibodies (AMAs) that presage onset of clinical disease by
5 to 10 years. Histopathologic changes include portal in-
flammation and destruction of intrahepatic bile ducts,
which occur at various rates and degrees in different pa-
tients. The resulting decrease of bile secretion and reten-

tion of toxic substances within the liver leads to further
hepatic damage, fibrosis, cirrhosis, and eventual liver fail-
ure (362–364).

Autoimmune Features
Although speculation about the autoimmune pathogen-

esis of PBC centers around the usual suspects of genetic
and environmental/microbial factors, PBC may serve as
an example of how advanced knowledge about the tar-
geted autoantigens can give rise to novel and intriguing
hypotheses. The presence of AMAs in PBC were first de-
scribed in the 1950s, the autoantigens cloned in the 1980s
and 1990s, and B cell, CD4+, and CD8+ T cell epitopes of
the major autoantigen PDC-E2 mapped in the 1990s and
2000s. More than 90% of PBC patients have high titers of
autoantibodies directed against the 2-oxo-acid dehydro-
genase complex (2-OADC) E2 subunit, in particular the
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FIGURE 42.13 Pathogenesis of
liver autoimmunity after viral in-
fection in the 2D6 animal model.
Viral infection leads to expres-
sion of high cytokine levels in
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them. This leads to release of
autoantigens from hepatocytes,
which can be (cross-) presented,
leading to pathogenic responses
against autoantigens such as cy-
tochrome P450 2D6. Chemokine
and cytokine release (C) leads to
enhanced inflammation and anti-
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◗ TABLE 42.2 Autoantibodies and Autoantigens in Autoimmune Liver Disease

Type I AIH Type II AIH PBC PSC

Autoantibodies ANA: centromere,
ribonucleoprotein,
cyclin A, histone

SMA: F actin, anti-ASGPR
anti-SLA/LP

pANCA: myeloid-specific
nuclear envelope protein

Anti-LKM-1: CYP450, 2D6
Anti-LC-1: formiminotrans-

ferase cyclodeaminase

AMA: PDC-E2, BCOADC-E2,
OGDC-E2, PDC-ERBP,
PDC-E1α

ANA: nuclear pore complex,
anti-gp210, anti-p62,
nuclear dot pattern,
anti-Sp 100, anti-PML,
anti-SUMOs

pANCA: myeloid-specific
nuclear envelope protein

ANA: anticardiolipin,
thyroperoxidase,
rheumatic factor,
Helicobacter pylori
immunoglobulin G

B cell infiltrate + + + +/−
in liver with plasma cells with plasma cells with plasma cells

AIH, autoimmune hepatitis; AMA, antimitochondrial autoantibodies; ANA, antinuclear antibodies; LKM-1, liver-kidney
microsomal-1; LP-1, lipocortin-1; pANCA, perinuclear anti-neutrophil cytoplasmic antibody; PBC, primary biliary
cirrhosis; PSC, primary sclerosing cholangitis; SMA, smooth muscle antibodies.

From Moritoki Y, Lian ZX, Ohsugi Y, et al. B cells and autoimmune liver diseases. Autoimmun Rev. 2006;5:449, with
permission.

E2 component of the pyruvate dehydrogenase complex
(PDC-E2) (Table 42.2). Mapping studies have identified de-
terminants within the PDC-E2 lipoyl domains as primary
targets for antibody and T cell reactivity, motifs that are
also located in the E2 subunit of other 2-OADC members
(OGDC-E2, BCKD-E2; the same motif is also found in E3-
BP) (363). Antibody reactivity to nuclear envelope proteins
gp210 and p62 was observed in 10% to 30% of patients and
is apparently associated with more active disease. The ob-
vious question emerging from the identification of these
autoantigens pertains to the fact that they are (a) found in
every cell type and (b) located on the inner surface of the
inner mitochondrial membrane, and are thus separated
from immune effectors by three membranes. In addition,
the existence of a clinical entity known as AMA-negative
PBC, a disease very similar to PBC but without detectable
AMA, appears to further argue against a pathogenic role
for these autoantibodies (364). Yet, certain particularities
of bile duct epithelial cells may predispose them to be tar-
gets for humoral immune responses. These cells, just like
salivary epithelial cells, express receptors involved in the
transcytosis of IgA, and high titers of PDC-E2–specific IgA
are observed in bile, saliva, and urine of PBC patients. AMA
IgA was recently shown to induce apoptosis, which in turn
may lead to PDC accumulation in the cytoplasm and cell
surface and amplification of the immune response. Fur-
ther speculation has focused on the possibility that failure
of PDC glutathionylation specifically in epithelial cells may
promote accumulation of immunogenic forms of PDC, a
process that may be initiated by xenobiotic-modified PDC
and molecular mimicry (363). In the “determinant density
model” (393), potentially PDC-reactive T cells survive neg-
ative thymic selection due to low TcR avidity and remain
“dormant” in spite of sporadic exposure to PDC-derived
epitopes. However, strong inflammatory stimuli that al-
low for improved antigen presentation and activation of

Toll-like receptors (TLRs; monocytes from PBC patients
exhibit enhanced sensitivity to TLR signals), for exam-
ple, through microbial molecular mimicry, may induce the
breakdown of tolerance that precipitates the disease. It
should be noted that the general validity of this hypoth-
esis, including a key role for low-avidity T cells and TLRs,
is fully supported by elegant studies in models for induc-
tion of autoimmune diabetes (102,394). Finally, a model
has been proposed in which a primary dysfunction of en-
dothelial cells results in overproduction of endothelins, in-
flammatory alterations, and ischemic damage due to vaso-
constriction and the generation of PDC-specific humoral
and cellular responses as a secondary event (364). These
hypotheses are not mutually exclusive and may be criti-
cally evaluated in two recently introduced animal models.

Genetic Features and Environmental Factors
Familial clustering of PBC and a high concordance rate

in monozygotic twins (63%) indicate a genetic component
to PBC pathogenesis. However, no consistent associations
have been found between PBC susceptibility and carriage
of particular HLA genes. Polymorphisms in vitamin D re-
ceptor and CTLA-4 genes have been suggested to be con-
ducive to PBC development, and X chromosome mono-
somy in peripheral white blood cells may explain female
preponderance of the disease (363,374).

Animal Models
The absence of a suitable animal model has long been

a serious obstacle to PBC research. However, two recent
publications document important progress on this front
by describing the spontaneous onset of a PBC-like dis-
ease in two mouse strains. NOD.c3c4 mice congenically
derived from the NOD strain generate PDC-E2–specific
autoantibodies and exhibit biliary pathology character-
ized by destructive cholangitis, granuloma formation, and
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eosinophilic infiltration. It is significant that T cells were
observed in affected areas of the biliary epithelium and
that transfer of splenocytes or CD4+ T cells induces dis-
ease in NOD.c3c4-SCID recipients, suggesting a central
role for T cells in pathogenesis (395). In the second model,
abolition of TGFβ signaling in T cells (achieved by T cell–
specific expression of a dominant-negative TGFβRII) re-
sulted in the production of AMAs directed against PDC-
E2, BCOADC-E2, and OGDC-E2, as well as lymphocytic
liver infiltration with periportal inflammation analogous
to the histologic profile in human PBC. These observations
implicated the TGFβ pathway in PBC pathogenesis and
suggested that the activation of intrinsically self-reactive
T cells was a consequence of impaired regulatory T cell
function rather than molecular mimicry (396).

Treatment and Prevention
It is noteworthy that despite its presumed autoim-

mune etiology, PBC is not ameliorated by immunosup-
pressive therapy. In the absence of optimized therapeu-
tic protocols, treatment is tailored according to individual
responsiveness of PBC patients and includes manage-
ment of disease symptoms (pruritus, osteoporosis, hyper-
lipidemia, and portal hypertension) and therapy of the
underlying disease by stepwise addition of ursodeoxy-
cholic acid (UDCA), colchicin, and methotrexate. Never-
theless, the use of colchicin and low-dose methotrexate,
presumably acting as an immunomodulatory rather than
antimetabolic agent, is controversial. In cases of liver fail-
ure, orthotopic liver transplantation is the only effective
treatment (362).

Primary Sclerosing Cholangitis

Introduction and Disease Description
PSC is a chronic cholestatic liver disease (cholestasis:

suppression of biliary flow) frequently associated with in-
flammatory bowel disease (greater than 75% of PSC pa-
tients). It is characterized by fibrotic inflammation and
destruction of the large intra- and extrahepatic bile ducts
and may lead to the development of cholangiocarcinoma
(in 10% to 30% of PSC patients) and ultimately death by
liver failure.

Autoimmune Features
Although the etiology of PSC is undefined, a complex

multistep process has been delineated and involves cholan-
giocyte activation through bacterial pathogen-associated
molecular patterns (PAMP), production of proinflamma-
tory cytokines in conjunction with aberrant chemokine ex-
pression and endothelial cell adhesion molecules, and the
recruitment of T cells presumably specific for enterocyte
antigens and primed in GALT (366). The generation of au-
toantibodies is a common feature (Table 42.2), but most

antibodies are not specific for PSC and their contribution
to disease pathogenesis is unclear (374).

Genetic Features and Environmental Factors
As in AIH, susceptibility to PSC is conferred by HLA-B8

and DR3. Whether a CTLA-4 polymorphism is associated
with disease susceptibility is controversial (366). The rela-
tive risk of PSC among first-degree relatives of PSC patients
is almost 100-fold increased compared to the general pop-
ulation (365).

Animal Models
None of the animal models developed reproduce all per-

tinent aspects of human PSC (397). Rat models of small
bowel bacterial overgrowth and administration of bacte-
rial cell wall components have provided some support for
an ethiopathogenetic role of PAMPs. Other models include
injury of biliary epithelial or vascular endothelial cells (ro-
dents, dog, monkey) and toxic, infectious, or intraluminal
biliary injury (rodents) permitting the study of cytokines,
chemokines, and inflammation in the development of dif-
fuse bile duct sclerosis (397).

Treatment and Prevention
There is no effective medical therapy for PSC (398).

Treatment with the hydrophilic bile acid UDCA improves
liver enzymes, but its effect on liver histology and progno-
sis is inconclusive. Orthotopic liver transplant constitutes
the only established long-term treatment for PSC, with cu-
mulative 5-year survival in approximately 70% of patients.

Halothane Hepatitis

Halothane hepatitis is a severe, life-threatening form of
hepatic damage that affects a small subset of individuals
exposed to the anesthetic agent halothane (399); it is be-
lieved to have an immunologic basis. Sera of afflicted indi-
viduals contain autoantibodies directed against the native
and the TFA form of hepatic proteins. TFA proteins are
generated during the oxidative metabolism of halothane
(2-bromo-2-chloro-1,1,1-trifluoroethane) and include cy-
tochrome P450, protein disulfide isomerase, microsomal
carboxlesterase, calreticulin, Erp72, GRP78 (BiP), and
GRP94. Evidence suggests that such TFA proteins arise
in all individuals exposed to halothane. However, the vast
majority of individuals appear to tolerate this covalent
protein modification. The lack of immunologic respon-
siveness was suggested to occur due to tolerance induced
through the presence of structures in the repertoire of
self-determinants, which immunochemically and struc-
turally mimic TFA proteins very closely. In fact, lipoic
acid, the prosthetic group of the constitutively expressed
E2 subunits of members of the 2-oxoacid dehydroge-
nase complex family, was demonstrated by immunochem-
ical and molecular modeling analysis to perfectly mimic
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N6-trifluoroacteyl-L-lysine, the major haptenic group of
TFA proteins. Of interest, a fraction of patients with
halothane hepatitis exhibited irregularities in the hepatic
expression levels of these cross-reactive proteins. Thus,
molecular mimicry of TFA-lysine by lipoic acid or the im-
pairment thereof could be considered a susceptibility fac-
tor for individuals developing halothane hepatitis (400). A
small-animal model for chemically induced liver diseases
has been described (401).

Perspective and Conclusions

The presence of autoantibodies in AIH, PBC, and PSC is
indicative of autoimmune processes, but none of the an-
tibodies described is liver specific, and their contribution
to pathogenesis is unclear. Although the complex role of T
cells is subject to investigations, the same caveats regard-
ing specificity and pathogenicity discussed earlier apply
for autoimmune liver diseases (402). Although the success
of immunosuppressive therapy—in fact a criterion for the
diagnostic scoring system for AIH (44,372)—further sup-
ports autoimmune etiology for AIH, it is conceivable that
a viral infection might initiate disease as a “hit-and-run”
event. Following elimination of viral antigens, disease may
be perpetuated by immune-mediated processes and pre-
clude the identification of a particular virus as a causative
agent at the time of liver disease diagnosis. Again, the role
of “foreign” and “self”-antigens becomes blurred, and their
interactions with the immune system in terms of immunity
or autoimmunity are conceptually problematic. Future in-
vestigations should seek to improve animal models and
focus on human autoantigens and the application of con-
temporary tools for identification and isolation of specific
lymphocytes. On the basis of such developments, future in
vivo tracking of autoaggressive lymphocytes with nonin-
vasive methods should substantially improve our insight
into disease pathogenesis.

Renal Autoimmune Diseases

Glomerolunephritis (GN) is the major cause of chronic re-
nal disease and kidney failure and exhibits a wide spec-
trum of histopathologic alterations, disease severity, and
clinical outcomes. In most cases, evidence for an immune-
mediated pathogenesis, including humoral and cellular
responses, has been obtained (403–406). The precise in-
cidence of defined renal autoimmune disease is difficult
to establish because definite diagnosis requires histologic
evaluation of the kidneys. In this respect, the Italian reg-
istry of renal biopsies provides a unique repository, and
information about selected glomerular disease obtained
from this resource is displayed in Table 42.3 (407,408).
The identity of nephritogenic antigens targeted in most
renal autoimmune diseases is poorly defined, with the no-

◗ TABLE 42.3 Incidence of Glomerular Diseases
in 1993

Incidence per
Disease Million Population

Immunoglobulin A nepthropathy 8.4
Membranous glomerulonephritis 4.9
Focal segmental glomerulonephritis 2.3
Minimal change disease 1.6
Mesangiocapillary glomerulonephritis 1.4
Poststreptococcal glomerulonephritis 0.7

From Schena FP. Survey of the Italian Registry of Renal Biopsies. Frequency
of the renal diseases for 7 consecutive years. The Italian Group of Renal
Immunopathology. Nephrol Dial Transplant. 1997;12:418, with permission.

table exception of Goodpasture’s syndrome, a form of anti–
glomerular basement membrane (GBM) disease in which
autoantibodies bind to α3(IV) collagen in the GBM and
are associated with rapidly progressive GN and pulmonary
hemorrhage. Conformational epitopes have been mapped
to two regions within the noncollagenous (NC1) domain
of the α3(IV) chain (409). A role for T cells, both in pro-
viding help for autoantibody production and exerting di-
rect effector functions, has also emerged in recent years.
Cast within the reigning concept of balanced TH1 and
TH2 immunity, it appears that TH1 responses are asso-
ciated with proliferative and crescentic forms of GN that
cause severe injury, whereas TH2 responses are associ-
ated with membranous patterns of injury (403). These dis-
tinctions have also given rise to speculations that have
harnessed the “hygiene hypothesis” as a potential expla-
nation for the observation that proliferative GNs have a
relatively high incidence in developing countries, whereas
minimal-change disease and IgA nephropathy predom-
inate in developed countries. Therapeutically, immuno-
suppression with corticosteroids, in combination with
cyclophosphamide and plasma exchange (to remove dam-
aging antibodies), is employed to manage diseases. Based
on the TH1/TH2 paradigm and its role in developing ther-
apies for other autoimmune diseases that aim to target the
TH1-TH2 balance, therapeutic approaches such as oral tol-
erance, cytokine-based immune modulation (anti-TNFα

and IL-12p40 antibodies, recombinant IL-10), antiadhe-
sion molecules, and chemokine receptor blockade are be-
ing evaluated for use in the treatment of autoimmune renal
diseases (403).

Cutaneous Autoimmune Diseases

Cutaneous autoimmune disorders are commonly divided
into non–organ-specific and organ-specific diseases. The
former group contains skin manifestations of systemic au-
toimmune disorders such as SLE, Crohn’s disease, and ul-
cerative colitis, and this group is detailed in Chapter 41.
The organ-specific autoimmune skin disorders discussed
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◗ TABLE 42.4 Autoimmune Bullous Dermatoses

Disorder Acantholysis Autoantigen Autoantibody Class T Cell Subset

Pemphigus vulgaris (PV) Suprabasilar Desmoglein-3 >

desmoglein-1
IgG4, IgG1, IgA

(occasionally)
TH1, TH2, Tr1, CD8+

CD28− Treg
Pemphigus folicaeus (PF) Subcorneal Desmoglein-1 IgG4, IgG1 TH1, TH2
Bullous pemphigoid (BP) Subepidermal BP180, BP230 IgG1, IgG4, IgA

(occasionally)
TH1, TH2

Cicatricial pemphigoid (CP) Subepidermal BP180 > BP230,
laminin 5

IgG1, IgG4, IgA
(occasionally)

TH1

Pemphigus gestationis (PG) Subepidermal BP180, BP230 IgG1, IgG3 TH1, TH2
Dermatitis herpetiformis (DH)

(associated with gluten-
sensitive enteropathy)

Subepidermal Epidermal
transglutaminase

IgA TH2

Linear IgA disease Subepidermal BP180, BP230 IgA TH1, TH2
Epidermolysis bullosa acquisita (EBA) Subepidermal Collagen VII IgG, IgA, IgM

(occasionally)
TH1, TH2, no Treg

contribution

Ig, immunoglobulin.

here include several autoimmune bullous dermatoses, as
well as pigmentation disorder vitiligo. Despite a relative
paucity of animal models for human autoimmune skin dis-
orders, the skin is one of the few organs that offer direct
access to target antigens and effector cells; consequently,
advanced insights into mechanisms of disease induction
and perpetuation have been obtained in recent years.

Autoimmune Bullous Dermatoses

Autoimmune bullous dermatoses comprise a group of se-
vere, possibly fatal skin disorders characterized by ero-
sions and blisters of skin and/or mucous membranes
(Table 42.4, Figure 42.14). The term “pemphigus” (from the
Greek and Latin for “pustule”) that is featured in the name
of several of these diseases dates to “pemphigoid fever” de-
scribed by Hippocrates nearly 2,400 years ago and has been
used to describe chronic blistering skin conditions since

the mid-18th century. All forms of pemphigus have distinc-
tive characteristics, but they exhibit the common feature of
epidermal cell-to-cell detachment known as acantholysis.
On occasion, pemphigus syndromes are associated with
other autoimmune diseases such as SLE, RA, myasthenia
gravis, pernicious anemia, and Hashimoto’s thyroiditis.

Pemphigus Vulgaris
Pemphigus vulgaris (PV) is the most common and se-

vere form of pemphigus in the United States, constitut-
ing more than 80% of reported cases (410,411). With a
worldwide incidence of 1 to 5 cases per million per year
in the general population, PV remains a rare disease and
preferentially affects individuals in the fourth to sixth
decade of life. Clinical features include flaccid, fragile, and
noninflammatory bullae (from the Latin for “bubble”) that
arise on normal-appearing skin. These lesions tend to co-
alesce and rupture, leaving larger areas of denuded skin

= Desmosomes
= Hemi-desmosomes
= Anchoring filaments
= Anchoring fibrils

Stratum 
corneum

Stratum 
spinosum

Stratum 
basale

Laminalucida

Laminadensa

Epidermis

Basal 
membrane

Corium

Pemphigus foliaceus

Pemphigus vulgaris

Bullous pemphigus

Scarring pemphigoid

IgA dermatolysis

FIGURE 42.14 Different layers of the
skin and their involvement in autoim-
mune skin syndromes. IgA, immunoglob-
ulin A.
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that often heal poorly (410–412). About half of the patients
initially present with lesions confined to the oral mucosa,
although any surface with squamous epithelial tissue may
be affected. Blister formation begins with edema of epider-
mal intracellular spaces and progresses to complete loss
of cohesion between epidermal cells. In PV, blisters occur
in the suprabasilar region of the epidermis while leaving
attachment of basal cells to the dermis largely intact (410–
414).

Autoimmune Features. The hallmark of PV is the pres-
ence of autoantibodies generated against the desmosomal
glycoprotein desmoglein-3 (Dsg3) (Table 42.4). In fact, the
unequivocal identification of this antigen makes PV one of
a few human autoimmune diseases for which the relevant
autoantigen has been defined. Although the pathogenic
contribution of Dsg3 antibodies has been demonstrated
in passive transfer experiments, recent work has empha-
sized the importance of specific T cells (415). Periph-
eral CD4+ and occasional CD8+ T cell responses target-
ing Dsg3 with varying functional profiles (TH1 and TH2)
have been described. These autoreactive CD4+ T cells
may be involved in the coordination of specific B cell re-
sponses as evidenced by TH1-regulated IgG1 and TH2-
regulated Dsg3 antibodies in patient sera. Of interest,
IL-10–producing, Dsg3-reactive T cells have also been
identified in the majority of healthy individuals carrying
PV-associated HLA alleles (see later discussion) but were
described in less than 20% of PV patients (416). Given these
functional attributes reminiscent of the Tr1 regulatory T
cell subset as well as the documentation of CD8+CD28−

T cells with potential regulatory function in remittent PV
patients (cited in ref. 415), it has been proposed that clini-
cal disease may emerge as a consequence of an imbalance
between autoreactive pathogenic and Tregs (415).

Genetic Features and Environmental Factors. Al-
though PV can affect anyone, an enhanced prevalence is
observed in people of Mediterranean or Jewish ancestry.
Associations with certain HLA alleles (HLA-26, HLA-B38,
SC21, HLA-DR4) in Ashkenazi Jews and non-Ashkenazi
Jews (HLA-Drw6) have been detected in PV patients,
and it has been suggested that the third hypervariable
region of the β1 chain of the DRB1 allele may constitute
a susceptibility locus (410–412). Although PV may be
associated with other autoimmune diseases (414), its
occurrence with certain malignant diseases has been
defined as a separate entity (417).

Animal Models. The pathogenic role of autoantibodies
has been demonstrated by passive transfer of PV patient
sera into neonatal mice (418). More recent studies using
Dsg3-deficient mice have established that loss of tolerance
and induction of autoimmunity required the presence of
both autoreactive B and T cells (419–421). Finally, CD4+

T cells from Dsg3-immunized, HLA transgenic mice target

Dsg3 epitopes identical to those identified in humans and
thus constitute a promising model with which to further
analyze the regulation of Dsg3-specific T cells and autoan-
tibody production in vivo (415).

Treatment and Prevention. Corticosteroids are the
treatment of choice, and supplementary immunosup-
pressive agents (cyclophosphamide, azathioprine, and
methotrexate) are commonly used to reduce the side ef-
fects of steroids. In severe cases, plasmapheresis may be
of short-term benefit.

Other Autoimmune Bullous Disorders
These include pemphigus foliaceus (PF), bullous pem-

phigoid (BP), cicatricial (scarring) pemphigoid, epider-
molysis bullosa acquisita, dermatitis herpitiformis, and
linear immunoglobulin A disease (Table 42.4). Two forms
of PF are recognized, one affecting individuals irrespec-
tive of ethnic background or geography and the other, PF
fogo selvagem (Portuguese for “savage fire”), endemic to
certain regions of Brazil. Antibodies found in the circula-
tion of PF patients preferentially target desmoglein-1, are
of the IgG4 subclass, and, similar to PV, can induce aspects
of the disease in a neonatal mouse transfer model (410);
TH1 and TH2 T cells specific for the same antigen have also
been described (415). Information about genetic associa-
tion is incomplete due to the rarity of PF. However, PF
fogo selvagem demonstrates associations with HLA-DR1
and HLA-DR4. Prior to the introduction of corticosteroids,
fewer than 10% of patients underwent spontaneous re-
mission, and fatalities reached up to 40% within the first
2 years of disease. Compared to PV, PF patients respond
more rapidly and to smaller doses of corticosteroids (410).

Together with PV, BP belongs to the best-characterized
bullous disorders with regard to pathogenesis. In BP, IgG
autoantibodies are directed against components of the der-
moepidermal basement membrane such as BP antigens
BP180 and BP230. Again, these antigens are also recog-
nized by CD4+ T cells and comprise both TH1- and TH2-
type subsets (415). Systemic corticosteroids with faculta-
tive addition of other immunosuppressive agents are used
as treatment. The principal autoimmune targets and basic
pathologic features of the remaining bullous dermatoses
are listed in Table 42.4.

Perspective and Conclusions
The identification of relevant autoantigens, a task that is

far from complete in the majority of human autoimmune
diseases, is usually considered to be a critical step in un-
derstanding pathogenetic mechanisms and an important
step toward the development of targeting immunomod-
ulatory therapies. However, the case of PV and BP is
a telling reminder that even with established knowledge
about such primary autoantigens, the development of spe-
cific immunotherapies faces continuing challenges.
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Vitiligo

Introduction and Disease Description
Vitiligo is an acquired, noncontagious disorder of pig-

mentation resulting from melanocyte loss (422,423). The
disease is characterized by defined areas of depigmenta-
tion that range from limited numbers of macules (focal
vitiligo) to bilateral, symmetric distribution of the lesions
(generalized vitiligo, the most common type) to involve-
ment of the complete body surface area (universal vitiligo).
Vitiligo is arguably the most common pigmentary disor-
der, affecting 0.5% to 2% of the population worldwide,
and it demonstrates no predilection for gender or ethnic-
ity. Although commonly regarded as a pathophysiologic
entity with distinct clinical manifestations, recent work
suggests the existence of a spectrum of vitiligo disorders
with different etiologies. The potential autoimmune eti-
ology of vitiligo has been discussed for some time and
has gained traction through recent studies on genetic epi-
demiology. A combination of environmental, genetic, and
immunologic factors is thought to contribute to autoim-
mune melanocyte destruction. This hypothesis is further
strengthened by the reported association of vitiligo with
other autoimmune diseases such as autoimmune thyroid
disease, SLE, Addison’s disease, and pernicious anemia
(424). Nevertheless, the specific causes of vitiligo are ob-
scure, and progress is limited due to a lack of a clear def-
inition of the disorder as well as a dearth of experimental
animal models (423).

Autoimmune Features
T cell infiltrates were reported in generalized vitiligo

and exhibited molecular signatures indicative of CTL and
TH1 responses (TNFα and IFNγ ) (425). CD8+ T cells tend
to predominate in vitiligo lesions, and high frequencies
of MelanA-specific CD8+ T cell subsets apparently corre-
late with disease severity (426,427). Additional infiltrat-
ing cells include macrophages, monocytes, and DCs that
produce proinflammatory cytokines. The role of DCs in
local immune responses is unclear, but the DC-mediated
killing of melanocytes has been suggested as a mechanism
for depigmentation (428). Finally, circulating autoantibod-
ies, including those specific for the melanocyte antigen
tyrosinase-related protein-1 (TRP1), have been identified
in the sera of vitiligo patients, and TRP1-specific antibod-
ies can induce melanocyte loss in mice (429). Nevertheless,
there appears to be an emerging consensus that alterations
of humoral immunity are secondary to T cell–mediated au-
toimmune destruction.

Genetic Features and Environmental Factors
Evidence for genetic factors contributing to onset of

generalized vitiligo has been obtained in studies of vitiligo
patients’ close relatives (424,430). The largest vitiligo twin
study demonstrated concordance for generalized vitiligo

in monozygotic twins of 23%, far greater than the risk
for nonidentical siblings (6.3%) and the general popula-
tion risk (424). At the same time, these data highlight the
critical importance of environmental factors. Genetic as-
sociation and linkage studies have revealed an association
between vitiligo and HLA-DRB1, DLRB4, and DQB1 al-
leles as well as other genes, many of which await con-
firmation (422,423). It is worth noting that the first vi-
tiligo linkage data excluded a single candidate gene, the
microophthalmia-associated transcription factor (MITF).
MITF appeared to be a relevant candidate due to numer-
ous mutations at the mouse microphthalmia (mi) locus
associated with reduced or absent pigmentation and with
the mivit/vit mutation presenting postnatal depigmenta-
tion that resembles human vitiligo (431).

Animal Models
The lack of a tractable experimental animal model has

clearly hampered progress in vitiligo research. Neverthe-
less, the mutant Smyth line of chickens exhibited several
relevant clinical features, including melanocyte loss as a
consequence of T cell infiltration (432). Furthermore, the
potential contribution of herpes virus infection to vitiligo
induction in Smyth-line chickens (433) emphasizes the
role of environmental factors and warrants further inves-
tigation into this model.

Treatment and Prevention
Routine nonsurgical repigmentation strategies include

phototherapy, topical steroids, and inhibitors of the cal-
cineurin pathway. These treatment modalities, although
interfering with a multitude of complex pathophysiologic
pathways, modulate in particular the activity of local T cell
responses.

Perspective and Conclusions
In addition to genes involved in aberrant immune regu-

lation, more than 120 genes are known to participate in the
coordination of mammalian pigmentation. However, the
recent identification of several candidate genes and genetic
linkages associated with vitiligo will facilitate the elucida-
tion of biological pathways involved in vitiligo pathogene-
sis and allow for a better differentiation of the spectrum of
vitiligo disorders. As a result, novel therapeutic and pro-
phylactic approaches will likely be developed in the near
future.

Cardiac Autoimmune Diseases

The etiology for primary myocarditis is unclear, and
an autoimmune cause has to be taken into account.
The heart muscle is infiltrated mainly by CD4+ T cells
and macrophages, and the infiltrates are usually diffuse
and nonfocal. The infiltrating cells produce considerable
amounts of IFNγ and TNFα. As a consequence of the



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-42 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:30

1368 Chapter 42

inflammation, heart muscle cells can swell, the heart can
dilate, and severe disturbances of the electrical conduc-
tion can occur. It is noteworthy that myocarditis can
also occur in conjunction with certain systemic autoim-
mune diseases such as SLE, scleroderma, RA, polymyosi-
tis, and polyarteritis nodosa. Two specific scenarios are
noteworthy.

The first is myocarditis occurring after Chagas’ disease.
In this case, cross-reactivity between antigens presented by
the parasite causing Chagas’ disease (Trypanosoma cruzi),
and cardiac myosin has been observed in patients with
myocarditis (434). The scarcity of parasites in the chronic
phase of the disease contrasts with the severe cardiac
pathology observed in approximately 30% of persistently
infected patients and suggests a role for autoimmunity as
the origin of the pathology. In these cases, various T. cruzi
antigens, such as B13, cruzipain, and Cha, cross-react with
host antigens at the B or T cell level, and their role in patho-
genesis has been widely studied. Immunization with those
antigens and/or passive transfer of autoreactive T lympho-
cytes in mice leads to clinical disturbances similar to those
observed in Chagas’ disease patients. On the other hand,
the parasite is becoming increasingly detected in chroni-
cally infected hosts and may also be the cause of pathol-
ogy either directly or through parasite-specific mediated
inflammatory responses. Thus, the issue of autoimmunity
versus parasite persistence as the cause of Chagas’ disease
pathology is being hotly debated.

The second scenario is coxsackie B virus–associated
myocarditis. Also in this situation, immunopathology out-
lasts the direct presence of the virus in heart muscle.
This disease has been extensively studied in experimen-
tal models by Rose and colleagues (435). They developed
two murine models of myocarditis—one elicited by car-
diotropic CoxB3 virus infection and the other by cardiac
myosin immunization—to better analyze the pathogenetic
mechanisms responsible for immune-mediated heart mus-
cle disease. Both virus infection and myosin immunization
produce myocardial inflammation and elicit heart-reactive
antibodies that bind to the myocardium in vivo and rec-
ognize the cardiac myosin heavy chain. Each model offers
unique advantages. The virus-induced disease more closely
resembles human myocarditis; myosin immunization iso-
lates the autoimmune components of the disease because
no virus infection is involved. They also distinguished
strains of mice resistant to autoimmune myocarditis (such
as B10.A) from those susceptible to the autoimmune phase
of disease (such as A.CA and A/J). Mice from a resistant
strain to virus- or myosin-induced autoimmune heart dis-
ease develop myocardial inflammation and myosin anti-
bodies if cotreated with TNFα or IL-1 when infected or
immunized. Thus, cytokines can modulate the outcome of
cardiotropic virus infection and enhance its autoimmune
sequela. They also found that blocking IL-1 receptor in-
hibits autoimmune myocarditis in genetically susceptible

mice. Of interest, there is no regulatory function of TH2
cytokines such as IL-4, illustrating that immune regulation
is an organ-specific concept rather than a global paradigm
applicable to all autoimmune disease equally.

Rheumatoid Arthritis

Although RA is commonly classified as a systemic autoim-
mune disease, we believe that it can offer insights and
paradigms that are important for understanding organ-
specific diseases such as T1D and MS. A particularly inter-
esting aspect is that diagnostic or therapeutic access to the
target organ is comparatively easy achieved, and this has
facilitated the development of rational and highly effective
immunotherapies. In this case high levels of TNFα were de-
tected in affected joints, and TNF blockade has proven to
be a highly effective intervention in RA (see more detailed
description later).

Introduction and Disease Description

RA is a severe debilitating disease with unknown etiol-
ogy. Epidemiologically, the prevalence is about 1% in the
overall population; women are affected three times more
frequently than men, and the peak of incidence is within
the fourth to sixth decades of life (147,436). Diagnostic
criteria include typical morning stiffness, joint swelling
with fluid accumulation, defined radiologic changes,
subcutaneous rheumatic nodes, and positive rheuma-
toid factor (autoantibodies). The prognosis is worse in
HLA-DR4–positive patients, and, similar to diabetes and
MS, there is genetic linkage with certain MHC haplo-
types (Figure 42.15). Without systemic immunosuppres-
sive or antiinflammatory therapy, the disease eventually

Typical ulnar deviation and swan’s neck deformation 
of the hands in rheumatoid arthritis

FIGURE 42.15 Rheumatoid arthritis.
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results in destruction of many major joints and immo-
bilizes the patient. The major cause of death is infec-
tions that easily take a more severe course in immobile
individuals (147).

The etiology of RA is ill defined. Because there is a pos-
sible overlap with infection-associated arthropathies (e.g.,
Reiter’s syndrome), bacteria have always been good can-
didates as a cause for arthritis, and molecular mimicry
has been implicated because cross-reactivity of autoan-
tibodies between self and bacterial proteins have been
detected (111). However, although it is quite possible to
demonstrate cross-reactive antibodies and T cells in hu-
man blood, proof of their pathogenetic involvement is ex-
ceedingly difficult to obtain. The immune system is likely
to have developed to tolerate a low-level cross-reactivity,
which might even be necessary for its proper function,
and it is very difficult to prove a mechanistic link be-

tween autoreactive cells and pathologic autoimmunity in
humans.

Autoimmune Features

The evidence that RA is an autoimmune disease stems, as
in the case of MS and T1D, from the observation that T lym-
phocytes in a patient’s blood can react with joint-derived
autoantigens, and IgM autoantibodies, as well as ANAs,
are readily found in humans (437). Inflammatory signs in
the serum include complement activation and increased
erythrocyte sedimentation rate, which indicates that the
antibodies could possibly play a role in the disease process.
Similarly, immunization with collagen can induce arthritis
in susceptible mouse strains. Figure 42.16 summarizes the
major pathogenetic pathways leading to progressive joint
destruction. As in many other autoimmune disease animal
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models, collagen-induced arthritis models require strong
immunization with autoantigens and adjuvant, supporting
the concept that breaking of self-tolerance, even on a ge-
netically susceptible background, requires a rather pro-
nounced inflammatory stimulus. In contrast, how disease
is initiated in humans is unclear.

Treatment and Prevention

Treatment of RA is a difficult task because the medica-
tions that adequately suppress joint inflammation also
have strong systemic side effects. Therefore, a delicate bal-
ance between different therapeutic approaches that target
different stages of the inflammatory process needs to be
established. Corticosteroids and nonsteroidal antiinflam-
matory drugs can provide some baseline relief but are
not able to halt progressive joint destruction. Gold com-
pounds, methotrexate, and cyclophosphamide are more
effective but also have profound systemic side effects. For
this reason, progress with novel immunomodulatory inter-
ventions is of important benefit for RA patients.

Application of cyclosporin A was shown to be effec-
tive by suppressing proliferation and activation of T lym-
phocytes. More recently, a more selective intervention has
been established based on research by M. Feldman’s group
(146). TNFα was found to play a key role in an in vitro
model of synovial destruction using human cells, and
TNFα-blocking agents to be applied in vivo were sub-
sequently developed. After promising preclinical results
in animal models, this intervention was tested in clini-
cal trials and is now licensed for treatment of RA. Al-
though side effects do occur, as expected, they appear toler-
able, and clinical improvement of disease is pronounced.
In some patients, SLE-like symptoms were observed,
indicating that blocking a cytokine beneficial for one au-
toimmune disorder might be detrimental for another. In-
deed, TNF blockade is not helpful in MS and T1D because
this cytokine exhibits complex dual functions, depending
on the disease stage. Based on encouraging results with
TNF blockade in RA, it may be possible to find similar key
cytokines for T1D or MS treatment. It should be stressed
that the successful intervention was developed based on
human cell cultures and not animal models, underlining
the need for direct research on human materials, if and
when possible.

CONCLUSION

A common trait among diverse animal models for au-
toimmune diseases and the human conditions they aim
to model appears to be the difficulty with which experi-
mental autoimmunity is achieved. Breaking of tolerance
to self-antigens requires in most cases strong inflamma-
tory (e.g., pertussis toxin and adjuvant in EAE or collagen-
induced arthritis) or infectious (e.g., RIP-LCMV model for

T1D, and TMEV/MHV models for MS) stimuli. In addi-
tion, many animal models require a genetically suscepti-
ble background or have to rely on artificial autoantigen ex-
pression by means of transgenic technology. In contrast to
the relatively easy detection of autoreactive lymphocytes
in antigen-induced animal models, it has been a daunt-
ing endeavor in humans (as well as spontaneous disease
models such as the NOD mouse), and data obtained often
vary considerably among different patients as well as lab-
oratories. What are the implications for our understand-
ing of autoimmune diseases in humans, given these chal-
lenges? First, it is unlikely that strong inflammatory stimuli
could be provided under natural conditions in the absence
of infectious disease. Thus, viral and bacterial infections
remain prime candidates for causing secondary autoim-
munity (see Miller’s TMEV model of APC-mediated deter-
minant spreading to autoantigens). Infectious pathogens
could provide the “danger signals” (P. Matzinger) needed
for propagation of extended inflammation leading to clin-
ical disease. Nevertheless, proof of a causal relationship
is exquisitely difficult (if not impossible) because traces of
pathogens detected may have no relation to the underlying
disease process or may be cleared from the system by the
time of secondary clinical disease. In addition, disease is
likely to depend on individual pathogen strains, making a
very detailed immunologic profiling in prospective clinical
trials necessary. It is possible that the introduction of new
antiviral treatments might unmask such an association in
the future. Second, a genetically susceptible background
could be required to provide a fertile field for initiating a
chronic inflammation involving autoantigens. This proba-
bly occurs via a multifaceted network of multiple suscep-
tibility and protective genes, and it will be impossible to
treat a respective disease just by analyzing the background
genes involved. Lastly, autoreactive lymphocytes might
predominantly be present in the affected organ or site and
not in the peripheral blood, which makes their identifica-
tion and characterization in humans rather difficult.

A note of caution should be devoted to our interpreta-
tion of specific findings obtained in individual animal mod-
els. Animal models should serve to teach us paradigms of
how a disease could develop kinetically in vivo. The pre-
cise parameters, targeted antigens, susceptibility genes,
and effector molecules may be considerably different in
humans. Thus, for example, if there is an indication that
insulin is a primary antigen in the NOD mouse, this may
or may not have direct relevance to the human disease.
Recent evidence leads us to believe that insulin, indeed,
may also be a primary antigen in human autoimmune di-
abetes, but other antigens such as GAD might also play
a role. The opportunities as well as limits of each ani-
mal model have to be delineated. Again, the NOD mouse
appears to be prone to multiorgan autoimmunity [induc-
tion of EAE (438), neuritis (439), arthritis, and hepatitis
have all been observed in NOD or NOD-congenic mouse



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-42 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:30

Organ-Specific Autoimmunity 1371

strains] and exhibits, in addition to diabetes, thyroiditis,
sialitis, and orchitis. Thus, diabetes in the NOD mouse is
clearly different from typical human T1D. Therefore, treat-
ments capable of correcting the systemic immune dysreg-
ulation that predominates in the NOD model may not di-
rectly apply to human T1D, where no such pronounced
systemic dysregulation is present. Based on these consid-
erations, it is not surprising that of the more than 140 ther-
apeutic strategies that prevent diabetes in the NOD mouse,
only a handful have made it to phase 1 human trials. Ex-
periments with human cells or materials should be under-
taken to solidify the choice of molecules or target antigens.
The successful story with respect to blockade of TNFα to
treat RA underlines the importance of this step. Employ-
ment of a multiplicity of models thus becomes impera-
tive to evaluate potential candidate interventions, as does
a careful proceeding, objective evaluation, and avoidance
of premature conclusions. In addition to the researchers
and clinicians, publishers as well as news media will have
to share this responsibility. Continued research will un-
doubtedly provide us eventually with sufficient insight into
the complexities of organ-specific autoimmunity, but pa-
tience and perseverance coupled with experimental objec-
tivity will be required.

Recent therapeutic progress has been very good using
monoclonal antibodies to dampen autoimmune processes
in humans. One example is a non–Fc-binding anti-CD3 an-
tibody, which has now delayed β cell destruction in two
independent trials in recent-onset T1D (288,440). Combi-
nation of this antibody with antigen-specific induction of
regulatory cells might be a future important strategy based
on its initial success in various mouse models (151). Other
antibody-based therapies have been effective in psoriasis,
Crohn’s disease, RA, MS, and uveitis. Thus, the road map to
ultimate therapeutic success might lie in a well-tuned com-
bination of such therapeutics, likely in conjunction with
autoantigen-specific approaches that involve the transfer
or induction of regulatory cells (Tregs). Augmentation of
adaptive as well as intrinsic Tregs might be, in the end,
the key for achieving site-specific tolerance (involving by-
stander suppression of effector responses and “infectious”
induction of more Tregs) and is being explored with much
success in many preclinical models.
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INTRODUCTION

This chapter will provide an overview of our current under-
standing of diseases gathered under the rubric of “allergy.”
These diverse diseases (anaphylaxis, asthma, allergic

rhinitis, atopic dermatitis, food allergy) are united at least
superficially by the facts that: (a) these conditions all re-
sult from the expression of harmful immune responses;
(b) the implicated immune responses are all associated
with the generation of immunoglobin E (IgE) (whether
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or not IgE is integral to pathogenesis); and (c) the anti-
gens that driveg such immune responses are not derived
from infectious pathogens. The basic cellular and molecu-
lar mechanisms that underlie the pathogenesis of allergic
disorders, as well as the environmental and genetic sub-
strates for their generation, will be closely considered. Al-
though the study of allergic diseases has focused on the
adaptive immune response in the last decade, in the period
since the last edition of this book, the focus has shifted
to dissecting the role of innate immune mechanisms in
regulating susceptibility to the development of aberrant
immune responses in allergic diseases. Thus this edition
will reflect this change in perspective when possible. Al-
though much of our current understanding of mechanism
in allergic disease has derived from the study of animal
models, mechanistic data on human disease will be dis-
cussed wherever possible. The chapter finishes with a brief
survey of the clinical and therapeutic characteristics of
the major human allergic disorders. Readers are referred
to clinically oriented texts for a fuller discussion of such
issues.

Historical Perspective

The term allergy was coined in 1906 by the astute pedia-
trician Clemens von Pirquet, who argued that antigenic
stimuli led to two distinct categories or patterns of re-
sponse: immunity and allergy (1). The former, an old con-
cept, referred to those responses that lead to protection
from infectious challenge. The latter, a novel theoretical
construct, referred to “altered reactivity” that itself led to
host damage. This idea of allergy, that is, the notion that
the immune response can itself be a cause of disease, was
a powerful conceptual advance that led to novel insights
into the pathogenesis of a variety of diseases. Quite natu-
rally, this concept of allergy initially included autoimmune

◗ TABLE 43.1 Definitions of Key Terms

Allergen An environmental antigen that typically elicits allergic responses in susceptible
individuals. These antigens ordinarily have little or no intrinsic toxicity.

Allergy Clinically adverse reactions to environmental antigens reflecting acquired immune
responses that are marked phenotypically by the presence of allergen-specific IgE,
along with mast-cell and eosinophil recruitment and/or activation. CD4+ T cells that
produce a Th2 profile of cytokines (IL-4, IL-5, and IL-13) are thought to be central to
the development of allergic responses.

Atopy The propensity for developing immediate hypersensitivity reactions to common
environmental allergens, defined operationally by elevations in serum levels of IgE
reactive with allergens or by skin-test reactivity to allergens.

Allergic diseases The group of clinical disorders (such as allergic asthma, allergic rhinitis [hay fever],
and atopic dermatitis) in which IgE-associated immune responses, typically directed
against otherwise innocuous environmental allergens, are thought to have a
pathogenic role.

diseases in addition to those conditions that are classified
as allergic diseases today. As has been noted, current us-
age largely restricts allergy to diseases caused by the sub-
set of harmful immune responses (to pathogen-unrelated
antigens) that is associated with the generation of IgE.
There is some artificiality to this. Very similar patterns of
immune response can drive pathology in response to in-
fectious pathogens such as tissue helminths. Further, IgE
may be more a marker of an underlying pattern of im-
mune response than a mechanistic participant in the im-
munopathogenesis of at least some subtypes of allergic dis-
ease. As long as these caveats are kept in mind, however,
this concept of allergic disease, long enshrined by clinical
subspecialists, has considerable theoretical and practical
utility.

The trail leading to the specific identification of IgE be-
gan with demonstration by Prausnitz and Kuster in 1921
that hypersensitivity to an antigen could be passively trans-
ferred in serum from one individual to another (2). The
instigating antigens (allergens, in contemporary parlance)
were known as atopens, and the mysterious plasma factor
that conferred sensitivity was called atopic reagin. It was
not until 1966 that Teruko and Kimishige Ishizaka demon-
strated that reaginic activity was carried by a novel class
of immunglobulin, IgE (3,4,5). The word atopy has since
come to denote the propensity for developing allergic re-
actions to common environmental antigens (allergens), a
propensity defined operationally by elevations in serum
levels of IgE reactive with, or by skin test reactivity to,
such antigens. Definitions of other key terms are given in
Table 43.1.

Before proceeding to a direct focus on allergic dis-
eases, it is useful to consider the classification scheme
for harmful immune responses, or hypersensitivity reac-
tions, initially outlined by Coombs and Gell (6). This widely
used formulation, modified by Janeway and Travers (7)



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-43 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:31

Immunological Mechanisms of Allergic Disease 1377

and Kay (8), systematizes the major mechanisms initiat-
ing injurious processes that are mediated by the adap-
tive (as opposed to the innate) immune system (Table
43.2). The scheme delineates four classes of hypersensi-
tivity: (a) type I, or immediate hypersensitivity, in which
allergens interact with specific IgE (and/or IgG1 in the
mouse) on the surface of mast cells or basophils, leading
to the release of a variety of pharmacoactive inflamma-
tory mediators; (b) type II hypersensitivity, or cytotoxic
reactions, in which antibodies react with cell surface–
associated antigens or receptors, leading to tissue injury
and/or altered receptor function; (c) type III hypersensi-
tivity, or immune complex reactions, in which damage is
mediated by immune complexes generated by antibody in
the presence of antigen excess; and (d) type IV, or delayed-
type hypersensitivity, in which harmful T-cell–driven in-
flammatory processes proceed without any necessary role
for antibodies.

In light of this classification scheme, beloved of genera-
tions of immunologists and medical students alike, allergic
reactions seem to fall squarely into the category of type I
hypersensitivity responses. Enhanced mechanistic under-
standing of allergic processes has inevitably complicated
matters, however. Most allergic responses are multiphasic,
combining elements of diverse hypersensitivity types into
one “allergic cascade.” For example, the initial phase of
the clinical asthmatic response to an aeroallergen is often
due to immediate (type I) hypersensitivity. However, this is
frequently followed by late-phase responses that are more
characteristic of delayed-type (type IV) hypersensitivity
reactions.

General Features of Atopic Disorders

Allergic disorders are categorized by the anatomic site
where disease is manifested: atopic dermatitis (skin),
atopic rhinitis (nasal passages), atopic asthma (lung), food
allergy (gut), and anaphylaxis (systemic) (Table 43.3).
These clinical entities all involve a similar allergic effector
cascade, at least superficially, with differences in presenta-
tion likely reflecting variation in the physiochemical char-
acteristics of the allergen, the site of initial sensitization to
the allergen, the route and dose of allergen exposure, and
the programmed response of resident cells (e.g., epithe-
lial cells), to injury and inflammation. Anaphylaxis aside,
there is often a stereotypical sequence in the development
of allergic manifestations of disease in patients with atopy,
with early expression of food sensitivities or atopic der-
matitis and the subsequent development of either atopic
rhinitis or asthma. Many individuals will have all three
of the latter clinical entities, which form the “atopic
triad.”

Atopic disorders represent a major health problem
worldwide, affecting 5% to 30% of the population. The in-

cidence of atopic diseases, including asthma, atopic rhini-
tis, and atopic dermatitis, has increased dramatically in
recent years in Westernized countries (9–11). In such coun-
tries, 30% of the population manifests some form of atopic
disease at some time in their lives. Interestingly, the low
baseline level of atopic diseases in developing countries
has not changed over the same time period, suggesting
that factors associated with the Westernized lifestyle pre-
dispose to atopic disease. The widespread prevalence and
morbidity of atopic diseases imposes a heavy burden on
society.

The defining feature of atopy is the production of IgE in
response to exposure (via muocosa or the skin) to a variety
of ubiquitous, and otherwise innocuous, antigens. Such
IgE production is a tightly regulated process, part of a com-
plex network of cellular and molecular events necessary for
the development of the allergic response. Initiation of this
response appears to occur when allergen is taken up in the
mucosae by antigen presenting cells which then traffick
to the draining lymph nodes where they present allergens
to CD4+ T cells (a process referred to as sensitization). In
atopic individuals, responding allergen-specific T cells po-
larize to a Th2 pattern of production, with the elaboration
of cytokines such as IL-4, IL-13, IL-5, and IL-9 (vide infra).
Although T cells from nonatopic individuals clearly rec-
ognize these same environmental antigens, the expansion
and differentiation of such T cells does not involve Th2
deviation. Instead, it is thought that nonatopic individu-
als develop “tolerance” to these innocuous environmental
antigens. The mechanisms controlling allergen-associated
Th2 polarization in atopic individuals or tolerance in non-
affected individuals are not completely understood. It ap-
pears likely that genetic and environmental factors affect-
ing the antigen-presenting process play a key role.

The elaboration of Th2 cytokines sets into motion a
complex series of events leading to IgE production; the
development, recruitment, and activation of effector cells
such as mast cells, basophils, eosinophils, and effector T
cells; and a variety of downstream effector cascades. Once
an atopic individual is sensitized, the manifestations of
allergy are readily induced upon re-exposure to the aller-
gen (the elicitation phase). Although the effector phases
of IgE-associated atopic disorders generally appear as a
continuum, it is useful to define three temporal patterns:
(a) acute reactions (developing within seconds to minutes
of allergen exposure); (b) delayed or late reactions (devel-
oping hours after allergen exposure); and (c) chronic re-
actions (developing over days to years). Acute reactions
result from crosslinking of high-affinity FcεR (FcεRI) on
the surface of mast cells/basophils, induced by the inter-
action of allergen with cell-bound IgE. Such crosslinking
results in the release of vasoactive mediators, chemotac-
tic factors, and cytokines that initiate the so-called allergic
cascade. This early reaction may resolve within minutes,
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◗ TABLE 43.3 Major Features of Allergic Immune
Responses

1. Responses are elicited by certain groups of environmental
allergens such as foods, drugs, and proteins derived from
pollens, insects (house dust mite), and animal dander.

2. In susceptible individuals, allergens are presented to naı̈ve
T cells by dendritic cells residing in the mucosa of the skin,
gastrointestinal tract, or respiratory tract. For reasons that are
not well understood, T cells of atopic individuals undergo
differentiation to a Th2 cytokine-producing pattern.

3. Elaboration of Th2 cytokines (IL-4, IL-5, IL-3, IL-9) initiates the
allergic cascade via their combined ability to regulate IgE
production, FcεRI expression, mast-cell phenotype, and
development, recruitment, and activation of eosinophils.

4. Under the control of Th2 cell–derived signals (IL-4, IL-13, and
CD40L), B cells undergo class switching to production of the IgE
subclass.

5. Upon re-exposure to the offending allergen, acute responses
occurring within minutes of allergen exposure, resulting from
release of preformed mediators (histamine, tryptase) from
FcεRI-bearing cells via the crosslinking of allergen and IgE on
their surface. Cells activated during the acute phase also
release cytokines and mediators that perpetuate the Th2-driven
response.

6. Late-phase responses are due to the combined effects of
inflammatory cells (eosinophils and T cells) recruited to the
tissues within 6 to 24 hours after the initial allergen exposure

7. Repeated allergen exposures in the context of an
already-inflamed tissue results in structural changes
(remodeling) such as smooth muscle thickening, tissue fibrosis,
and mucus cell hyperplasia.

but it is often followed by late-phase responses that be-
gin 3 to 6 hours after antigen challenge and may persist
for days in the absence of therapy. The pathophysiologic
consequences of chronic reactions are associated with the
migration of eosinophils and lymphocytes from the blood
into affected tissues.

ALLERGENS

Definition and General Characteristics
of Allergens

Allergens are, by definition, antigens that can elicit spe-
cific IgE responses in genetically susceptible individuals.
The list of structures that have been identified as allergens
represents a tiny subset of the antigenic universe to which
humans are routinely exposed to. Allergens are generally
subdivided by route of exposure and source. Such aller-
gens include aeroallergens (pollens, mold spores, animal
dander, fecal material excreted by mites and cockroaches),
food allergens, stinging insects, pharmaceuticals, and
latex.

Allergen Classification

Purified allergens are named in accordance with guidelines
published in 1994 by the World Health Organization Inter-
national Union of Immunologic Societies Allergen Nomen-
clature Sub-Committee, based on their source and the
order in which they were discovered (12). The names incor-
porate the first three letters of the genus and the first letter
of the species from which the allergen is derived, plus an
Arabic numeral that is used to denote structurally homolo-
gous allergens from the same species. For example, the two
major species of dust mite (Dermatophagoides pteronyssi-
nus and Dermatophagoides farinae) are designated as Der
p (Der p 1, Der p 2), and Der f (Der f 1, Der f 2). Other major
allergens include Fel d 1 from the cat, Bet v 1 from birch
pollen, Amb a 1 from ragweed pollen, Phl p 1 from the
pollen of timothy grass, and Bla g 2 from cockroach.

Biologic Properties of Allergens

The major allergens are a diverse group of proteins in
which no one biologic property appears to be dominant.
However, recent studies suggest that allergens may be pro-
teins that activate the innate immune response, either
through their intrinsic enzymatic activity or through acti-
vation of pattern-recognition receptors (PRRs) on mucosal
epithelial cells or antigen-presenting cells (APCs) directly.
Allergens from diverse sources have enzymatic activity that
may bias the immune response toward a Th2 phenotype.
For example, the cysteine protease of dust mite, Der p 1, the
aspartic protease of cockroach, Bla g 2, the serine protease
of Aspergillus fumigatus, and the bacterial subtilisins are
all major allergenic molecules associated with the devel-
opment of atopy and asthma. It is thought that these pro-
teases induce Th2-driven inflammatory responses in the
airways by disrupting the epithelial cell junctions so that
these, and other molecules, gain access to, and alter the
function of, underlying cells of the innate immune system
(dendritic cells, mast cells, basophils, and macrophages)
and B and T cells. In support of this hypothesis, Der p 1
has been shown to activate the innate immune response via
cleavage of complement components into their active com-
ponents at the mucosal surface (13). Moreover, through its
ability to disrupt epithelial architecture, Der p 1 may also
facilitate its own passage across the (mucosal surface) ep-
ithelium, thus enhancing its own access to immune cells.
Yet another potential mechanism by which proteolytic al-
lergens such as Der p 1 may alter the immune response is
by cleaving CD25, the 55-kDa α subunit of IL-2R (14,15).
As a result of cleavage of CD25, peripheral blood T cells
show markedly diminished proliferation and IFN-γ secre-
tion in response to potent stimulation by anti-CD3 mAb.
These findings suggest that Der p 1 decreases the growth
and expansion of antigen-specific Th1 cells, augmenting
expansion of the antigen-specific Th2 cells that favor a
proallergic response. Der p 1 may also contribute to
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the allergic phenotype by cleaving CD23 on murine B
cells that would normally serve to inhibit IgE synthe-
sis, thereby disrupting an important negative regulator
of IgE production (16). Along these lines, a recent com-
parison of various allergenic astigmatid mite extracts
showed that all mites contain some type of enzymatic
activity (phosphatase, esterase, aminopeptidase, glycosi-
dase activity) (17). Cockroach allergens have been shown
to contain serine proteases that lead to metalloproteinase
(MMP) induction and proinflammatory cytokine produc-
tion in the airway epithelium (18). Moreover, the po-
tent peanut allergen Ara h 2 is homologous to and func-
tions as a trypsin inhibitor (19). Other allergens, such
as ragweed pollen, have been shown to contain intrinsic
NADPH oxidases. Recently, birch pollen has been shown
to contain phytoprostanes that are similar in structure
to PGE2 (20). Pollen-derived NADPH oxidases have been
shown to rapidly increase the levels of reactive oxygen
species (ROS) in lung epithelium as well as the amount
of oxidized glutathione (GSSG) and 4-hydroxynonenal
(4-HNE) in airway-lining fluid. These oxidases, as well as
products of oxidative stress (such as GSSG and 4-HNE)
generated by these enzymes, are thought to play a pivotal
role in the development of lung inflammation (21).

Alternatively, it has recently been recognized, with
the discovery of PRRs, that allergens and their soluble
components may contain pathogen-associated molecular
patterns (PAMPs) that actively interact with innate recog-
nition systems present in the mucosal layer of various
tissues. Specifically, it has long been appreciated that
allergens contain substances such as endotoxin, chitin, or
β-glycans, which are recognized by pattern-recognition
receptors (TLR4, TLR2, dectin-1, mannose receptor) on
cells lining mucosal surfaces such as the epithelium or
on underlying dendritic cells. Activation of these PRRs
both directly and indirectly provides signals required for
productive interactions between dendritic cells (DCs) and
T cells at mucosal surfaces. The ability to provide these
danger signals to DCs likely underlies the unique ability
of allergens to initiate allergic responses. Nonetheless,
although many of these allergens can potentially create
a microenvironment conducive to Th2 cell differentiation
and expansion, normal individuals do not mount Th2
responses when exposed to these allergens, which suggests
that despite the nature of these antigens, other factors
are necessary for the development of allergic outcomes in
susceptible individuals.

Specific Allergens

Aeroallergens

Aeroallergens are airborne proteins or glycoproteins de-
rived from a variety of different sources, including pol-
linating trees and grasses, mold spores, animal dander

(cat, dog, and rodent), and particulates secreted by dust
mites and cockroaches. Factors that affect the growth or
accumulation of these latter organisms (high humidity,
well-insulated homes, fitted carpets) increase the levels of
these allergens in the indoor environment. Exposure to
such indoor allergens is also dependent on a variety of
geographic, climatic, and socioeconomic factors. Interest-
ingly, whereas indoor allergens are more closely associated
with development of asthma, outdoor allergens (e.g., rag-
weed pollen) appear to be more important to the develop-
ment of allergic rhinitis. The mechanisms underlying such
associations remain obscure. Speculation has focused on
the physiochemical nature (size, chemical structure) and
pattern of exposure (acute versus chronic).

Food Allergens

Although hundreds of different foods are ingested, only a
small number account for the vast majority of food allergy.
The most common foods responsible for childhood food
allergy are milk, egg, peanut, soy, and wheat. Responses to
food allergens are relatively common in children <2 years
old, but usually disappear as the child matures. In contrast,
in adult food allergy, the most common offending foods are
peanuts, tree nuts, fish, and shellfish. Most food allergens
have been found to be water-soluble glycoproteins ranging
in size from 10 to 40 kDa that are heat- and acid-stable
and and resistant to proteolytic degradation. Exceptions
to this are fruit and vegetable allergens. Reactions to food
allergens can be fatal, with one of the most severe food
reactions occurring in response to peanut allergens.

Latex Allergens

A new class of antigens associated with immediate hyper-
sensitivity reactions to latex rubber has been identified
in the last few years. Latex allergy is frequently seen in
health care workers, rubber industry workers, and sub-
jects undergoing multiple surgical procedures in early in-
fancy (22,23). Symptoms manifest as contact urticaria,
rhinoconjunctivitis, asthma, and mucosal swelling. How-
ever, severe reactions and death have occurred upon ex-
posure of patients to latex balloons on the rectal mucosa,
especially in children with spina bifida. Multiple individual
latex allergens have been identified, eight of which have re-
ceived an international nomenclature designation. These
include Hev b 1, rubber elongation factor; Hev b 2, B-1,3-
glucanase; Hev b 3, homologous to Hev b 1; Hev b 4, a mi-
crohelix component; Hev b 6, prohevein/hevein; and Hev
b 7, a patatinlike protein (24). It has recently been ap-
preciated that individuals with allergies to certain fruits
such as banana, avocado, kiwi, and chestnut develop clin-
ical symptoms upon initial contact with latex (25). This
phenomenon has been coined “the latex–fruit syndrome.”
It is thought to occur as a result of the presence of IgE
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reactive to enzymes such as β-glucanase and chitinases
that are present in both fruits and rubber. Interestingly,
mammalian chitinases have been identified as being in-
ducible by Th2 cytokines such as IL-13.

Pharmaceuticals

Adverse drug reactions are relatively common clinical
problems. Most conventional pharmaceutical agents are
relatively low-molecular-weight compounds that become
allergens only after their haptenization to endogenous
proteins. The penicillins are classic instigators of allergic
reactions. Penicillin is associated with a relatively high
incidence of allergic reactions because of the chemical
reactivity of penicillin and its metabolites. Although
penicillin itself is the major allergen, its metabolic prod-
ucts, penicilloate and penilloate, are minor allergens but
are responsible for a disproportionate share of severe,
life-threatening reactions. Moreover, the drug is often
administered parenterally, which greatly increases the
probability that an adverse IgE-associated response will
be fatal. Cephalosporin drugs are structurally similar to
penicillin, and penicillin-allergic individuals may have
IgE antibodies that cross-react with cephalosporin. Other
agents, such as quaternary ammonium compounds (neu-
romuscular blocking agents) and sulfonamides (antibi-
otics) are relatively common stimuli of allergic reactions.

Insect Venom Allergens

Stinging-insect hypersensitivity develops in both nona-
topic and atopic individuals. Individuals are sensitized
when relatively high levels of proteins (approximately
50 μg) in venom are injected subcutaneously during a
sting. The venom-associated allergens of several vespids
(yellow jacket, wasp, fire ants, and white-faced hornet) are
cross-reactive and include antigen 5, phospholipase, and
hyaluronidase. The honeybee venom contains distinct al-
lergens, including two major ones, phospholipase A2 and
hyaluronidase, and a less important one, melittin. Many of
these allergens have proteolytic activity.

CD4+ TH2 POLARIZED IMMUNE
RESPONSES IN ATOPY

As the primary orchestrators of specific immune responses
to foreign antigens, the T lymphocyte has been implicated
in the pathogenesis of allergic diseases. Several lines of
evidence support a causal role for T lymphocytes in al-
lergic disorders. Increased numbers of T lymphocytes are
found in the bronchial mucosa, nasal mucosa, and skin
of patients with allergic asthma, rhinitis, and dermati-
tis, respectively, when compared with nonatopic controls
(26–28). In asthma and allergic rhinitis, CD4+ T cells

predominate. In atopic dermatitis, however, excess CD4+

and CD8+ T populations are both present in skin lesions
(18). Further, there is a generalized increase in T-cell ac-
tivation in allergic individuals, both at the site of disease
and systemically. Increased cell surface expression of T-cell
activation markers such as the interleukin-2 receptor (IL-
2R), class II histocompatibility antigens (HLA-DR), and
very-late-activation antigen-1 (VLA-1) have been observed
in all disorders in the atopic triad (27,28).

As has been covered in detail in other chapters, func-
tional subsets of CD4+ T cells have been distinguished at
both clonal and population levels by the unique profiles
of cytokines that they produce (29,30). The differential
presence of these cytokine phenotypes in a variety of al-
lergic and infectious diseases both in mice and in humans
has provided descriptive power and theoretical insight into
disease pathogenesis (30,31,32). Th1 cells producing TNF-
β, and interferon-gamma (IFN-γ ), are critical in the de-
velopment of cell-mediated immunity, macrophage acti-
vation, and the production of complement-fixing antibody
isotypes (29,30). Th2 cells producing IL-4, IL-13, IL-5, IL-9,
and IL-6 are important in the stimulation of IgE produc-
tion, mucosal mastocytosis, eosinophilia, and macrophage
deactivation (29,30). Another subpopulation of T cells, re-
ferred to as regulatory T cells (Treg), have immunosup-
pressive functions and cytokine profiles distinct from ei-
ther Th1 or Th2 cells. These cells are thought to play an
important role in limiting immune responses to self- or
exogenous antigens by preventing the activation and func-
tion of nonregulatory effector T cells through through cell-
to-cell interactions or through elaboration of IL-10 and/or
TGF-β.

Until recently, the development of allergies had been
thought to be due solely to an imbalance between allergen-
specific Th1 and Th2 cells, with a skew toward Th2 im-
mune responses. However, several lines of evidence suggest
that allergic diseases may arise as a result of an imbalance
between allergen-specific Treg and Th2 cells resulting in a
loss of tolerance mediated via Treg cells. Whether this im-
balance occurs due to overzealous Th2 immune responses,
to impaired Treg responses, or a combination of both, is an
open question. Evidence for each will be discussed below.

Th2 Polarized Immune Responses
in Atopy Disorders

Several lines of evidence support the involvement of Th2
cytokines in the pathogenesis of allergic disorders. First,
T cells at the site of disease (bronchoalveolar lavage,
bronchial biopsies, nasal biopsies) in allergic individuals
(allergic asthma, atopic rhinitis) express elevated levels of
mRNA for IL-4, IL-13, GM-CSF, and IL-5 (28–31). In atopic
dermatitis patients, elevated Th2 cytokines (IL-4, IL-13,
IL-5) and their receptors (IL-4R, IL-5R) are found in skin
lesions in acute disease (33), whereas cytokine patterns in
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chronic lesions are mixed, with both Th2 cytokines (IL-5
and IL-13) and Th1 cytokines (IFN-γ ) being expressed
(34,35). Second, it has been shown that successful ther-
apeutic treatment of these disorders is associated with a
reduction in the Th2 cytokine pattern. For example, both
steroid treatment and immunotherapeutic regimes result
in reductions in Th2 cytokine levels in the nasal mucosa
(36) and allergen-stimulated PBMCs (37) of patients with
allergic rhinitis and in bronchoalveolar lavage (BAL) of
asthmatic patients (35).

Although considerable descriptive evidence suggests
that CD4+ T lymphocytes and Th2 cytokines are impor-
tant in the pathogenesis of atopic disorders in humans,
definitive proof is of course difficult to obtain. As a result,
experimental animal models have been extremely useful
in mechanistic delineation of the role of CD4+ T cells and
T-cell–derived cytokines in the pathogenesis of allergic dis-
orders. Murine models of antigen-driven asthma have con-
sistently revealed a causal role for CD4+ T cells in the de-
velopment of the signs of allergic airway disease (38,39).
In these models, sensitization with various allergens (oval-
bumin, house dust mite, ragweed, aspergillius) by either
intraperitoneal injections or airway challenge, followed
by direct airway challenge, induces a phenotype closely
resembling that observed in human asthmatics (38,39).
Specifically, allergen sensitization and challenge results in
airway hyperresponsiveness, eosinophilic inflammation,
elevations in allergen-specific IgE levels, and mucus hy-
persecretion. Regardless of mouse strains or exposure pro-
tocols, an absolute requirement for CD4+ T cells for the
development of allergic responses is clear in such mod-
els (38). A lack of CD4+ T cells, achieved either by anti-
body depletion (38) or gene targeting (40), is associated
with prevention of the development of allergen-induced
airway responses. Conversely, depletion of CD8+ T cells
does not affect airway responses to allergen challenge in
mice (41). Furthermore, adoptive transfer of Th2 clones
into the mouse lung is sufficient for the development of al-
lergic airway symptoms (48). On the other hand, transfer of
Th1 clones (42), or administration of agents such as IL-12
and IFN-γ that inhibit Th2 cytokine production and stim-
ulate Th1 pathways, prevent the development of allergen-
induced airway hyperresponsiveness and eosinophilic in-
flammation in murine models (43,44,45). Conversely, mice
that are deficient in T-bet, a transcription factor important
in IFN-γ secretion, spontaneously develop Th2-mediated
allergic airway responses (46). Several studies have shown
evidence of association between polymorphisms in the
T-bet gene and asthma phenotypes in humans (47).

The involvement of each of the specific Th2 cytokines in
atopic airway responses has been demonstrated in studies
in which IL-4, IL-5, IL-13, and IL-9 have been manipulated
through either antibody blockade (48,49), or gene target-
ing (50,51,52,53). Similar roles for CD4+ T cells and Th2
cytokines have been demonstrated in experimental mouse

models of each of the atopic disorders, including atopic
rhinitis (54,55), food allergy (56), and atopic dermatitis
(53). Collectively, the Th2 cytokines orchestrate the elici-
tation of the allergic response via their ability to regulate
IgE production and recruitment and activation of various
effector cells (e.g., mast cells, eosinophils). In particu-
lar, IL-4, through its critical role in Th2 differentiation,
has been shown to be essential in the initiation of aller-
gic airway responses (57,58). IL-5 clearly plays a role in
eosinophil development, recruitment, and activation at the
site of Th2-inflammatory responses (59), whereas IL-9 ap-
pears to be an important regulator of mast-cell activation
(60). IL-13 has been shown to have a singular role in the ef-
fector phase of the allergic response (39,61). Specifically, it
is sufficient to induce many of the manifestations of aller-
gic disease, including airway inflammation, airway hyper-
responsiveness, and mucus cell hypersecretion in allergic
airway diseases (39,61). Recently, another Th2-specific cy-
tokine, IL-21, which is a member of the common γ -chain
family of cytokines, has been shown to be important in
the development of Th2 immune responses (62) IL-21R–
deficient mice have impaired development of airway hy-
perresponsiveness (AHR), and eosoinophilic inflammation
concomitant with a reduction in IL-13 levels in BAL fluids.
Although the mechanisms by which IL-21 regulates aller-
gic inflammation are unknown, IL-21 is not thought to be
required for Th2 differentiation, but may be important for
migration and/or survival of Th2 cells.

Role of NK T Cells in Allergic Disease

Although allergic diseases have clearly been associated
with polarized Th2 cytokine production in tissues, the
source of these Th2 cytokines has been recently debated.
Specifically, recent studies have implicated invariant TCR+

CD1d-restricted CD4+ natural killer T cells (NKT cells) as
one of the major sources of Th2 cytokines (63–65). Akbari
et al. demonstrated that NKT-deficient mice do not develop
airway hyperresponsiveness in response to systemtic oval-
bumin priming in the presence of adjuvants and subse-
quent allergen aerosol challenge. The resistance of these
mice to the development of allergen-specific airway hyper-
repsonsiveness can be overcome by adoptive transfer of
tetramer-purified NKT cells producing IL-4 and IL-13 or
by rIL-13 treatment. In support of a role for NKT cells,
Morishima et al. have shown that priming of mice with
ovalbumin plus the NKT cell ligand, α-GalCer, overcomes
the tolerance that is normally seen with airway exposure
to OVA alone (66). In this model, the development of Th2-
mediated AHR is CD1d+-dependent; however, it does not
occur in mice that are deficient in MHC class II, suggesting
that NKT cells are necessary but not sufficient to induce
Th2-mediated responses. Interestingly, a single adminis-
tration of α-GalCer to the mouse airway induces AHR,
suggesting that NKT cells may serve as effector cells in the
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absence of conventional Th2 responses through their abil-
ity to produce Th2 cytokines such as IL-13. The effect of
NKT cell activation appears to depend on the timing and
context of activation, as other studies have shown that ac-
tivation of NKT cells with α-GalCer + OVA in OVA-primed
mice actually inhibits AHR, and Th2 cytokine production,
in a NKT cell– and IFN-γ –dependent manner (66,67). In
support of a role for NKT cells in human asthma, Akbari et
al. demonstrated that a large fraction of CD4+CD3+ cells
in the lungs of allergic asthmatic individuals are not MHC
class II–restricted, but rather natural killer T cells (68).
Similarly, Sen et al. (69) found that Vα24+-invariant natu-
ral killer T cells (iNKT cells) in the blood of patients with
asthma selectively expressed CCR9, and that large num-
bers of CCR9+ and Vα24+ cells were present in bronchial
biopsy samples from patients with asthma, but not from
control subjects. They also showed that conventional CD3+

α/β T cells could be polarized to a Th2 phenotype by
cell-to-cell contact with Vα24+-invariant natural killer T
cells, with enhanced expression of CCR9, from patients
with asthma. The induction of Th2 cytokine production
requires CCL25 and CCR9 to activate adjacent membrane
signaling by CD226, a leukocyte-adhesion molecule, that
is expressed on monocytes. CD226 appears to be critical
for activating Vα24+-invariant natural killer T cells for
the induction of a Th2 bias in conventional T cells. Den-
dritic cells and epithelial cells are major sources of CCL25.
They also showed that the numbers of CCR9+ Vα24+

NKT cells in the peripheral blood of symptomatic patients
with asthma decreased after steroid treatment and when
asthma was clinically silent. Interestingly, iNKT cells do
not appear to be required for the development of another
allergic disorder, namely, atopic dermatitis (70). Taken to-
gether, these studies suggest that NKT cells play a promi-
nent role in the development of some Th2 immune aller-
gic responses; however, the exact nature of their role de-
pends on both the timing and dose of the activating lig-
and. Thus, NKT cells can function as an adjuvant when
iNKT cells are activated during adminstration of a protein
antigen, can direct induction of AHR when they are acti-
vated in the absence of other signals, or can function to
prevent the development of AHR when they are activated
by strong NKT cell–activating agents once inflammation
is established. The most likely scenario is one in which
NKT cells and conventional CD4+ T cells responding to
their respective glycolipid and peptide antigens work in
concert to mediate the development of allergic responses.
Although the exact mechanisms by which NKT cells are
activated during Th2 immune responses are currently un-
known, there are several possibilities: (a) allergens such as
pollens may contain glycolipids that are recognized by the
invariant TCR of NKT cells (71,72); (b) self-glycolipid anti-
gens may be released and/or recognized during the course
of inflammatory responses; or (c) conventional T cells may
augment the numbers of NKT cells at mucosal surfaces

through cytokine production, costimulatory molecules, or
through other mechanisms in the absence of NKT cell lig-
ands. Further studies will be required to determine the
extent of the contribution of NKT cells in various allergic
disorders and to determine the specific endogenous or ex-
ogenous glycoplipid antigens that are activating NKT cells
in allergic patients.

Impaired Treg Cell Function in
Atopic Individuals

It has recently been hypothesized that under noninflam-
matory conditions the outcome of immune responses to in-
nocuous environmental allergens is the development of im-
munologic tolerance. Moreover, it is thought that a loss of
tolerance results in Th2-biased immune responses at mu-
cosal surfaces. Although the specific immunologic events
that mediate tolerance in this setting are not well under-
stood, recent studies have suggested that regulatory T cells
protect against the development of allergic disease and
that their function is impaired in genetically susceptible
individuals. As is described in depth in other chapters,
T-regulatory cells (Treg) are cells that inhibit the devel-
opment and function of other nonregulatory T cells. To
date, two major categories of Treg cells have been de-
scribed. The first is the naturally occurring, thymically de-
rived CD4+CD25+ Treg cells that express high levels of the
transcription factor Foxp3, which is essential for their de-
velopment and function. The other major category is the
antigen-specific Treg, which can be induced in vitro and
in vivo under particular conditions of antigen stimulation.
These antigen-specific Treg secrete anti-inflammatory cy-
tokines such as IL-10 and TGF-β, and regulate immune
responses and inflammatory pathologies. Antigen-induced
Treg that secrete IL-10 are oftern referred to as IL-10 Treg
cells, or Tr1 cells, whereas those that secrete TGF-β have
been referred to as Th3 cells.

Several lines of evidence from both human and animal
studies have suggested that alterations in Treg populations
and function may contribute to susceptibility to allergic
disease. In animal models, several studies show that adop-
tive transfer of CD4+CD25+ Treg can reverse established
airway inflammation through an IL-10–dependent pro-
cess. Conversely, reduced expression of membrane-bound
TGF-β exacerbates airway pathology in an asthma model
(73). Furthermore, environmental exposures to agents that
induce Treg cell expansion have been shown to ameliorate
the development of asthma. In particular, exposure of mice
early in life to lipopolysaccharide (LPS) resulted in the ex-
pansion of T cells expressing CD25 and IL-10 concomitant
with reduced allergic manifestations upon sensitization
and challenge compared to those mice without exposure to
LPS (74). Treatment of mice with mycobacterium-induced
allergen-specific Treg cells producing IL-10 and TGF-β
protected against airway inflammation (75). Similarly,
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heat-killed Listeria monocytogenes treatment induced
allergen-specific Treg producing IFN-γ and IL-10, which
protected against food allergy in dogs (76).

Although fewer conclusive studies have been conducted
in humans, several studies support the hypothesis that
impaired Treg function may contribute to development
of Th2-dependent pathologies in humans. For example,
the frequency of allergen-specific IL-10–secreting cells was
significantly decreased in allergic patients compared to
nonatopic individuals (77). Whether the IL-10 is derived
from Treg or activated effector T cells is unknown. In ad-
dition to a relative lack of Treg in atopic individuals, Ling
et al. (78) have shown that CD4+CD25+ cells from atopic
individuals have impaired ability to suppress effector
T-cell cytokine production. Another interesting observa-
tion regarding the role of Treg in susceptibility to atopy
is the finding that children who outgrew milk allergy had
higher numbers of CD4+CD25+ cells in their blood (79).
Furthermore, therapies shown to be beneficial in the treat-
ment of allergy and asthma, such as allergen immunother-
apy or glucocorticoid therapy, have been shown to increase
the induction of allergen-specific IL-10–secreting Treg
cells, concomitant with a reduction in allergen-specific Th2
responses (80).

Although the mechanisms by which Treg regulate the
development of allergic inflammation are not completely
understood, they are thought to prevent allergic symp-
toms by suppression of Th2-cell effector function through
the elaboration of the suppressive cytokines, IL-10 and
TGF-β. However, recent studies now support the concept
that Treg may alter sensitization and ongoing Th2 immune
responses by regulating airway DC function. Mice lacking
the transcription factor RunX3, which is involved in down-
stream TGF-β signaling, spontaneously develop symptoms
of asthma concomitant with increased numbers of lung
DCs, displaying a mature phenotype with increased expres-
sion of MHC II, OX40 ligand, and CCR7 (81). Moreover,
dendritic cells from RunX3-deficient mice induce inflam-
matory responses to otherwise harmless inhaled antigens,
possibly through their lack of responsiveness to locally se-
creted TGF-β. In further support of a role for T regula-
tion of DCs, it has been shown that in mice (C3H/HeJ)
that are resistant to HDM-induced asthma and airway hy-
perresponsiveness, Treg depletion with the CD25-depleting
antibody similarly led to increased numbers of pulmonary
myeloid DCs with increased expression of MHC II, CD80,
and CD86 and an increased capacity to stimulate T-cell pro-
liferation and Th2 cytokine production (82). In contrast,
Treg from normally susceptible A/J mice do not suppress
inflammation and AHR. These data suggest that resistance
to allergen-driven AHR is mediated in part by CD4+CD25+

Treg suppression of DC activation and that the absence of
this regulatory pathway contributes to susceptibility.

The lack of allergen-specific tolerance in allergic indi-
viduals has been hypothesized to be related to improved

hygiene in industrialized countries, possibly due to re-
duced infections, alterations in commensal microflora in
the intestinal tract, and/or reduced Toll-like receptor (TLR)
signaling. This will be discussed in more detail in the fol-
lowing sections. Taken together, these studies suggest that
Treg may induce tolerance to or provide protection from
inhaled allergens in healthy individuals and that an im-
balance between allergen-specific Treg and Th2 cytokine–
producing cells may underlie susceptibility to the develop-
ment of atopic diseases.

Determinants of Susceptibility to Th2
Immune Responses in Atopic Individuals

Overview

Very little is known conclusively about the underly-
ing causes of the aberrant expansion of Th2 cytokine-
producing cells in atopic humans. However, the skewed
Th2 immune responses in atopic disorders may be due to
either overzealous Th2 immune responses, impaired abil-
ity to generate either Th1 or T regulatory responses, a lack
of exposure to Th1- and Treg-promoting agents, or a com-
bination of these. This balance is influenced by a num-
ber of genetic and environmental factors that control both
the innate and adapative immune responses to allergens
at mucosal surfaces. There is supportive data for each of
these determinants in atopic diseases (Figure 43.1).

Genetic Influences on Allergen Sensitization

There is substantial evidence suggesting that the develop-
ment of atopic diseases is genetically controlled (83,84).
Familial aggregation and twins studies have confirmed a
fundamental contribution of genetic factors to the devel-
opment of atopy and specific clinical atopic phenotypes
(85). Specifically, individuals with a first-degree relative
with atopic phenotypes are at a significantly greater risk of
developing atopy. Moreover, individuals with two “atopic”
parents are at a greater risk of developing an allergic
disease than those with only one atopic parent. However,
inheritance of atopic disorders appears to be preferen-
tially associated with the atopic status of the mother (86).
Further support for a genetic basis of asthma is the fact
that there is a greater concordance for atopic disease
between monozygotic twins compared to dizygotic twins
(87,88,89). The concordance is not 100%, suggesting that
asthma is a polygenic disorder with strong environmental
influences. Despite the complex genetic nature of atopic
disorders, multiple studies have reported evidence of
linkage of atopic-related traits with six primary chromo-
somal regions, including (a) the Th2 cytokine gene cluster
on 5q31-q33, including the IL-4, IL-13, CD14, SPINK5,
LTC4S, and CYFIP2 genes; (b) the HLA region on 6p21,
including both classical (HLA-DRB1, HLA-DQB1, HLA-G)
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Y YFIGURE 43.1 Allergic diseases
are associated with aberrant
adaptive immune responses to in-
nocuous environmental antigens.
The development of allergic re-
sponses to harmless antigens is
influenced both by environmen-
tal factors and by the genetic
background of the individual. Un-
der conditions in which micro-
bial exposure is minimal, such as
in Westernized countries, T cells
differentiate along a Th2 pattern
with elaboration of IL-4, IL-13,
IL-5, IL-9, and IL-21. In con-
trast, microbial exposure in early
life protects against the develop-
ment of harmful Th2 immune re-
sponses via the induction of reg-
ulatory T cells.

and nonclassical HLA genes (TNF, LTA); (c) the region
that contains the high-affinity IgE receptor gene (FcεRIb)
on 11q13; (d) a large region on chromosome 12q14 that
spans several candidate genes (Stat6, interferon-γ , stem
cell factor, nitric oxide synthase 1); (e) a region of 16q
containing the IL4RA; and (f) a region of 20p containing
the first positionally cloned asthma gene, ADAM33. In
addition, >100 genes have been associated with atopic
disorders through candidate gene and positional cloning
efforts (see reviews in 90,91) (Table 43.4). The involvement
of specific candidate genes in atopic disease pathogenesis
will be addressed in relevant sections throughout the text.

Environmental Influences on Development of
Atopic Disease

Despite the clear heritable component of asthma, the in-
complete concordance of disease in twins studies and the
rapid shift in the rate at which the incidence of atopic dis-
orders is rising suggest a recent change in environmental
influences on this process. Changes in exposures to aller-
gens, infectious agents or their by-products, and/or pol-
lutants have all been suspected. It is likely that multiple
environmental factors influence the development of aller-
gic diseases, and that there may be complex interactions
between these individual factors.

Timing and Dose of Allergen Exposure

The spectrum of antigens an asthmatic individual is sen-
sitized to is dependent on their environment in early life.
This tenet is based on the positive correlations observed

◗ TABLE 43.4 Genes Associated with Atopic and
Asthmatic Phenotypes in at Least Two
or More Published Studies

2–5 Studies 6–10 Studies >10 Studies

KCNS33 NAT2 GSTM1 IL-4
ACP1 DEFB1 L10 IL13
IL-1A TLR4 CTLA4 CD14
IL-1B C5 SPINKS ADRB2
DPP10 GATA3 LTC4S HLA-DRB1
CCR5 ALOX5 LTA HLA-DQB1
IL5RA CRTH2 GRPA TNF
TLR6 IL18 NOD1 FCER1B
TLR10 AICDA CC16 IL4RA
TLR2 VDR GSTP1 ADAM33
CSF2 IFNG STAT6
IL5 PHF11 NOS1
IL12B CYSLTR2 CCL5
TIM1 TCRA/D TBXA2R
TM3 CMA1 TGFB1
HLA-G PTGDR
HLA-DQA1 CARD15
HLA-DPB1 NOS2A
TAP1 CRHR1
PAFAH CCL11
EDN1 TBX21
IFNGR1 STAT3
CCL24 ITGB3
CCL26 ACE
CFTR C3
NOS3 GSTT1
IL1RN MIF

Source: Adapted from Ober and Hoffjan, Genes and Immunity. 2006;7:95–100
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between allergen exposures present during the month of
birth and the development of sensitization to the same al-
lergens later in childhood (e.g., birch, grass, and dust mite
allergens) (92,93). For example, Scandinavian babies born
in late winter or early spring are more likely to develop
IgE antibody to birch pollen, which is prevalent during
the spring, than those born at other times of the year (92).
In addition, avoidance or withholding certain allergenic
foods during the first few months of life tends to prevent
sensitization and subsequent allergic responses to these
particular foods.

Numerous studies have demonstrated the relationship
between sensitization risk and the level of allergen expo-
sure (94,95). This has been best studied in relationship
to dust mite and cat antigens in early life. When both
parents are atopic, dust mite sensitization occurred with
<1% prevalence when infants were exposed to <0.1 μg of
house dust mite allergen per gram of dust, but this value
increased to 6% with allergen levels >10 μg per gram of
dust (94). Although antigen dose is positively correlated
with sensitization, recent studies suggest that the relation-
ship may be more complex. Specifically, high exposure to
animal dander early in life has been shown to be protective
against manifestations of asthma (96). Whether this repre-
sents immune tolerance as a result of high antigen dose or
concomitant exposure to other factors such as endotoxin
as a result of living in close proximity to a pet is unknown.

More important than the actual dose of allergen is the
age at which exposure occurs. It has recently been hypothe-
sized that exposure to environmental antigens occurs both
prenatally and postnatally. In this regard, several indepen-
dent studies have provided support for the postulate that
prenatal events may influence susceptibility to allergic dis-
eases (84,97). For example, it has been shown that cord-
blood mononuclear cells respond to inhalant and food
allergens, suggesting that initial priming of allergen-
specific T-cell responses may occur before birth (84,97). It
has been demonstrated that the responding cord-blood T
cells were indeed of fetal origin, as they did not respond to
common vaccine antigens such as tetanus toxoid, against
which the majority of adults in the study population ex-
pressed active immunity (84). These findings suggest that
transfer of substances from mother to child (e.g., allergens,
antibodies, toxins, hormones, or other immune mediators
via the placenta) may occur during gestation, which might
prime or sensitize the developing infant to environmental
antigens. In addition, factors present in the in utero envi-
ronment may serve to influence the nature of the immune
response of the fetus to allergens that cross the placenta.
Indeed, mediators such as PGE2 and high levels of proges-
terone, which has been shown to alter the Th1/Th2 balance
by either suppressing Th1 cytokine production or induc-
ing a Th2 pattern, are present during pregnancy. Th2 skew-
ing is thought to take place to suppress IFN-γ production,
which is toxic to the fetus. Accordingly, exogenous antigens

that leak across the placenta are likely to be presented to
the fetal immune system within a milieu conducive to se-
lection for Th2 immunity. This contention is supported by
studies showing that cord-blood cells from both allergic
and nonallergic infants both produce high levels of Th2
cytokines and low IFN-γ levels (98). Although these stud-
ies clearly demonstrate that initial allergen priming may
occur in utero, they also suggest that the Th2 cell pheno-
type is determined to a substantial degree after birth, as
only a minority of the infants who exhibit allergen-specific
Th2 responses at birth go on to develop disease.

Although immune responses in neonates are skewed to-
ward a Th2 phenotype, studies of human infants indicate
that this Th2 skew gradually diminishes during the first 2
years of life in nonallergic individuals (84,99). In allergic
infants, the reverse occurs, with the strength of neonatal
Th2 responses increasing over a similar period (84,99). The
persistence of this neonatal bias and the failure to produce
Th1 or T-regulatory type responses may be an important
feature of the atopic disease state (100).

The redirection of Th2 responses is thought to occur
simultaneously with childhood bacterial or viral infections
in early life. This relationship has been capsulated in the
“hygiene hypothesis,” which argues that early childhood
infections inhibit the tendency to develop allergic disease
(101). Several epidemiologic studies have provided sup-
port for this hypothesis. For example, Von Mutius (102)
compared allergic sensitization and atopy in children
from West Germany and East Germany. She noted that the
frequency of atopy was considerably higher in West Ger-
man children (36.7%) than in their peers in East Germany
(18.2%). The authors attributed the increase in allergy
to the “Western lifestyle,” with decreased family size,
improved housing, and prevention of infectious diseases
in early childhood. Further epidemiologic support for this
hypothesis comes from studies demonstrating an inverse
relationship between farm living, pet ownership, daycare
attendance in early life, and atopy. Although the general
implication of these studies is that protection from allergy
seems to be associated with an increase in microbial
exposure, the link has remained fairly indirect. One study
that has addressed the relationship between asthma and
a specific pathogen is a cross-sectional study of Italian
military recruits (103). The authors found a significant
inverse association between the presence of antibodies
to hepatitis A and various measures of atopy. In all like-
lihood, such evidence of previous infection with hepatitis
A merely provides evidence of a risk of exposure to fecal–
oral pathogens. However, recent studies suggested that
perhaps exposure to hepatitis A is protective against the
development of atopy, as polymorphisms in the receptor
for hepatitis A, TIM-1 (T-cell immunoglobulin– and mucin
domain–containing molecule-1), are associated with
protection from atopy (104). Interestingly, the association
of TIM-1 mutations with protection is only observed in
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patients who show serologic evidence of HepA infection.
At a population level, Shirakawa et al. (105) found that
among Japanese schoolchildren there was a strong inverse
association between delayed-type hypersensitivity (Th1-
mediated immune response) to Bacillus Calmette-Guerin
(BCG) and atopy. Positive tuberculin responses predicted a
lower incidence of asthma, lower serum IgE levels, and cy-
tokine profile biases toward a type 1 profile. These results
suggest that exposure and response to bacteria may, by
modification of immune cytokines profiles, inhibit atopic
disorders. In a study of defined infectious exposures, Aaby
et al. documented that vaccination with Mycobacterium
bovis BCG was associated with a reduction in the preva-
lence of allergy in Guinea-Bissau (106). However, such
protection was not observed in a similar retrospective
study of BCG vaccination in Swedish children with a
family history of allergy.

The complex interface with the microbial world pro-
vided by the gastrointestinal tract might well be important
to the interrelationship between infection and allergy. The
endogenous flora of the gut provide a wealth of stimuli
for the developing immune system at birth. There seem to
be both quantitative and qualitative differences in early-
childhood patterns of bacterial colonization between the
developed and developing world. For example, a study
of Swedish and Pakistani infants indicates that intestinal
colonization with aerobic gram-negative bacteria tends to
occur later in Westernized than in developing countries
(107). Once they are colonized, infants in developed
countries tend to carry the same enterobacterial strains,
whereas infants in developing countries are often col-
onized serially with different strains. Differences in
intestinal flora have also been found between allergic and
nonallergic children in Europe (108,109). Allergic children
seem to be colonized less often with lactobacilli in Sweden
and Estonia than nonallergic controls (110). This idea is
consistent with the observation that oral tolerance cannot
be induced in germ-free mice (111). Furthermore, elimina-
tion of commensal intestinal microflora and toll like recep-
tor (TLR) signaling with broad-spectrum antibiotics also
prevented oral tolerance from developing, enhanced aller-
gic sensitization, and resulted in susceptibility to intestinal
inflammation. These observations suggest that TLR sig-
naling by commensal bacteria under normal steady-state
conditions is required for maintenance of intestinal
epithelial homeostatsis, and possibly for the induction of
some forms of Treg. The intestine has been shown to affect
immune response at other mucosal surfaces, including
the respiratory tract, lacrimal, salivary and mammary
glands, through secretory IgA antibodies (112,113).

Further support for this hypothesis is the striking
association between polymorphisms in genes in the
Toll pathways and atopic phenotypes. Specifically, an
association has been consistently reported between a
polymorphism in the CD14 gene, increased levels of

sCD14, and decreased levels of IgE, reflecting the impor-
tance of bacterial LPS in downregulating Th2 responses
(114). Moreover, a polymorphism in the coding region
of the TLR4 gene (A/G 896) resulting in reduced cell
surface expression of TLR4 and subsequent disruption
of LPS-mediated signaling has been associated with
atopy in children (115). However, the data in asthma are
conflicting, with some studies showing an association
between asthma and TLR4 polymorphisms (115), whereas
others do not (116). Interestingly, inheritance of both the
TLR4 SNP (A/G+896) and the IL-4 SNP (−590) confers
greater risk of asthma pathogenesis in females (117).
Clearly, these innate immune pathways play a critical role
in determining the inflammatory reactions of the airways
and the outcome of T-cell respones to inhaled allergens.

Although the hygiene hypothesis is likely oversimpli-
fied, it is theoretically possible that DCs at mucosal sur-
faces in atopic individuals receive less innate immune
stimulation in the form of microbial stimuli (LPS, pep-
tidoglycans, mycobacterial antigens) and therefore fail to
redirect weak Th2 responses into protective Th1 responses
or T-regulatory responses. This hypothesis may provide
a plausible explanation for the rising prevalence of these
disorders in Westernized countries.

Exposure to other environmental agents such as diesel
particles, ozone, second-hand tobacco smoke, and viruses
(respiratory synctial virus (RSV), rhinoviruses) can also
enhance sensitization to allergens in young children (110).
Numerous epidemiologic studies illustrate clear associ-
ations between exposure to these agents and enhanced
antigenic sensitization and worsening of disease. Nasal
challenge with diesel particles alone increased IgE pro-
duction in both atopic and nonatopic individuals, suggest-
ing that diesel particles indeed may be a sensitizer (118).
When evaluated together with allergen, diesel exposure
of ragweed-sensitive subjects resulted in a significant in-
crease in allergen-specific IgE, with an increase in Th2 cy-
tokine production. Ozone can alter both immediate and
late-phase responses of asthmatics and allergic rhinitics to
inhaled allergen (119). Epidemiologic studies have shown
that exposure to environmental tobacco smoke (ETS) in
childhood is associated with increased skin-test reactiv-
ity, serum IgE, and prevalence of eosinophilia (120–122).
Recently, it has been shown that controlled chamber expo-
sures of ragweed-sensitive subjects to ETS resulted in en-
hanced production of allergen-specific IgE, Th2 cytokines,
and decreased IFN-γ levels in nasal lavage fluids (123).
Although there is controversy regarding whether RSV is
an inducer of allergic asthma or rather a predictor of aber-
rant immune responses, severe RSV infections are strongly
associated with asthma (124). Similarly, rhinoviral infec-
tions are strongly associated with exacerbations in atopic
airway disease (125). In summary, the complex interplay
between genetic and environmental factors likely governs
susceptibility to the development of atopic disorders.
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FACTORS REGULATING TH2 IMMUNE
RESPONSES IN ALLERGIC INDIVIDUALS

Antigen Presentation in Atopic Individuals

The nature of the T-cell response to antigens encoun-
tered at the mucosal surface depends on three signals
provided by professional APCs (Figure 43.2). Although

a number of professional APCs, such as dendritic cells,
Langerhans cells (LCs), B cells, and macrophages, are
present at mucosal surfaces and have the cellular special-
ization to capture and process antigen for presentation
to T cells, it has become increasingly clear over the last
decade that DCs and Langerhan cells are the most impor-
tant professional APCs at mucosal surfaces. DCs migrate
as precursor cells to sites of the body where antigen entry
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FIGURE 43.2 Postulated factors regulating dendritic cell instruction of T-cell differentiation
in atopic disorders. Dendritic cell recruitment, activation, and maturation are controlled both
by direct stimulation by PAMPs contained in allergens themselves and through indirect signals
derived from surrounding resident cells such as epithelial cells. Immature DCs are recruited to
mucosal surfaces following the release of chemokines (i.e., CCL20) and inflammatory mediators
(IL-8, IL-6) by epithelial cells in response to inflammatory stimuli such as allergens, pollutants,
irritants, and/or viral infections. Although the mechanisms by which these stimuli elicit chemokine
release are unknown, certain allergens contain protease activity that has been shown to activate
epithelial cells via stimulation of PAR-2 receptors on the epithelium. In addition to activating
epithelial cells to release chemokines and cytokines, allergen-derived proteases can also cause
disruption of epithelial tight junctions and allow antigens to gain access to DCs located beneath
their surface. Allergens are taken up, processed, and presented to T cells in the context of MHC
class II molecules. DCs mature and express costimulatory molecules (i.e., CD86, OX40) under
the influence of cytokines (GM-CSF, IL-6) and mediators (TSLP, PGE2) derived from surrounding
tissues or through direct stimulation of PRRs (likely TLR4, 2) expressed on their surface. In atopic
individuals, it has been postulated that myeloid DCs appear to be the predominant population
of DCs taking up antigen and driving the differentiation of naı̈ve T cells toward a Th2 profile. In
contrast, in nonatopics, allergen is taken up in the context of microbial signals, which preferentially
stimulate plasmacytoid DCs through TLR9 expression. Activation of pDCs results in the stimulation
of naı̈ve T cells to differentiate into T-regulatory cells expressing an array of inhibitory molecules
such as CTLA4, PD-1, IL-10R, and TGF-βRI and II. Activation of the production of IL-10 and
TGF-β as well as 2,3-IDO results in the inhibition of Th2 effector cell function as well as inhibition
of myeloid DC activation, leading to the development of immunological tolerance to environmental
antigen exposure.
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occurs (i.e., lung, skin, GI tract). At these sites they form
an extensive network of cells, extending cell projections
in between resident cell types that ensure accessibility to
allergens. DCs that reside in the periphery have an im-
mature phenotype, specialized for uptake and recogni-
tion of antigens, but are not yet capable of stimulating
naı̈ve T cells, because they lack costimulatory molecules
on their surface (CD80, CD86). Normally, DCs present anti-
gens quite inefficiently; however, when antigen is encoun-
tered in an inflammatory context (e.g., in the presence of
antigen-derived danger signals) or through indirect sens-
ing of “danger” from surrounding cells via the release of
inflammatory cytokines (IL-1β, TNF-α, IL-6, PGE2, GM-
CSF), DCs undergo a developmental program referred to
as maturation. During maturation, they lose their abil-
ity to take up antigen and acquire a phenotype of pro-
fessional APCs expressing all the costimulatory molecules
and chemokines required to attract and stimulate naı̈ve T
cells. Once DCs have acquired antigens at the mucosal sur-
face, they migrate to T-cell areas of draining lymph nodes
and present their antigen cargo to naı̈ve T cells. During
this interaction with naı̈ve T cells in the lymph nodes,
DCs have an opportunity to influence T-cell differentiation
along a Th1, Th2, or regulatory T-cell pattern, by secretion
of a specific cytokine pattern, depending on their lineage,
their maturation status, and the consequent costimulatory
molecule pattern. Thus, alterations in the signals provided
by DCs to T cells may underlie the development of polar-
ized Th2-cell responses in the context of allergic disease.
Considerable evidence is accumulating to support this
tenet.

Indeed, several lines of evidence in murine models of
allergic disease as well as in atopic humans support a
pivotal role for DCs in the development of allergic re-
sponses. For example, Lambrecht et al. (126) have demon-
strated that infusion of antigen-pulsed bone marrow–
derived DCs into the respiratory tract of mice primed them
for development of Th2-mediated immune responses upon
subsequent antigen challenge. Conversely, using a suicide-
gene approach to specifically deplete DCs, it was demon-
strated that antigen exposure did not induce allergic re-
sponses in the absence of DCs (126). In humans, a criti-
cal role for DC in generation of allergic responses is the
demonstration that regular use of budesonide and flu-
ticasone, which is associated with improvement in lung
function, is associated with a reduction in the number of
CD1a+ HLA-DR+ DCs in the airways of asthmatic patients
(127).

Altered DC Phenotype and Function in
Allergic Diseases

DCs play a major role in the surveillance of peripheral
tissue sites for incoming antigens, a function that is de-
pendent on their capacity for tightly controlled migra-
tion between different compartments. Under steady-state

conditions, there is a continuous turnover of DC at mu-
cosal surfaces, with the recruitment of immature DC from
circulating precursors balanced by the exit of mature,
antigen-loaded cells to regional lymph nodes. In both hu-
mans and mice, DCs are not constitutively present in the
tracheal-bronchial mucosa in the first year of life; their
occurrence appears to be dependent on exposure to in-
flammatory stimuli from the local environment (128,129).
Indeed, the numbers of HLA-DR expressing dendritic cell
numbers are increased in the mucosal tissues of asthmatic,
allergic rhinitic, and atopic dermatitis patients when com-
pared to the low level of DCs found in specimens from
normal controls (127,130–133). Although the exact sig-
nals that regulate the rapid recruitment of immature DCs
from the blood into the mucosal tissues are not fully un-
derstood, exposure to a number of environmental trig-
gers (allergens, particulate matter, smoke, RSV, ozone)
have been shown to dramatically increase the recruit-
ment of DCs in both animal models of atopic disease
and atopic humans (134–136). These triggers likely attract
DCs to mucosal surfaces through their ability to induce
a set of chemokines that bind to receptors expressed ex-
clusively on immature DCs. Indeed, it has been shown
that epithelial cells synthesize and secrete the CCR6 li-
gand, MIP-3α/CCL20, in response to allergens and par-
ticulate matter (137,138). Interestingly, though Der p 1
stimulation of bronchial epithelial cells from patients with
asthma results in CCL20 production and migration of LC
precursors, this effect is not observed in cells from healthy
individuals (139). The ability of these triggers to induce
DC chemokines may explain the adjuvant effect of each
of these irritants in induction of allergic responses. Taken
together, these studies suggest that responsiveness of mu-
cosal epithelial cells to certain pathogens and/or environ-
mental stimuli early in childhood may enhance or inhibit
sensitization to allergens by affecting DC recruitment.

The maturational state of DCs is thought to be an im-
portant determinant of the development of tolerance or
immunity. It has been suggested that DC immaturity may
contribute to the development of tolerance (140). In-
deed, studies from both animal models and atopic
humans suggest that the magnitude and pattern of
costimulatory molecule expression on DCs is strongly
associated with susceptibility to atopic disease. In this
regard, DCs influence the nature of the immune re-
sponse to antigen stimulation through the balance
of positive signals provided by CD28 engagement of
B7–1, B7–2, B7-H3, and B7-H4 on resting T cells and
negative signals provided through ligation of CTLA4 and
PD-1 on resting T cells. Indeed, differences in the rel-
ative expression of these positive and negative signals
have been shown to be important in various murine
models of allergic disease. Specifically, it has been re-
ported in numerous studies that Th2-mediated immune re-
sponses are predominantly dependent on DC expression of
CD86, not CD80 (141). In contrast, stimulation of CTLA4,
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TIM-3, and BTLA have all been shown to decrease aller-
gic responses (142). CTLA4 in particular is predominantly
expressed on Treg and is thought to mediate its inhibitory
effects through Treg suppressive functions. More recently,
it has been shown that the PD-1 ligand B7-H1 may also be
an important regulator of tolerance through its ability to
induce Treg (143). Several studies have shown that B7RP–
ICOS interactions mediate tolerance through the induc-
tion of IL-10–secreting Tr1 cells (144,145), but other stud-
ies report that ICOS positively regulates allergic responses
(146).

Several studies have suggested that DCs from atopic
individuals have a different phenotype from those of
nonatopic individuals (147,148,149). First, the functional
capacity of DCs from atopic individuals has been elegantly
studied in a humanized severe combined immune defi-
ciency mouse model (150). In this model, it has been
demonstrated that adoptive transfer of DC from atopic
individuals reconstitutes Th2 polarized immunity associ-
ated with allergic inflammation in the lungs of mice. In
contrast, transfer of DC from nonatopics resulted in com-
bined Th1/Th2 responses. In another study, it has shown
that Der p 1 stimulation of monocyte-derived DC from Der
p 1–sensitive patients resulted in preferential upregulation
of CD86 expression and proinflammatory cytokine produc-
tion (IL-1β, TNF-α, IL-6) when compared to cells from
nonallergic patients or pollen-sensitive subjects (148). Pu-
rified T cells from house dust mite (HDM)-sensitive pa-
tients stimulated by autologous Der p 1–pulsed DC prefer-
entially produced IL-4. Interestingly, DCs from nonatopic
individuals stimulated with Der p 1 expressed CD80, pro-
duced IL-12, and stimulated IFN-γ production in T cells.
Another intriguing finding of this study was that the effects
of Der p 1 on costimulatory molecule expression in DC
from allergic patients was dependent on the enzymatic ac-
tivity of Der p 1, as a cysteine protease inhibitor prevented
these effects. It has also been shown that differences in
inhibitory molecule expression may play a role in suscep-
tibility to allergic disease. Specifically, Akdis et al. showed
that allergen-specific (Der p 1) T cells from nonatopics pro-
duced high levels of IL-10 that were associated with el-
evated T-cell surface expression of IL-10R, CTLA4, TGF-
βR1 and II, CD25, and PD-1 compared to those of atopic
individuals. Neutralization of these suppressor pathways
led to increased production of Th2 cytokines, suggesting
that ligation of these inhibitory receptors on T cells by their
DC ligands is critical in maintaining the balance between
Th2 and tolerogenic T-cell responses (151). Taken together,
these studies suggest that DCs from atopic individuals dis-
play altered costimulatory molecule patterns compared to
normal individuals in response to direct stimulation with
allergens and the PAMPs they may contain. Although the
pattern and level of expression of costimulatory molecules
on DCs and their ligands on T cells may be controlled
by exogenous signals, polymorphisms in several costim-

ulatory molecules have been shown to be associated with
increased risk of development of Th2-mediated immune
responses and atopic diseases such as asthma and atopic
dermatitis. Specifically, polymorphisms in ICOS (1413G/A)
are associated with allergic sensitization and Th2 cytokine
production (152), and polymorphisms in the CTLA4 gene
are associated with early-onset infant atopic dermatitis
(153) and asthma (154).

Innate Immune Responses to
Environmental Antigens

Allergens interact with innate recognition systems present
in the mucosal layer and with various receptors present
on a diversity of cells at the mucosal surface of the respi-
ratory tract, skin, and GI tract, including epithelial cells,
and phagocytic cells (dendritic cells, macrophages). As the
primary interface with the environment, the epithelial cell
layer represents the front-line defense against injury by
pathogens or environmental irritants. Emerging evidence
suggests that epithelial cells play a critical role in both anti-
gen recognition and danger recognition. Although it is not
entirely clear whether they present antigens, they actively
interact with environmental antigens/allergens, both in
healthy individuals and patients with allergic diseases. Al-
lergenic particles and their associated soluble components
interact directly with epithelial cells through a variety
of diverse mechanisms, including (a) binding of pattern-
recognition receptors, including various members of the
Toll-like receptor family; and (b) activation of protease
receptors (PARs). Activation of epithelial cells through
these diverse pathways can induce the release of cytokines,
chemokines, and growth factors that both facilitate entry
of antigens into mucosa and interation with APCs, pro-
viding instructive signals to dendritic cells in the mucosa.
There is mounting evidence that alterations in innate im-
mune responses occurring at the epithelial–environmental
interface may be important determinants of susceptibility
or resistance to the development of allergic diseases.

Although allergens are not infectious in nature, they
contain bio-organic substances (pollens, excreta of insects
and mites, degraded plant products) that are actively rec-
ognized by PRRs such as TLRs. Indeed, epithelial cells cul-
tured with various triggers of asthma have been shown
to produce a number of inflammatory chemokines and
cytokines in a TLR-dependent manner (155). Whether
this is due to recognition of PAMPs within the allergens
themselves or to endotoxin contamination is currently un-
known. However, there is emerging evidence that allergens
do indeed contain PAMPs that interact with various PRRs,
including TLR4, TLR2, and TLR9. A requirement for PAMP
recognition to induce sensitization to inhaled antigens has
been shown for LPS in a murine model of OVA-induced
asthma. In this model, wild-type mice were sensitized to
inhaled OVA, whereas TLR4-deficient mice were not (151).



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-43 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:31

Immunological Mechanisms of Allergic Disease 1391

However, the relationship is complex, depending on the
timing and dose of LPS exposure. LPS exposure during
sensitization inhibits Th2-driven immune responses and
drives a tolerogenic response (156). In contrast, delivery
of LPS to sensitized mice exacerbates Th2 responses (157).
Moreover, the dose of LPS has been shown to be critical, as
high dose exposure induces Th1 responses, whereas low-
dose LPS drives Th2 immune responses (158). The exact
explanation for this complexity is unknown, but it may re-
flect differences in the types of cells activated at different
times during an immune response or to the differential ex-
pression of TLRs on different populations of DCs, as will be
discussed later. The role of TLR2in Th2-mediated immune
responses is complex as well. For example, delivery of the
TLR2 agonist Pam3Cys along with allergen at the time of
sensitization enhanced the prominent Th2-biased immune
response and the symptoms of asthma in mice (159). Acti-
vation of APCs by Pam3Cys resulted in the induction of
Th2-associated effector molecules such as IL-13, IL-1β,
and GM-CSF and upregulation of B7RP-1 expression. In
contrast, if TLR2 agonists are administered to mice previ-
ously sensitized and challenged with OVA, they markedly
reduced Th2 cytokine production, airway inflammation,
and IgE production (160). Although Pam3CSK4 (a syn-
thetic bacterial lipopeptide) therapy increased IFN-γ ,
IL-12, and IL-10 production, the anti-inflammatory effect
of Pam3CSK4 was independent of IL-10 or TGF-β, but
was critically dependent on IL-12. In contrast, stimula-
tion of TLR9 by allergens as well as bacterial antigens has
been shown to provide protection from the development of
allergic responses (161). Despite our rudimentary under-
standing of the role of PAMPs in allergic responses, one
may speculate that either differences in exposures to mi-
crobial products or polymorphisms in genes of the TLR
pathway may both be important determinants of the risk
of developing allergic disease through altering the pheno-
type and function of DCs. Along these lines, genetic stud-
ies show that polymorphisms of different components of
innate recognition pathways may partly explain suscepti-
bility to atopy. For instance, polymorphisms in CD14 have
been shown to be associated with sCD14 levels, total IgE
levels, and positive skin tests (162,163). Similarly, a poly-
morphism in the TLR2 gene (TLR2–16934) was shown to
be a major susceptibility gene for children living on farms
(164). Polymorphisms of the intracellular NOD1 protein,
which binds cell wall peptidoglycans of gram-negative bac-
teria, were shown to be especially associated with atopic
eczema and asthma (165).

Several of the common allergens (Der p 3, Der p 9, cock-
roach extracts, pollens) have been shown to have protease
activity. Allergens containing protease activity, such as
Der p 1, a cysteine protease, have been demonstrated
to produce functional changes in the barrier function of
the epithelium, probably by disrupting the epithelial tight
junctions by degrading the tight junction proteins ZO-1

and desmoplakin (166). Disruption of the tight junctions
may facilitate access of allergens to the underlying cells
including DCs but may also directly initiate inflammatory
cascades (modulate the function or immune and struc-
tural cells) in DCs and/or airway epithelium. Although the
cellular mechanisms by which protease activity induces
cytokine release remain unclear, members of a recently
identified G-protein–coupled family of cell surface recep-
tors, designated protease-activated receptors (PARs), have
been implicated. Indeed, allergens such as the house dust
mite serine proteases, Der p 3, Der p 9, cockroach ex-
tracts, and pollens activate PARs. Asokananthan et al. (167)
showed that endogenous peptidases caused the release of
cytokines through the activation of PAR receptors on the
respiratory epithelium, and that all four members of the
PAR family were expressed on respiratory epithelial cells.
PAR-2 receptor activation leads to two main functional
responses: production of prostaglandin E2 and produc-
tion of proinflammatory cytokines (IL-8, MCP-1, IL-6). In
vivo experiments in experimental allergen models support
the contention that activation of PAR receptor pathways
is associated with enhanced allergic responses. Specifi-
cally, PAR-2 overexpression enhanced ovalbumin-induced
eosinophilia and bronchial hyperresponsiveness, whereas
PAR-2 deficiency was associated with reduced allergen-
driven eosinophilia and IgE production (168). As alluded
to earlier, differences in DC responsiveness to allergen-
derived proteases may be an important determinant of DC
activation and atopic sensitization. Indeed, there is evi-
dence that alterations in the expression of the protease re-
ceptor PAR-2 on epithelial cells may lead to greater Der p 1
induction of DC chemokines and mediators from these
cells obtained from asthmatics compared to nonatopic in-
dividuals. Taken together, these studies suggest that altered
recognition and/or responsiveness to activators of the in-
nate immune response at the epithelial–DC interface may
contribute to sensitization to environmental antigens.

Altered DC Subset Distribution and
Activation in Atopic Disorders

Recent evidence suggests that the development of toler-
ance may also be a function of specialized DC subsets
(169,170,171). Although classification of DC subsets
is an evolving field, in humans and in mice, multiple
DC subsets have been identified based on their origin,
phenotype, and function (169,170–172,173). Briefly, in
humans, two major DC subsets have been identified that
include CD11chigh myeloid cells (mDC) and CD11clow

plasmacytoid cells (pDC). mDCs are monocyte-derived
cells and were originally referred to as DC1, as they were
thought to produce predominantly IL-12 and drive Th1
immune responses. Plasmacytoid DCs were originally
referred to as DC2, as they could promote Th2 immune
responses. However, they also have the unique potential of
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promoting Th1 responses by releasing large amounts of
type 1 IFN in the presence of viruses (174) and dampening
immune responses by inducing IL-10–producing CD4+

regulatory T cells (175). Recent studies suggest that the
function of these two subsets is variable, depending on
their location and the inflammatory context. Interestingly,
these two subsets have unique expression profiles of
immune molecules such as TLRs and chemokine recep-
tors, suggesting distinctive compartmentalization and
specific functions of these DC subsets (176). mDCs express
TLR2, TLR4, TLR5, and/or TLR3, whereas pDCs express
a more restricted profile of TLRs, including TLR9 and
TLR7. Thus differences in recruitment, antigen uptake,
or activation of DC subsets may play a role in altered
immune responses in atopic individuals.

Several lines of evidence suggest that alterations in the
relative proportion of specific DC subsets taking up anti-
gen at mucosal surfaces may play an important role in the
development of immunity or tolerance. For example, adop-
tive transfer of myeloid DCs to the murine airway prior to
antigen exposure has been shown to induce Th2-mediated
immune responses to a tolerogenic antigen (177). On the
other hand, Lambrecht and colleagues (178) have shown
that depletion of pDCs in mice during inhalation of the
normally inert antigen OVA via the airways without sys-
temic priming led to a Th2 response and all the features of
asthma, whereas adoptive transfer of pDCs before sensiti-
zation prevented disease. These results strongly suggested
that pDCs may provide intrinsic protection against inflam-
matory responses to harmless antigens. Although the pre-
cise mechanisms by which pDCs promote tolerance are
unknown, several possibilities exist. First, pDCs may de-
liver a negative signal to T cells or mDCs directly, through
their high-level of expression of programmed death ligand
1 (179). Additionally, pDCs can produce the tryptophan-
metabolizing enzyme indoleamine 2,3-dioxygenase, which
has a strong inhibitory activity on T-cell proliferation (180).
Another explanation for the tolerogenic properties of pDCs
is related to their immature phenotype, because it has
been demonstrated that immature DCs can induce Treg
ex vivo (181). Moreover, human pDCs activated by CpG
oligonucleotides induce the generation of Treg (175). In
contrast, it is speculated that mDCs may drive the develop-
ment of Th2 responses by producing IL-6, which counter-
acts the suppression by naturally occurring CD4+CD25+

Treg. Further support for the importance of DC subsets to
Th2 immune responses was provided by Lewkowich et al.
(82), who reported that differential susceptibility of certain
murine strains to allergen-induced asthma is associated
with differences in the ratio of pDCs to mDCs recruited
to the lung following allergen exposure. Although the ex-
act factors regulating the recruitment and/or activation of
different DC subsets is unknown, Kohl et al. (182) have
shown that complement activation at the airway surface
is an important regulator of DC subset recruitment and

activation. Specifically, they demonstrate that C5a pref-
erentially results in the recrutment of pDCs to the lung,
which is associated with protection against the develop-
ment of Th2-mediated allergic airway responses. Taken
together, these studies suggest that the balance between
mDCs and pDCs may play a pivotal role in T-cell responses
to antigen encounter at mucosal surfaces, with myeloid
cells driving immunity while pDCs mediate tolerance to
mucosal antigens. Dysregulation of the balance of mDCs
and pDCs present in tissues in early life might predispose
to atopic sensitization.

Because of the difficulty in sampling DC populations
in tissues from atopic individuals, the role of mDC and
pDCs in atopic individuals remains controversial. For ex-
ample, Hagendorens et al. (183) compared DC populations
in cord blood from children at low versus high risk of atopy
and did not detect any differences. In contrast, a moder-
ate reduction in pDC numbers in the blood was reported in
atopic asthmatic children compared with healthy controls,
which the authors suggested might be due to increased
migration of pDCs to the target organ. In contrast, Mat-
suda et al. (184) showed that adult patients with asthma
have increased numbers of pDCs in the blood compared
to healthy controls. However, Upham showed that mDC
numbers were reduced in the blood of patients after aller-
gen challenge, suggesting that circulating mDCs are being
recruited to the airway mucosa (136). In atopic dermatitis
patients, Hashizume et al. reported an overall increase in
the numbers of DCs in the blood, with a relative increase
in pDCs over mDCs (185). However, when DCs were eval-
uated in the nasal epithelium of atopic rhinitis patients,
the number of pDCs was reduced. Although there is con-
troversy as to the relative proportion of individual DC sub-
sests present in the blood and tissues of atopic individu-
als, there is evidence that DC subsets may be functionally
different between atopic and healthy individuals. Specifi-
cally, Der p 1–pulsed mDCs from healthy donors produced
IL-10, whereas mDCs from allergic patients did not (186).
Although the study of DC subsets in human disease is in
its infancy, taken together, these studies suggest that dif-
ferences in the balance of DC subsets and their activation
state may play an important role in determining the devel-
opment of tolerance or immunity to environmental anti-
gens. However, additional studies of DC subsets in relevant
tissues are needed.

DC Cytokine Regulation of Th2
Differentiation in Allergic Disease

One of the most important variables in instruction of
T-cell differentiation comes from the local cytokine mi-
lieu at the time of antigen presentation. Although much
is still to be learned about these factors, well-documented
examples are Th1 cell polarizing factors such as IL-12, and
IL-27. Th2 cell polarizing factors include IL-6, TSLP,
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FIGURE 43.3 Cytokines and downstream
transcription factors are important in in-
structing T-cell differentiation to Th1-
cells (IL-12, IL-27), Th2-cells (IL-6, TSLP,
GM-CSF, PGE2, IL-4), or T-regulatory cells
(IL-10, TGF-β).

GM-CSF, PGE2, and IL-4. Treg cell polarizing factors in-
clude IL-10 and TGF-β (Figure 43.3). Alterations in ei-
ther the production of, or responsiveness to, these signals
could lead to the development of aberrant Th2 immune
responses in atopic individuals. Indeed, there is evidence
to support each of these possibilities.

Potential Dysregulation of Th2 Differentiation
Factors in Atopy

The exact mechanisms regulating differentiation of un-
committed T-cell responses into Th2 cells remain obscure.
However, factors released by DC themselves (IL-6) or fac-
tors produced by the surrounding tissues (TSLP, PGE2,
GM-CSF) may play an important role in regulating DC
cytokine production and subsequent T-cell responses. In
addition, T cells in atopic individuals may respond more
strongly to Th2-differentiating stimuli as a result of pri-
mary alterations in transcription factors regulating Th2
differentiation.

IL-6 has been shown to be an important determinant
of Th2 cell differentiation, as it is secreted by cells of the
innate immune system and induces the expansion of Th2
effector cells (187). The mechanism by which IL-6 drives
Th2 differentiation is controversial, as some studies sug-
gest that IL-6 is able to polarize naı̈ve CD4+ T cells to effec-
tor Th2 cells by inducing the initial production of IL-4 in
CD4+ T cells (188), whereas other studies suggest that IL-6
produced by mucosal DCs impedes Th1 immune responses
via suppression of DC IL-12 rather than through induction
of IL-4 (189). Additionally, IL-6 released by DCs has been
shown to inhibit the suppressive function of CD4+CD25+

Treg cells, thus inhibiting the development of tolerance
(190). More recent studies suggest that IL-6 plays a com-
plex role in Th2 differentiation through distinct actions
mediated via its binding of the membrane and soluble
forms of its receptor (191). Specifically, IL-6 can bind to
the soluble IL-6R, and through a mechanism called trans-
signaling, induces proliferation of cells expressing the cog-
nate receptor gp130. This mechanism appears to be used
for proliferation by developed Th2 cells in the airways,
as blockade of the soluble IL-6R with the fusion protein
gp130Fc reduces Th2 cells in the lung. In contrast, through
the membrane-bound IL-6R, IL-6 controls CD4+CD25+

survival, as well as the initial stages of Th2 cell develop-
ment in the lung. In support of a role for IL-6 in allergic
disorders, serum levels of sIL-6R are increased in patients
with asthma and are further increased during a sponta-
neous attack or following experimental allergen challenge
(192). Although the mechanisms of altered IL-6 produc-
tion are unknown, several triggers of allergic asthma (i.e.,
allergens, pollutants, ozone) induce IL-6 production in the
epithelial cells lining mucosal tissues. Furthermore, vari-
ants in the IL-6 gene have been associated with hayfever
and atopy (193). Through the ability of IL-6 both to sup-
press Treg function and to inhibit Th1 differentiation,
IL-6 signaling may drive Th2 cell differentiation in atopic
disorders.

Epithelial cells lining mucosal tissues release a num-
ber of mediators in response to triggers of allergic disease
such as allergens (i.e., Der p 1, Pench 13 [aspergillus], cock-
roach antigens (194), viral infections (RSV), and pollutants
(cigarette smoke, ozone, particulate matter) that may con-
tribute to the instruction of T cells by DCs to polarize to a
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Th2 cytokine–producing phenotype. These include thymic
stromal lymphopoietin (TSLP), GM-CSF, and the arachi-
donic acid product, prostaglandin E2 (PGE2) (195,196).

TSLP has been shown to activate DCs such that they ac-
quire the ability to prime naı̈ve T cells for the production
of pr-inflammatory cytokines while downregulating IFN-γ
and IL-10. In support of a role for TSLP in Th2 responses,
TSLP levels have been shown to be elevated in both an-
imal models of atopic disease as well as in the airways
of asthmatic individuals (197). Overexpression of TSLP in
the lungs of mice has been shown to lead to the develop-
ment of Th2 immune responses (198). In contrast, TSLPR-
knockout mice develop strong Th1 responses to allergen
and are protected against the development of allergen-
driven asthmatic responses (199). Although the underlying
mechanism of TSLP’s ability to prime DCs is not known,
TSLP-stimulated dendritic cells have been shown to prime
human CD4+ T cells into Th2 cytokine–producing cells
in the absence of exogenous IL-4 and APCs. Interestingly,
IL-4 blockade inhibited TSLP-mediated Th2 differentia-
tion, demonstrating that IL-4 is involved in this process.
Further analysis has shown that TSLP-induced Th2 dif-
ferentiation is dependent on Stat6 and independent of
IL-2. Moreover TSLP treatment leads to immediate, di-
rect IL-4 gene transcription (200). Although the mecha-
nisms by which TSLP induces Th2 cytokine production
are unknown, one mechanism that has been postulated is
that TSLP induces DCs to express OX40 ligand (OX40L)
but not IL-12. In support of this contention, TSLP-induced
OX40L on DCs was required for triggering naı̈ve CD4+ T
cells to produce IL-4, -5, and -13 (201). Taken together,
these studies suggest that TSLP production at the mucosal
surface may be an important determinant of polarized Th2
immune responses to environmental stimuli. The mech-
anisms regulating TSLP production remain to be eluci-
dated.

GM-CSF is produced by airway epithelial cells in re-
sponse to several triggers of allergic disease. It is thought
to contribute to the recruitment, priming, and survival of
DCs in the airways. Interestingly, overexpression of GM-
CSF in the murine lung has been shown to be sufficient
to prime Th2-mediated immune responses (202). Indeed,
GM-CSF–dependent priming of Th2 responses occurred
following challenge with ragweed (203), but not when the
innocuous antigen ovalbumin was delivered to the airways
in the absence of added adjuvants. Although the mecha-
nism(s) by which it preferentially leads to Th2 responses
are unknown, it has been shown to be a preferential growth
factor for myloid DCs.

The arachidonic acid product prostaglandin E2 (PGE2)
has been shown to influence the local polarization of T
cells by impairing the ability of maturing DCs to produce
bioactive IL-12 p70. It has also been shown to cause early
development of immature DC1 into Th2-promoting cells.
In support of a role for PGE2 in Th2 immune responses,

PGE2 levels are consistently elevated in patients with al-
lergic diseases (204,205). As described earlier, birch pollen
may preferentially induce Th2 immune responses by virtue
of its phytoprostanecontent, which is a plant homolog of
PGE2.

Clearly, the presence of IL-4 at the site of antigen presen-
tation is a dominant factor in determining the likelihood
for Th2 polarization of the naı̈ve Th cell in both mice and
humans. It has been noted that intranodal Th2 cells devi-
ate bystander Th1 responses within the same lymph node
toward the Th2 phenotype via secretion of IL-4, thus pro-
viding a potential mechanism for progressive spreading of
sensitization to encompass additional allergen specificities
in chronic atopic asthma. In support of a central role for
IL-4 in Th2 polarization in atopic disorders, the results of
several studies suggest that genes regulating IL-4 produc-
tion may be altered in atopic diseases and in particular
in asthma. First, a specific polymorphism in the IL-4 gene
itself has been shown to correlate with high serum IgE
levels and enhanced IL-4 gene expression (206). A similar
association has been reported between the T allele of the
−590C/T polymorphism of the IL-4 gene promoter region
and atopic dermatitis (207). Moreover, several groups have
shown that expression of a mutant form of the IL-4 recep-
tor α chain in allergic patients is associated with increased
IL-4 signaling (110). Furthermore support for the role of
IL-4 signaling in Th2 polarization in atopic disorders is the
demonstration of the importance of the signal transducer
and activator of transcription protein 6 (STAT6) in devel-
opment of Th2 differentiation and development of allergic
responses in mice (208). Indeed, elevations in STAT6 ex-
pression in asthmatic tissues have been reported (209).
Moreover, a GT repeat polymorphism in the first exon
of the STAT6 gene has recently been associated with in-
creased prevalence of several atopic disorders (bronchial
asthma, atopic dermatitis, food allergies) (210).

Another factor expressed in Th2 cells that appears to
function as a potent coactivator of IL-4 gene transcrip-
tion is NFAT (nuclear factor of activated T cells). Several
studies in mice have shown that alterations in a num-
ber of the family members of the NFAT protein family
may result in altered IL-4 gene expression and polariza-
tion of T-cell responses toward the type 2 pattern. NFAT
proteins are expressed on T cells, B cells, and mast cells,
and control the transcription of a number of genes rele-
vant to allergic disorders, including IL-4. Several studies
have now shown that loss of NFATC1 activity results in im-
paired T-lymphocyte activity and secretion of IL-4 in mice
(211,212). These experiments suggest that deficiencies in
this transcription factor may lead to the development of
the allergic phenotype.

A transcription factor that may be more widely involved
in the induction and maintenance of the Th2 pattern of cy-
tokine secretion is GATA-3. GATA-3 belongs to a subfam-
ily of zinc-finger transcription factors that interact with
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specific DNA-binding sequences in the regulatory regions
of genes encoding T-helper 2–like cytokines. GATA-3, has
been shown to be differentially expressed in Th2 and Th1
cells, and expression of this gene is sufficient to drive Th2
differentiation (213). Altered regulation of GATA-3 expres-
sion may be important in atopy, as GATA-3 expression has
been shown to be elevated in bronchoalveolar lavage flu-
ids and bronchial biopsies of asthmatics when compared
to normals (209,214). Furthermore, blockade of this gene
with a dominant negative mutant of GATA-3 inhibits aller-
gic inflammation in mice (215). Recent evidence suggests
that STAT5A can induce IL-4 production in naı̈ve T cells
by rendering the IL-4 gene accessible (216). However, over-
expression of both STAT5A and GATA-3 provides maximal
IL-4 production. Interestingly, a role for the transcriptional
repressor gene growth factor independent 1 (Gfi1) in Th2
expansion has also been recently shown (217).

Several other genes or chromosomal regions have been
shown to be important in susceptibility to mounting Th2-
driven immune responses in murine models; these in-
clude CNS-1 and TIM (T-cell immunoglobulin– and mucin
domain–containing molecule). It has been shown that
deletion of a noncoding segment, CNS-1 on murine chro-
mosome 11 (human 5q), which is in the intergenic region
between the IL-4 and IL-13 genes, results in the diminu-
tion of Th2 cytokine production in T cells (218). Similarly, a
member of the TIM family of genes, also located on murine
chromosome 11, has been shown to confer susceptibility
to asthma in mice. Recent studies confirm an association
of variants in TIM-1 and susceptibility to asthma (219).
Although it is not currently known whether inheritance
of a single gene variant or a combination of genetic vari-
ants is required to drive Th2 cell commitment in atopic
individuals, considerable evidence is mounting to suggest
that genetic differences in factors important in Th2 cell
commitment may underlie susceptibility to development
of atopic disorders.

Altered Th1-Promoting Cytokines
in Atopic Disorders

Although Th2 cell polarization in atopic disorders can
clearly arise as a result of aberrant expression of the genes
important in Th2 differentiation, alterations in factors
controlling expansion of the opposing Th1 pathways may
also play an important role. In this regard, IL-12, a prod-
uct of monocytes and DCs, is a primary determinant of
T-cell differentiation to a Th1 pattern (220). Impaired IL-
12 production has been reported in each of the atopic dis-
orders (221,222). Furthermore, successful steroid treat-
ment was characterized by a significant increase in the
numbers of cells expressing IL-12 mRNA, whereas steroid
therapy in steroid-resistant patients did not result in an
increase in IL-12–expressing cells. Further support for
the importance of IL-12 in prevention of antigen-induced

allergic airway responses has been provided by the obser-
vation that blockade of endogenous production of IL-12
in naturally resistant murine strains (C3H/HeJ) renders
them susceptible to the development of allergen-induced
AHR and eosinophilic inflammation (223). Taken together,
these studies suggest that dysregulation of endogenous
IL-12 levels may be an important mechanism governing
the pathogenesis of allergic disorders.

The mechanisms that give rise to alterations in IL-12
production are unclear at the present time; however, sev-
eral possibilities exist, such as altered expression of the
genes encoding either one or both of the individual sub-
units of the functional cytokine, or alternations in path-
ways regulating IL-12 production in DCs. To date, sev-
eral studies have shown an association between IL-12B
(IL-12p40) promoter polymorphisms and allergic pheno-
types (224,225), whereas others do not (226). Alternatively,
the deficient production of IL-12 in atopic disorders may
occur as a result of altered regulation of DC IL-12 produc-
tion by mediators and cytokines, which either positively
(IFN-γ , C5a), or negatively (IL-4, PGE2, IL-10, C3a), reg-
ulate its production. Recent studies suggest that perhaps
complement components produced by cells in the mucosa,
such as epithelial cells, may regulate IL-12 production
(227). It is postulated that C5a and C3a play a reciprocal
role in regulating IL-12 production, with C5a inducing IL-
12 and C3a inhibiting its production (227). Interestingly,
allergens such as house dust mite contain proteases that
cleave both C5 and C3 into their active fragments, suggest-
ing that allergens may directly activate complement and
thereby regulate the type of immune response elicited at
the mucosal surface (13). Consistent with a potential role
for complement, several studies have now demonstrated
that animals deficient in either C3 or C3a do not develop
allergic airway responses and have reduced Th2 cytokine
production compared to wild-type mice (228,229). Con-
versely, lack of a functional C5 gene renders mice suscep-
tible to development of allergen-driven Th2 immune re-
sponses (230). Support for a role for complement in human
atopic diseases is provided by recent studies demonstrat-
ing enhanced expression of complement components in
airway tissues from asthmatics (228) and the association
of polymorphisms in complement genes, C5 (140,141), and
C3 (231,232), with asthma phenotypes.

Another member of the IL-12 family, IL-27, has been
shown to play an important role in the initiation of Th1
differentiation. In addition, IL-27 has been shown to regu-
late the Th2 differentiation factor, GATA-3. IL-27 consists
of two subunits, the Epstein–Barr virus–induced gene 3
(EBI3) and p28. The actions of IL-27 are mediated by the
WSX-1 receptor chain, which is highly expressed on CD4+

T lymphocytes and NK cells. IL-27/WSX-1 signaling has
been shown to inhibit allergen-driven airway hyperreac-
tivity and lung inflammation in mice (233). Moreover, a re-
cent study suggests that a polymorphism in the IL-27p28
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gene (G964A) is associated with susceptibility to asthma
(234). Taken together, these studies support the possibil-
ity that alterations in Th1-promoting pathways may con-
tribute to the aberrant Th2 polarization observed in atopic
disorders.

Altered Treg Cell–Promoting Cytokines in
Atopic Disorders

Several lines of evidence suggest that the production of
cytokines by DCs leading to Treg generation is altered in
atopic individuals. The DC cytokines that are known to reg-
ulate Treg differentiation are IL-10 and TGF-β. Although
altered levels of IL-10 have been observed in atopic disor-
ders, the relationship is not straightforward. For example,
there are conflicting reports about the levels of IL-10 in
atopic patients, with some studies demonstrating eleva-
tions in IL-10 levels in bronchial biopsies (235), PBMCs
(236), bronchoalveolar lavage fluids (237), and in the gut
mucosa of asthmatic patients (238), while others report di-
minished IL-10 production in sputum from asthmatic pa-
tients (239) and isolated T cells from children with asthma
or atopic dermatitis (240). Results from animal studies
show similar disparities. IL-10–knockout mice have been
shown to have both reduced allergic responses (241) as
well as enhanced responses to allergen challenge (242).
Investigators have suggested that the discrepancies in the
results of studies with IL-10–deficient mice may be de-
pendent on the genetic background of the strain (242).
In contrast, studies in which animals have been treated
with recombinant IL-10 (243) or overexpress the IL-10
gene (244) uniformly demonstrate that IL-10 suppresses
inflammation and decreases development of Th2-mediated
immune responses. Moreover, adoptive transfer of IL-10–
expressing DC cells induced tolerance to allergen expo-
sure (245). The variability in the results may reflect the
pleiotrophic actions of IL-10 during the course of allergic
reactions. IL-10 can clearly influence T-cell differentiation
through its inhibitory actions on IL-12 as well as its ability
to reduce antigen presentation to T cells by limiting class
II, CD80 and CD86 expression on APCs. IL-10 not only gen-
erates tolerance in T cells, it is a potent anti-inflammatory
cytokine, which can serve to dampen inflammation once
initiated (246). In this regard, it has been shown to re-
duce total and specific IgE production while increasing
protective IgG4 levels (247). The fact that steroids (248),
lactobacillus (249), and standard immunotherapy regimes
(250), all of which successfully resolve symptoms in atopic
diseases, induce IL-10 production suggests that perhaps
IL-10 is protective and that IL-10 production may be im-
paired in atopic individuals. Diminished IL-10 production
may lead both to loss of tolerance to environmental anti-
gens as well as an inability to control inflammation once
initiated. The elevations in IL-10 tissue levels observed
during challenge with allergens may reflect compensatory

mechanisms designed to suppress harmful inflammatory
responses. In this regard, genetic polymorphisms in the
promoter of the IL-10 gene (C to A change at position 571)
have been associated with asthma and elevated serum IgE
levels (251).

Another DC-derived factor that regulates Treg differen-
tiation is TGF-β. Although TGF-β is a pleiotrophic cy-
tokine, it has been shown to play an important role in
Treg differentiation and function. Specifically, it plays a
role in the conversion of naı̈ve CD4 T cells into the reg-
ulatory phenotype and has been reported to mediate the
cell contact–dependent suppressive activity of Treg (252).
Elemental to this conversion process is induction of ex-
pression of the forkhead transcription factor, Foxp3, in
CD4+CD25− T cells by TGF-β. Importantly, in a murine
asthma model, administration of these TGF-β–induced
suppressor T cells prevented house dust mite–induced al-
lergic responses (253). More recent studies show that the
induction of Treg suppressor function and FoxP3 expres-
sion by TGF-β is dependent on TGF-β ’s ability to enhance
CD80:CTLA-4 interactions on T cells. Consistent with an
important role for TGF-β in regulation of T-cell differenti-
ation, several studies (253), but not all (254), suggest that
SNPs in the TGF-β1 gene may be associated with atopic
and asthma phenotypes (255).

Several other mediators commonly present in inflamed
tissues regulate Treg function as well. These include the
arachidonic acid product prostaglandin D2 (PGD2) and
heme-oxygenase (HO-1). The mast-cell mediator, PGD2,
through stimulation of the DP1 receptor, has been shown
to enhance Treg function through inhibiting DC IL-12p70
and p40 expression (256,257) and increasing Foxp3+ CD4+

regulatory T cells that suppress inflammation in an IL-10–
dependent pathway (258). HO-1 enhances the secretion
of IL-10 and increases the percentage of Treg (259). Col-
lectively, these studies suggest that dysregulation of fac-
tors controlling Treg cell differentiation and/or function
may predispose to the development of deleterious Th2-
mediated allergic responses to environmental antigens.

Role of DCs in Secondary
Immune Responses

In addition to their contribution to the primary immune re-
sponse leading to sensitization, DCs are likely to contribute
to secondary immune responses in atopic individuals. Sev-
eral lines of evidence support the absolute requirement of
these cells in the secondary response, despite the previ-
ously held view that memory/effector T cells are less de-
pendent on costimulation and, in theory, respond to any
APC such as B cells, macrophages, and even eosinophils.
First, during secondary immune responses, both human
and rodent DC are rapidly recruited to mucosal surfaces
(134). Second, depletion of DC in allergen-primed mice
completely prevented the development of Th2-mediated
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allergic inflammation (260). Lastly, Hammad et al. (148)
showed that adoptive transfer of myeloid DCs into PBMC-
reconstituted hu-SCID mice boosted the production of
house dust mite–specific IgE, illustrating that DCs stim-
ulate memory Th2 cells to enhance secondary immune re-
sponses. These results provide strong evidence that DCs
play a pivotal role in the primary as well as secondary
response to allergens, although the mechanisms remain
obscure.

Dendritic cells may play a role in secondary immune re-
sponses via their surface expression of the high-affinity IgE
receptor. Indeed, CD1a+ airway DCs express the α chain
of the high-affinity IgE receptor. When allergen is recog-
nized via the FcεRI on DCs, it is very efficiently targeted to
the MHC class II–rich endocytic compartment, the site of
peptide loading onto MHC class II. It has been suggested
that the presence of IgE on DCs lowers the threshold for
allergen recognition, boosting the secondary immune re-
sponse by efficiently stimulating memory T cells. In sup-
port of this concept, Coyle et al. (261) showed that when
allergen-specific IgE was captured by a nonanaphylacto-
genic anti-IgE antibody in sensitized mice, the mice failed
to produce Th2 cytokines upon re-exposure to the sensi-
tizing allergen. This perpetuation of the allergic response
may indeed occur in atopic patients, in that the proportion
of DCs expressing the α subunit of the high-affinity IgE re-
ceptor is significantly increased in asthmatic and atopic
dermatitis patients compared to nonatopic controls (262).
This increase in FcεRI on DCs may also be the result of
higher endogenous levels of IL-4, a known modulator of
immunoglobulin Fc receptors.

Collectively, these studies suggest that altered DC func-
tion may underlie the propensity of atopic individuals to
mount Th2-biased immune responses to environmental
allergens. More detailed information regarding the exact
mechanisms awaits further study of DC biology.

TH2 CYTOKINE REGULATION OF
ALLERGIC INFLAMMATION

The dependence of the immunopathogenic consequences
of allergic immune responses on Th2 cells likely stems
from their pivotal role in regulating the primary effectors
of both the acute and late-phase reactions, namely, IgE and
eosinophils. In addition, as will be discussed in a later sec-
tion, Th2 cell-derived cytokines, themselves, also serve as
effector cells of the allergic response.

One of the major roles of IL-4 in allergic inflammation is
as the primary inducer of immunoglobulin-class switching
in B cells that leads to the synthesis and secretion of IgE
(263). The importance of IL-4 to IgE synthesis has been
demonstrated by the fact that neither IL-4– nor STAT6–
deficient mice produce IgE (208). The exact mechanisms
by which IL-4 regulates IgE class switching will be dis-

cussed later. IL-13 is also able to regulate IgE synthesis in
humans, but its role in IgE synthesis in mice is contro-
versial. The combination of IL-4’s effects on IgE synthesis
and mast-cell growth suggests a primary role for IL-4 in
the development of the early-phase response. As will be
discussed in greater detail in a later section, IgE activation
of mast cells leads to the synthesis and release of a num-
ber of inflammatory mediators that may contribute to the
vascular, smooth muscle, and mucus changes observed in
the early-phase response to allergen challenge.

Through their unique and overlapping actions IL-4,
IL-13, and IL-5 coordinately regulate the development, re-
cruitment, and activation of eosinophils. IL-4 and IL-13
have both been shown to contribute to the recruitment
of eosinophils into sites of inflammation, as evidenced by
the fact that inhibition of either IL-4 or IL-13 by antibody
blockade, or gene deletion eliminates allergen-driven in-
creases in tissue eosinophils (58,61). Conversely, overex-
pression of these cytokine genes in mice results in tissue
eosinophilia (51,264). Because IL-5 has been shown to be
the primary determinant of eosinophil differentiation, ac-
tivation, and survival, it plays a critical role in eosinophil
regulation in allergic responses. The importance of IL-5
in antigen-induced eosinophilia has been examined in nu-
merous animal studies (265). For example, blockade of
endogenous IL-5 levels in antigen-sensitized guinea pigs
(265) and in mice (49) has resulted in significant suppres-
sion of both BAL and tissue eosinophilia. More definitively,
mice in which the IL-5 gene has been disrupted do not
develop eosinophilic inflammation (50). Reconstitution of
these mice with IL-5 completely restored aeroallergen-
induced eosinophilia. Thus, through the coordinate reg-
ulation of IgE and eosinophilia, Th2 cytokines orches-
trate the elicitation phase of allergic immune responses.
In the next section we will discuss in more detail the steps
involved in IgE regulation.

REGULATION OF IGE SYNTHESIS

Ishizaka and colleagues purified immunoglobulin E in
1966 (4,266). IgE has the shortest half-life (2.5 days) of
all classes of immunoglobulins. In addition, it is present
in serum at levels considerably lower than those of other
immunoglobulin classes such as IgG. There is consider-
able heterogeneity in the levels of IgE among individu-
als. For example, levels of <100 ng/mL are observed in
most normals, whereas IgE levels can reach as high as
1,000 ng/mL in parasitized or atopic individuals. The high
variability in serum levels contrasts strikingly to other
immunoglobulin isotypes and suggests that tight control
of IgE may therefore be important to prevent the poten-
tially lethal consequences of IgE-mediated inflammation.
Indeed, synthesis of IgE and its receptor expression ap-
pear to be regulated by a series of steps involving both
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cell–cell contact with CD4+ Th2 cells and activation by
cytokines secreted by these cells. In this section we will
discuss our current knowledge of the complex steps in-
volved in regulation of IgE synthesis, and expression of its
receptors.

Isotype Class Switching to IgE Production

The production of IgE antibodies by B cells is triggered by
a complex series of secreted signals and cell surface inter-
actions, followed by molecular genetic rearrangements at
the immunoglobulin heavy-chain locus, IgH (Figure 43.4).
The first step in IgE production is the binding of allergen
to allergen-specific B cells via their membrane-bound im-
munoglobulin receptor (BCR). The B cells then internalize
and process the allergen, and present the processed aller-
gen to T cells as peptide fragments in association with
MHC class II molecules. The peptide–MHC II complex
is then recognized by the TCR on Th2 cells. Initially, all

B cells produce IgM antibodies. At this point, a VH(D)JH

cassette of sequences encoding the variable domain is im-
mediately adjacent to the Cμ exons, which encode the IgM-
constant regions at the 5′ end of the IgH locus. Farther
downstream in IgH are several widely spaced clusters of
exons. C regions encode the constant-region domains of
the IgG, IgE, and IgA heavy-chain isotypes. Upon stimula-
tion by cytokines, along with critical cell–cell interactions
with CD4+ T-cell surface accessory molecules, B cells can
change the isotype of the antibodies (or effector functions)
they produce while retaining their original antigenic speci-
ficity. This process requires that genomic DNA be spliced
and rejoined to move the VDJ elements from their location
proximal to Cμ to a position many kilobases downstream,
next to the C-region exons encoding the heavy chains of
other isotypes. A large amount of intervening DNA is ex-
cised and discarded in this irreversible process, and there-
fore the mechanism is referred to as deletional switch
recombination.

FIGURE 43.4 The regulation of IgE synthesis involves many sequential steps: (1) recognition
of antigen/MHC class II by the T-cell receptor; (2) TCR activation leads to the induction of CD40
ligand on the T cell, which is then recognized by CD40 on the B cell; (3) CD40/CD40L cognate
interaction leads to induction of CD80/CD86 on the B cell, which can then interact with CD28;
(4) the Th2 cell secretes IL-4 and IL-13; (5) IL-4 and IL-13 bind their cognate receptors on B
cells and result in activation of Stat6; (6) IL-4 and IL-13 signaling events result in initiation of
transcription at the Iε promotor and the production of immature germline ε transcripts; (7) the
CD40/CD40L interaction provides the necessary second signal required for recombination of the
germline locus; (8) transcription of mature ε transcripts from the rearranged locus followed by
translation and secretion of IgE.
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Isotype switching to IgE production requires two sig-
nals (267). The first signal is provided by the Th2 cytokines
IL-4 and IL-13 and is IgE isotype–specific. IL-4 and IL-13
stimulate transcription at the Cε gene locus, which con-
tains the exons encoding the constant-region domains of
the IgE ε heavy chain. This transcription is initiated at a
site upstream the ε switch region designated Iε. The sec-
ond signal is a B-cell–activating signal provided through
CD40/CD40L interactions. Together these interactions re-
sult in induction of the necessary deletional switch recom-
bination that brings into proximity all of the elements of a
functional ε heavy chain.

The first signal for IgE class switching is provided
by the T-cell–derived cytokines IL-4/IL-13. IL-4 induces
RNA transcription at the Cε locus via stimulation of STAT6
through binding the type I IL-4 receptor composed of the
IL-4Rα chain and the γ c chain. IL-13 has also been shown
to regulate IgE class switching in humans through bind-
ing the type II IL-4 receptor composed of the IL-4Rα and
IL-13Rα1 chains. However, there is considerable contro-
versy about the role of IL-13 in IgE class switching in
mice. Following either IL-4 or IL-13 binding to its respec-
tive receptor complex, JAK kinases phosphorylate tryro-
sine residues in the intracellular domains of the receptor
chains, providing docking sites for STAT6. These STAT6
molecules become phosphorylated and then form homo-
dimers that translocate to the nucleus. In the nucleus they
bind to specific sequences (TTCN(N)GAA) in the promoter

of IL-4/IL-13–responsive genes, including Iε. The impor-
tance of STAT6 in IL-4–induced isotype switching is sup-
ported by the fact that germline transcription and IgE class
switching are markedly impaired in STAT6-deficient mice
(268). Other transcription factors are also important in
induction of germline transcription of the Cε locus. The
importance of NF-κB for the induction of germline tran-
scripts has been recently confirmed by the finding that ex-
pression of germline transcripts for Cε are severely dimin-
ished in NF-κB p50 knockout mice (269).

IL-4– and/or IL-13–induced transcription factor bind-
ing to the Cε locus results in germline transcription of
the Cε locus (Figure 43.5). Germline transcripts originate
from a 5′ promoter of the Iε exon, which is located just
upstream of the 4 Cε exons. IL-4 induces the appearance
of 1.7- to 1.9-kb germline Cε transcripts that contain an Iε
exon, located 2 kb upstream of Sε, spliced to the Cε1 to
Cε4 exons. After processing, the mature germline mRNA’s
include the 140-bp Iε exon and exons Cε1 to Cε4. These
transcripts have been referred to as sterile, because of the
presence of stop codons in each of the three reading frames
of Iε . However, it is the process of transcription itself that
appears to facilitate the deletional switch recombination
event. For example, Harriman et al. (270) analyzed IgA
switching using mice retaining a normal Iα promoter in
which the Iα exon was replaced by an HPRT minigene, and
found that switching can occur to the locus despite the ab-
sence of complete Iα-containing transcripts. This has been
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FIGURE 43.5 Schematic representation of the
molecular steps involved in IgE class switching. In
naı̈ve resting B cells, the VDJ sequences encoding the
variable region are located at the 5′ end of the Ig lo-
cus. After stimulation by IL-4 or IL-13, transcription
is initiated at the Iε promotor to produce ε germline
transcripts. Sε RNA remains hybridized to the Sε
DNA, forming an RNA–DNA hybrid structure, called
an R loop. The R loop serves as a substrate for nu-
cleases that result in double-stranded DNA breaks.
Switch recombination and joining is dependent on
a second signal provided by the CD40/CD40L inter-
action. This process results in the formation of an
episomal excision circle that is eventually lost during
cell division.
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demonstrated at the Cε locus in that switch recombination
occurred at the Cε locus when the Iε exon and promoter
were intact but Cε exons were absent (271).

The second signal for IgE class switching is dependent
on cell-to-cell contact between T and B cells. Specifically,
the interaction between CD40 on the surface of B cells
with CD40L on the T-cell surface is critical to drive the IgE
switch to completion and lead to IgE production. CD40
is a 50-kDa surface glycoprotein that is constitutively ex-
pressed on all human B lymphocytes. CD40L is transiently
induced on T cells after stimulation of the T-cell receptor
by antigen/MHC complexes. Binding of newly expressed
CD40L with CD40 on B cells provides the second signal
for induction of deletional switch recombination to IgE.

Several lines of evidence support a critical role for
CD40/CD40L interactions in isotype switching. First, it had
been shown by numerous groups that isotype switching
requires the presence of and contact with T cells. After an
extensive search for the T-cell contact signal, it was dis-
covered that CD40/CD40L interactions were responsible
for the T-cell dependency of this process. Proof of this was
provided by the observation that activation of CD40L could
completely substitute for T-cell help (272). Furthermore, a
soluble form of CD40 inhibits its interactions with CD40L,
blocking IL-4–driven IgE synthesis in human B cells (273).
Lastly, genetic deficiencies in CD40L or CD40 in humans
and mice, respectively, disrupt IgE synthesis. In humans,
CD40L is encoded on the X chromosome, and individu-
als with the X-linked hyper-IgM syndrome are deficient in
CD40L. Their B cells are unable to produce IgG, IgA, or
IgE (274). Similarly, mice that are deficient in either the
CD40L or CD40 genes have the same defect in antibody
production (275,276).

CD40/CD40L interactions are thought to provide a sec-
ond signal via stimulation of a number of signaling path-
ways that likely synergize with those initiated by IL-4 and
IL-13 to achieve e-germline transcription. Specifically, af-
ter interaction with CD40L on the B-cell surface, CD40
aggregation triggers signal tranduction through four in-
tracellular proteins, which belong to the family of TNF
receptor–associated factors (TRAFs). TRAFs 2, 5, 6 are
known to associate with the intracytoplasmic domain of
CD40 after its multimerization by interaction with CD40L.
TRAF-2, TRAF-5, and TRAF-6 promote the dissociation of
NF-κB from its inhibitor, IκB. In turn, NF-κB can syner-
gize with STAT6 induced by IL-4/IL-13 signaling to activate
the Iε promoter, as described previously. In addition to trig-
gering TRAF associations, engagement of CD40 activates
protein tyrosine kinases (PTKs), such as JAK kinases.

Another mechanism by which cytokine and CD40L ac-
tivation may induce class switching is via induction of ex-
pression of proteins required in deletional recombination.
Specifically, both cytokine and CD40L induction of class
switching have been shown to require the synthesis of new
proteins. One of these proteins has been recently identi-

fied as activation-induced cytidine deaminase (AID) (277).
AID is expressed in activated B cells and in germinal cen-
ters of lymph nodes. Mice that are deficient in AID have a
dramatic impairment in isotype switching, with elevated
IgM levels and low or absent IgE, IgG, and IgA isotypes
(278). Interestingly, a rare autosomal form of hyper-IgM
syndrome has now been attributed to mutations in this
gene (279). Although these studies suggest that this protein
is critical to isotype switching, the mechanisms by which
it participates in switch recombination remain obscure at
present. AID has homology to the RNA editing enzyme
APOBEC, which modifies specific sites in ApoB precursor
RNA to give rise to a transcript encoding the functional
apoB48 protein. AID might execute a similar RNA-editing
function in B cells, processing pre-RNA–encoding proteins
involved in the mechanisms of switch recombination and
hypermutation. Alternatively, AID might mediate the con-
struction of ribozymes, complex RNA structures with nu-
clease activity, or it could act directly on DNA substrates
in the heavy-chain locus. Currently, the weight of evidence
favors the action of AID as a DNA-editing enzyme.

Deletional Switch Recombination

Following the delivery of both IL-4 and CD40/CD40L sig-
nals, deletional switch recombination occurs through a se-
ries of molecular events that are not yet fully understood
(271,280). However, the current data are consistent with a
model in which IL-4/IL-13–driven transcription originat-
ing at the Iε promoter alters the ε heavy-chain locus in a
way that permits isotype switch recombination. However,
because the ε-germline transcripts do not encode a func-
tional protein, their precise role in isotype switching has
long eluded investigators. Recently a number of reports
have begun to shed light on this subject. It appears that
germline transcripts participate in the assembly of com-
plex DNA–RNA hybrid structures, which then target nucle-
ases to the ε locus for the initial DNA cleavage in the cut-
and-paste reaction of deletional switch recombination. In
deletional switch recombination at the ε locus, DNA cleav-
age and ligation are carried out within the switch (Sε) cas-
sette, which contains repeats of GAGCT and GGGGT and
is located between the Iε and Cε exons. ε-Germline tran-
scripts, originating at the Iε promoter, pass through the
Sε region and then on into the Cε exons. Transcription
experiments have shown that the S region–encoding RNA
does not separate from its genomic template but rather
remains associated to form a DNA–RNA hybrid. Another
group has shown that these hybrids create R loops, in
which the S transcript hybridizes to the template DNA,
leaving the opposite strand as single-stranded DNA. Two
endogenous excision-repair nucleases, XPF-ERCC1 and
XPG, previously known to target duplex single-strand junc-
tions, have been shown to be capable of cleaving these R
loops. These new observations have given rise to a model
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in which R loops formed by the association of Sε RNA with
its Sε genomic template serve as substrates for nucleases
that generate double-strand DNA breaks in the first step
of deletional switching. In later steps, these breaks can be
annealed by DNA end joining to analogous breaks in Sμ, lo-
cated between VH(D)JH and the Cμ exons. This rearrange-
ment brings the VH(D)JH segments encoding the antigen-
binding site into the immediate proximity of the Cε exons
encoding the constant domains. The product of this recom-
bination is the de novo generation of a complete multiexon
gene that can be transcribed as a single message encoding
the full ε heavy chain. Although these new reports estab-
lish the existence of R loops and demonstrate that these
two nucleases can cleave these structures, it has not been
definitively shown that these enzymes are the nucleases
relevant to the deletional isotype switch mechanism. The
specific nucleases used by B cells still need to be identified.
These proteins may be constitutively expressed in B cells,
but, as discussed previously, proteins such as AID may be
induced as a result of either IL-4/IL-13 or CD40/CD40L
interactions.

Negative Regulation of IgE Synthesis

Several cytokines, including TGF-β, IFN-α, and IFN-γ , can
inhibit IL-4-dependent IgE synthesis in both mice (281)
and humans (282). IFN-γ suppresses the expression of
ε-germline transcripts in murine B cells stimulated with
IL-4 and LPS. IFN-γ may affect recombination events
without affecting the expression of ε-germline transcripts.
Other agents, including IL-12 (283) and IL-10 (247), have
been reported to inhibit IgE while enhancing IgG4 (283).
Interestingly, the Th2 cytokine IL-21 has recently been
shown to inhibit IgE isotype class switching and IgE+ cell
clonal expansion (284). Although the exact mechanism by
which IL-21 regulates IgE production is not entirely un-
derstood, it is thought that IL-21 directly antagonizes IL-4
and LPS-induced Iε switch recombination (285). Because
IL-21 does not alter proliferation or STAT6 phosphoryla-
tion of murine B cells in response to IL-4, the mechanism
is unknown. Another mechanism of regulation of IgE is
through the competition with IL-4–driven IgG4-blocking
antibodies. IgE-mediated hypersensitivity reactions are
rare in patients with chronic helminth infections, even
though FcεRI-bearing cells are sensitized with antiparasite
IgE. The inhibition of allergic reactivity is due mainly to
IgG4-blocking antibodies, as evidenced by the fact that the
depletion of IgG4 specifically removes the blocking activ-
ity from the sera of microfilaremic patients. IgG4-blocking
activity has also been detected in patients receiving im-
munotherapy for insect venom (286) and house dust mite
hypersensitivity (287). Blocking IgG4 competes with cell-
bound IgE for allergen binding. Because the IgG4 molecule
is functionally monovalent, does not fix complement, and
binds weakly to Fcγ receptors, antigen binding to IgG4 has

no harmful consequences. However, competition between
IgG4 and IgE can occur only if the two antibody isotypes
have at least in part the same antigen specificity. A molecu-
lar mechanism for this overlap in specificity was provided
by the demonstration that isotype switching can occur se-
quentially from IgM to IgE through IgG4. This has been
formally demonstrated, in that IgG antibody in mice can
completely suppress IgE-mediated anaphylaxis (288).

IgE Receptors

The two major Fc receptors for IgE are called FcεRI and
FcεRII (CD23) (289). They are distinguished by their struc-
ture and their relative affinities for IgE. The high-affinity
IgE receptor FcεRI binds monomeric IgE with an affin-
ity constant of 1010 M−1, whereas CD23 binds with a
much lower affinity (108 M−1). The high-affinity receptors
are constitutively expressed at high levels on mast cells
and basophils. They are also found, albeit at lower levels,
on peripheral blood dendritic cells, monocytes, and hu-
man Langerhans cells. The low-affinity receptor is also ex-
pressed on a wide variety of cells, including B cells, T cells,
Langerhans cells, monocytes, macrophages, platelets, and
eosinophils.

FcεRI-Mediated Signal Transduction

The FcεRI is a member of the multisubunit immune re-
sponse receptor (MIRR) family of cell surface receptors
that lack intrinsic enzymatic activity but transduce intra-
cellular signals through association with cytoplasmic tyro-
sine kinases (289). In rodents, FcεRI is expressed on mast
cells and basophils as a heterotetramer consisting of a sin-
gle IgE-binding α subunit, a β subunit, and two disulfide-
linked γ subunits. The α chain consists of two extracellular
Ig-like loops, a single transmembrane region containing
an aspartic acid residue, and a short cytoplasmic domain
that lacks signal transduction motifs. The charged amino
acid within the transmembrane domain mediates the as-
sociation of the α subunit with the signaling component of
the γ subunit. The β subunit consists of four membrane-
spanning domains and a cytoplasmic tail capable of trans-
ducing intracellular signals that amplify γ -mediated sig-
naling events. In rodents, all three subunits are required
for the cell surface expression of FcεRI (289,290). In con-
trast, in humans the receptor can be expressed as two dif-
ferent isoforms, a tetramer (α,β,γ 2) or a trimer (αγ 2).
The tetrameric complex (αβγ 2) is expressed on mast cells
and basophils, whereas the trimer is expressed on Langer-
hans cells, dendritic cells, monocytes and macrophages,
and eosinophils.

FcεRI signaling occurs upon IgE binding to the recep-
tor. This requires two sequential events: (a) binding of IgE
antibody to the FcεRI and (b) crosslinking of IgE antibody
by bivalent or multivalent antigen. Crosslinking of the
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receptor initiates a coordinated sequence of biochem-
ical and morphologic events that result in: (a) exocy-
tosis of secretory granules containing histamine and
other performed mediators; (b) synthesis and secretion of
newly formed lipid mediators, such as prostaglandins and
leukotrienes; and (c) synthesis and secretion of cytokines.
Although the exact signaling pathways governing each of
these functions are not known, the following model has
been proposed. The β and γ subunits each contain a con-
served immunoreceptor tyrosine-based activation motif
(ITAM) within their cytoplasmic tails that is rapidly phos-
phorylated on tyrosine after FcεRI aggregation (290,291).
Tyrosine phosphorylation of the β and γ ITAMs is medi-
ated by Lyn, which is constitutively associated with the
β subunit and activated after antigen-mediated FcεRI ag-
gregation. FcεRI crosslinking leads to recruitment and ac-
tivation of the tyrosine kinase Syk, which binds to the
tyrosine-phosphorylated γ ITAMS through its tandem SH2
domains (289). Recruitment of Syk occurs upstream of
several signal transduction pathways. The importance of
Syk is demonstrated by using Syk-deficient mast cells,
which fail to degranulate, synthesize leukotrienes, and se-
crete cytokines after FcεRI stimulation (292). Ultimately,
this pathway leads to the activation of MAP kinases, and
activation of PKC pathways. PKC pathways are thought
to be important in exocytosis and granule-content release
and gene expression. Activation of MAP kinases also reg-
ulates the enzymatic activity of PLA2, leading to genera-
tion of a variety of lipid mediators (PAF, PGD2, and LTC4).
Antigen-mediated aggregation of FcεRI also stimulates
the recruitment and activation of p21ras, which has been
implicated in FcεRI-induced cytokine transcription and
secretion (289).

Regulation of FcεRI Surface Expression

Although the expression of FcεRI on the surface of mast
cells appears to occur early in their differentiation and/or
maturation in vivo, the levels are known to be regulated by
several factors postmaturation. Studies in both mice and
humans have revealed that the levels of FcεRI on mast
cells can be regulated by IgE itself as well as by Th2 cy-
tokines. Indeed, atopic individuals with high serum IgE
levels show markedly upregulated mast cell and basophil
FcεRI levels (293,294). Moreover, anti-IgE treatment of
atopic individuals results in downregulation of FcεRI ex-
pression on human basophils (295). Further evidence is
provided by murine studies in which IgE-deficient mice
exhibit dramatically reduced levels of receptors on mast
cells and basophils. Because IgE-deficient mice still ex-
press receptors, albeit at lower levels, other mechanisms
of regulation are thought to exist. In fact, cytokines such
as IL-4 and IL-13 have been shown to upregulate FcεRIα
expression on mast cells, basophils, and monocytes.
Glucocorticoids have been shown to inhibit IL-4– and

IL-13–induced upregulation of the FcεRIα chain on mono-
cytes (296). Together these results suggest that, through
a multistep positive feedback process, Th2 cytokines en-
hance both the production of IgE and the expression of
its receptor, which lead to further mast-cell activation and
release of Th2 cytokines in the local microenvironment,
serving to perpetuate the allergic response.

Mast-cell activation is subject to negative regulation by
a growing family of structurally and functionally related
inhibitory receptors. These include Fcγ RIIB, CTLA4, killer
cell inhibitory receptors (KIRs), and gp49b1 on mast cells.
Indeed, gp45b1-deficient mice exhibit more severe anaphy-
lactic reactions than their normal counterparts (297). Each
of these receptors possesses an immunoreceptor tyrosine-
based inhibitory motif (ITIM). Coaggregation of FcεRI and
these inhibitory receptors on the surface of mast cells re-
sults in inhibition of FcεRI-induced mast-cell activation
(298,299). In general, inhibitory receptors are thought to
inhibit the actions of activation receptors containing ITAM
motifs by recruiting phosphatases through an immunore-
ceptor tyrosine-based inhibition motif (ITIM) (300).

FcεRII (CD23)

In humans, CD23 (FcεRII, B-cell differentiation antigen) is
a Ca2+-dependent C-type lectin of 45 kDa. It has wide dis-
tribution among hematopoietic and structural cells and
exists in two forms, CD23a, and CD23b, resulting from
alternative splicing at the N terminus and differing by
five amino acids in the cytoplasmic domain. The isoforms
of CD23 are found on B cells; one is constitutively ex-
pressed (CD23a), whereas the other form, CD23b, is in-
duced by factors such as IL-4 (301) and CD40L in conjunc-
tion with IL-4. CD23b is also found on non-B cells such
as T cells, Langerhans cells, monocytes, macrophages,
platelets, and eosinophils (302,303) and mediates different
biologic functions. The b form has been shown to be asso-
ciated with phagocytosis of soluble IgE complexes, while
the a form is associated with endocytosis of IgE-coated
particules (304).

Structurally, CD23 presents a single membrane-
spanning domain followed by an extracellular domain that
consists of three regions: the α-helical coiled-coil stalk re-
gion, which mediates the formation of trimers, followed
by the lectin head, which binds IgE, and at the C termi-
nus a short tail containing an inverse RGD sequence, a
common recognition site of integrins (305,306). CD23 is
cleaved at the membrane to yield a series of soluble frag-
ments. sCD23s of varying molecular weights arise by an
autocatalytic process involving matrix metalloproteinase
cleavage of membrane-bound CD23. The endogenous pro-
teases that participate in CD23 shedding have not been
identified. However, interestingly, Der p 1, the major house
dust mite antigen, has been shown to selectively cleave
CD23 and to promote IgE synthesis (16). CD23 expression
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is upregulated by several factors, including by its ligand,
IgE (307), and by IL-4 (301). On the other hand, IFN-γ
counteracts the inducing effect of IL-4 on CD23 expres-
sion.

CD23 is thought to mediate a number of effects, includ-
ing regulation of IgE synthesis, antigen presentation, pro-
liferation and differentiation of B cells, and activation of
monocytes, effects that can be ascribed to the membrane
and soluble forms of CD23 (306,308). Binding of IgE to
the membrane-bound form of the receptor transduces an
inhibitory signal that prevents further IgE synthesis (309).
In contrast, the soluble forms described previously upreg-
ulate IgE production, and their release has been found to
be inhibited by IgE binding (310). Soluble CD23 also li-
gates CD11b/CD11c to promote release of proinflamma-
tory mediators such as IL-1β, IL-6, and TNF-α (311).

CD23 expression on B cells and monocytes and sCD23
production is markedly increased in allergic disorders
(33,312,313). Moreover, reduction of allergen-induced
CD23 expression on B cells has been observed after suc-
cessful desensitization therapy (314). Dysregulation of the
CD23 pathway in atopic patients might be part of their
propensity to develop IgE antibodies and of an enhance-
ment of the inflammatory reaction, through the action
of sCD23 as well as through IgE-dependent triggering of
CD23 on non–B cells.

EFFECTOR CELLS OF THE
ALLERGIC RESPONSE

Overview

Once a genetically susceptible individual is sensitized to a
given allergen and IgE antibody has been formed, subse-
quent exposure to allergens readily induces the manifesta-
tions of atopic disease. Although these responses are gen-
erally a continium, they have been categorized into three
types based on their temporal sequence: (a) acute or imme-
diate responses, (b) late-phase reactions, and (c) chronic
allergic inflammation.

Exposure of a sensitized individual to allergens results
in immediate reactions, the characteristics of which de-
pend on the site of entry of the allergen. In the nasal
mucosa, allergen provocation of sensitized individuals re-
sults in sneezing, itching, and nasal discharge. Acute aller-
gic reactions, elicited in the skin at the sites of allergen
injection, are characterized by intense itching, redness,
and edema. In asthmatic patients subjected to allergen in-
halation, these mediators rapidly elicit bronchial mucosa
edema, mucus production, and smooth muscle constric-
tion. Acute or immediate responses are thought to be due
to the release of preformed mediators released by antigen
interaction with Fc receptors and IgE on IgE-bearing cells
(mast cells and basophils). The release of mast-cell prod-

ucts produces multiple local effects, including enhanced
local vascular permeability (leading to leakage of plasma
proteins, including fibrogen, resulting in local deposition
of cross-linked fibrin and tissue swelling), increased cu-
taneous blood flow, with intravascular fluid from post-
capillary venules, producing erythema), and other effects,
such as itching, due to the stimulation of cutaneous sen-
sory nerves by histamine. Typically, these reactions are de-
tectable within a few minutes of allergen challenge, reach
a maximum in 30 to 60 minutes, then rapidly wane.

In many individuals the acute phase is followed by what
has been termed a late-phase reaction (LPR) that occurs
within 6 to 48 hours after allergen exposure and can per-
sist for several days in the absence of therapy. The char-
acteristic signs and symptoms of late-phase reactions are
reddening and swelling of the skin, sneezing and nasal dis-
charge, and wheezing and cough upon lower-airway chal-
lenge. Late-phase reactions are thought to occur as a re-
sult of recruitment of circulating leukocytes to the site
of allergen exposure following antigen presentation to T
cells. Both eosinophils and T cells are assumed to medi-
ate the late-phase response. However, mast cells may also
contribute to the late-phase response. The importance of
leukocyte recruitment is supported by the fact that a vari-
ety of treatments, which are associated with a reduction in
leukocyte recruitment that is elicited at sites of LPRs, can
also reduce the signs and symptoms of these responses.

In naturally occurring allergic diseases, patients typi-
cally experience repeated exposure to the offending aller-
gens over a period of weeks to years. Although the specific
features of pathology of each of these diseases vary ac-
cording to the anatomic site affected, it has been generally
recognized that the structural changes that occur in each
tissue are due to the persistence of inflammation. These tis-
sue changes range from thickened skin and fibrotic papules
to extensive remodeling of the airway wall with smooth
muscle hypertrophy, subepithelial fibrosis, and mucus cell
hypertrophy. In each case, these structural changes are as-
sociated with significant alterations in their function.

Development of Mast Cells and Basophils

History and Overview

Mast cells and basophils were discovered by Paul Ehrlich
in the late 1800s, based on staining of their cytoplasmic
granules with aniline and basophilic dyes, respectively
(315). It was once thought that basophils might be cir-
culating precursors of mast cells or that mast cells were
“tissue basophils,” but current evidence suggest that they
are indeed distinct cell types. Although these cell types
have unique functions and release a unique profile of me-
diators, they also produce an overlapping array of media-
tors that are known to contribute to the allergic diathesis.
It is hypothesized that IgE produced by allergen-reactive
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B cells binds to FcεR receptors present on the surface
of mast cells and basophils, and that when challenged
with allergen, these cells release vasoactive mediators as
well as chemotactic factors and cytokines that promote
leukocyte infiltration and exacerbate the inflammatory re-
sponse. Through the production and release of these proin-
flammatory molecules, mast cells and basophils set into
motion a series of events that result in immediate re-
sponses to allergens in the skin, lungs, and nose of atopic
individuals and may also contribute to the late-phase
response.

Basophils

Basophils are a small population of peripheral blood leuko-
cytes containing cytoplasmic granules that stain with ba-
sophilic dyes. They typically exhibit a segmented nu-
cleus with marked condensation of nuclear chromatin
and contain round or oval cytoplasmic granules. Ba-
sophils are thought to arise from pluripotent CD34+

progenitors found in cord blood, peripheral blood, and
bone marrow. They have been suggested to evolve from
CD34+/IL-3Rα+/IL-5+ eosinophil/basophil progenitors, as
supported by the occurrence of granulocytes with a hybrid
eosinophil/basophil phenotype in patients with chronic or
acute myelogenous leukemia or in cell culture (316–318).
Unlike mast cells, basophils differentiate and mature in the
bone marrow and then circulate in the blood, where they
constitute <1% of circulating leukocytes. IL-3 appears to
be an important developmental factor for basophils (319),
although many other growth factors, such as IL-5, GM-
CSF, TGF-α, and nerve growth factor, likely influence their
development (320–322). Like mast cells, basophils possess
high-affinity IgE receptors (FcεR1) that are cross-linked
upon engagement of receptor-bound IgE with correspond-
ing antigens, resulting in release of a number of mediators
that are in part common for both cell types.

The study of basophil biology has been severely ham-
pered by the lack of specific markers for detection of ba-
sophils in tissues and the inability to isolate significant
numbers of these cells from peripheral blood. Participa-
tion of basophils in allergic reactions has traditionally been
documented by indirect means, such as by determining the
pattern of mast-cell– or basophil–specific mediators such
as histamine (derived from both), PGD2 (mast cells only),
and LTC4 (primarily from basophils). Despite the difficul-
ties in studying basophils, recent studies suggest that they
rapidly produce large amounts of the immunoregulatory
cytokines IL-4 and IL-13 and constitutively express CD40L
and CCR3 on their surface. These findings, taken together
with the demonstration that they are rapidly recruited to
the skin (323), lung (324), and nose (325) after allergen
challenge, suggests that these cells likely play an important
role in allergic diseases. However, because much more is
known about the role of mast cells in the immune response,

we will confine our discussion to mast cells except where
specific information about basophils is available.

Mast Cells

Mast cells typically appear as round or elongated cells
with a nonsegmented or occasionally bi- or multinucleated
nucleus. Their intracellular granules stain purple when
stained with aniline blue dyes. This change in color rep-
resents the interaction of the dyes with the highly acidic
heparin contained in the mast-cell granules. Mast cells, like
other granulocytes, are derived from CD34+ hematopoi-
etic progenitor cells; however, they are distinct from other
granulocytes in that they mature in the periphery. Several
lines of evidence suggest that interactions between the ty-
rosine kinase receptor c-kit, which is expressed on the sur-
face of mast cells, and the c-kit ligand, stem cell factor
(SCF), are essential for normal mast-cell development and
survival. For example, mice with mutations that result in
either markedly impaired c-kit function or a reduction in
c-kit virtually lack mast cells. Reconstitution with rSCF
can induce mast-cell hyperplasia in vivo in mice, rats, pri-
mates, and humans (326).

Mast cells are distributed throughout normal connec-
tive tissues, where they often lie adjacent to blood and
lymphatic vessels, near or within nerves, beneath epithe-
lial surfaces that are exposed to the external environment,
such as those of the respiratory tract, GI tract, and skin
(Figure 43.6). At these locations they are ideally situated
to encounter foreign antigens and to release their prod-
ucts in close proximity to their respective target cells (i.e.,
epithelial cells, vascular endothelium, smooth muscle, and
fibroblasts). In humans and mice, the number of mast cells
in a tissue varies markedly, depending on the anatomic site
and the immunologic status of the host.

The mast-cell population is composed of a heteroge-
neous group of cells with respect to their structure and
function (327). On the basis of their content of neutral
serine proteases, they had previously been divided into
two phenotypes. One subset, designated MCTC, contains
tryptase, chymase, cathespsin G, and carboxypeptidase,
whereas the other phenotype, designated MCT, contains
only tryptase. MCTC is found predominantly in skin and at
subepithelial locations in the bronchial, nasal, and GI mu-
cosa, whereas the MCT is located predominantly in alveo-
lar walls, intestinal epithelium, and in airway epithelium in
patients with allergic disease. However, more recent stud-
ies in both humans and animal models suggest that mast
cells in different anatomic sites and even within a single
site can vary in several aspects of their phenotype, includ-
ing morphology, responsiveness to various stimuli, and
activation and mediator content.

The tissue levels of mast cells and their specific phe-
notypes are likely controlled by a complex interplay be-
tween SCF, other growth factors, and cytokines. SCF is
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FIGURE 43.6 Mast cells are produced in the bone marrow and released into the circulation as
immature precursors. They mature in tissues under the influence of stem cell factor, SCF, IL-3,
IL-4, and IL-9. Once activated by either antigen crosslinking of surface IgE or via a variety of
other factors (TLR ligands, proteases, C5a, IL-3, hyperosmolarity, adenosine, RANTES), mast cells
degranulate and release a variety of mediators, including vasoactive and bronchoactive mediators
(histamine, LTC4, PGD2, proteases), chemokines (MCP-1, MIP-1α, MIP-1β, RANTES), cytokines
(IL-9, IL-13, IL-5, TNF-α), and growth factors (TGF-β and FGF). Through the release of this vast
array of mediators, mast cells induce many features of the early-phase allergic response, including
enhanced vascular and epithelial permeability, mucus secretion, and airway hyperresponsiveness.
They also contribute to the late-phase allergic response via the recruitment and activation of a
number of inflammatory cells, including neutrophils, eosinophils, T cells, and B cells. Through the
activation of inflammatory cells as well as direct effects on mucosal cells, mast cells also contribute
to the remodeling (goblet cell metaplasia, tissue fibrosis, and smooth muscle hypertrophy) of
mucosal tissues observed in chronic statges of the allergic response.

necessary to elicit the c-kit–mediated signaling that en-
sures the expansion of cells of the mast-cell lineage,
whereas the development of different phenotypes appears
to be determined by their responsiveness to signals from T
cells. Specifically MCT-cell expansion appears to be T-cell–
dependent, whereas expansion of the MCTC population is
T-cell–independent. This contention is supported by the
fact that humans with T-cell deficiencies have a lack of in-
traepithelial intestinal mast cells, while maintaining sub-
mucosal mast-cell populations (328). Similarly, athymic
mice lack intraepithelial cells and are unable to expand this
population in the GI tract in response to helminthic infec-
tions (329). IL-3, IL-4, and IL-9, in particular, are among
the T-cell–derived cytokines known to influence mast-cell

development and phenotypic characteristics. A role for
IL-3 in mast-cell hyperplasia has been demonstrated in in-
testinal helminthic infections in which IL-3 depletion in-
hibits the intraepithelial mast cell hyperplasia normally
observed in the jejunum of infected mice (330). A sim-
ilar case can be made for IL-9, because IL-9 transgenic
mice spontaneously develop intraepithelial mast-cell hy-
perplasia in the jejunum (331). The action of IL-9 can be
blocked by depletion of SCF. Moreover, IL-9 and IL-10
reversibly induce MMCP-1 and MMCP-2 expression in
mast cells through transcript stabilization, suggesting that
T-cell–derived cytokines can influence the spectrum of me-
diators produced by a given mast cell. Taken together,
these studies suggest that the regulation of mast-cell
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phenotype in the microenvironment is dynamic and that
T-cell–derived cytokines are major determinants of the
numbers, distribution, and phenotype of mast cells in
tissues.

Mast-Cell–Derived Mediators

Mast cells and basophils release a wide array of potent
biologically active mediators that have both unique and
overlapping activities on various target cells (Table 43.5).
Some of these products are stored preformed in the cyto-
plasmic granules, whereas others are synthesized upon ac-
tivation of the cell by IgE-dependent processes or non–IgE-
dependent stimuli. These mediators can be categorized
into three main groups: (a) preformed secretory granule–
associated mediators, (b) lipid-derived mediators, and
(c) cytokines.

Preformed Mediators

The secretory granules of human mast cells contain a
crystalline complex of preformed inflammatory mediators
bound ionically to a matrix of proteoglycan. When mast-
cell activation occurs, the granules swell and lose their
crystalline nature and the individual mediators are re-
leased by exocytosis. The mediators stored in mast cells
include histamine, proteoglycans, serine proteases, car-
boxypeptidase A, and small amounts of sulphatases. In

mouse and rat mast cells, the granules also contain sero-
tonin (332–334).

The mediator most associated with the mast cell is his-
tamine. Histamine is a biogenic amine formed in mast
cells and basophils by the decarboxylation of histidine. It
is present in the granules at approximately 100 mmol/L or
1 pg/cell. Histamine has many potent activities which are
pertinent to the early phase of the allergic response, includ-
ing vasodilatation, increased vasopermeability, smooth
muscle contraction, and increased mucus production. His-
tamine exerts its biologic and pathologic effects via spe-
cific receptors on various cells such as smooth muscle,
endothelial cells, and nerves. At least three types of his-
tamine receptors have been identified: H1, H2, and H3.
Histamine is very rapidly metabolized, with a half-life of
about 1 minute, by histamine N-methyltransferase and his-
taminase. Increased levels of histamine have been found
in BAL fluids of asthmatic, atopic dermatitis, and aller-
gic rhinitis patients (335). Interestingly, although antihis-
tamines inhibit the immediate allergic responses, they do
not seem to inhibit late-phase responses.

Heparin is the predominant proteoglycan in human
mast cells. It constitutes about 75% of the total. The re-
mainder is comprised of chondroitin sulfhates. The pro-
teoglycan is the storage matrix inside the granule, and
the acid sulfate groups of the glycosaminoglycans pro-
vide binding sites for the other preformed mediators. Pro-
teoglycans also have anticoagulant, anticomplement, and

◗ TABLE 43.5 Products of Mast Cells and Basophils

Mediators Actions

Preformed mediators

Histamine Increase vascular permeability, smooth muscle contraction
Neutral proteases

Tryptase, chymase Physiologic function uncertain (different mast-cell populations express diffrent combinations of proteases)
Cathepsin G
Carboxypeptidase

Lipid mediators

PGD2 Smooth muscle contraction
LTC4 Increase vascular Permeability, smooth muscle constration, increase mucus production
LTB4 Neutrophil chemotaxis
TXA2 Vasoconstrictor, platelet aggregation, smooth muscle constraction
PAF Vasoconstrictor, platelet aggregation, smooth muscle constraction, chemotactic for neutrophils and eosinophils

Cytokines

TNF-α,IL-6,IL-8,IL-1α Numerous proinflammatory action
IL-4,IL-13 Switch factor for Ige, VCAM-1 expression
IL-5 Regulation of eosinophils

Chemokines

MIP-1α,MCP-1,
MIP-1B, RANTES

Chemotactic for monocyte/macrophages

Growth factors

FGP, VEGF Include growth of fibroblasts and endothelial cells, respectively

PGD2, prostaglandin D2; LTC4, leukotrene C4; PAF, plalelet-activating factor; FGP, fibroblast growth factor;
VEGF, vascular endothelial growth factor.
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antikallikrein effects. In addition to regulating the kinetics
of release of mediators from the granule matrices, proteo-
glycans can also regulate the activity of some of the asso-
ciated mediators.

The major mast-cell protease, which is present in all
types of mast cells, is tryptase. Tryptase is a serine pro-
tease, and it is stored fully active in the granule. There
are two distinct forms of tryptase with 90% amino acid
sequence homology: α-tryptase and β-tryptase (336,337).
The β-tryptase form is a useful clinical biomarker for ana-
phylaxis. Tryptase levels measured within 4 hours of a
presumed anaphylactic reaction are more sensitive than
serum or urine histamine in implicating mast-cell activa-
tion and degranulation (338,339,340). By weight, tryptase
is the major enzyme stored in the cytoplasmic granules of
human mast cells, and it occurs in all human mast-cell pop-
ulations. It has many activities, including cleavage of pep-
tides such as vasoactive intestinal peptide, bronchodila-
tor peptides, and calcitonin gene-related peptide, but not
substance P; sensitization of smooth muscle; cleavage of
type IV collagen, fibronectin, and type VI collagen; upreg-
ulation of ICAM-1 on epithelial cells; and mitogenic activ-
ity for fibroblasts and epithelial cells (334). Some of these
activities have led to speculation that mast cells may be
involved in chronic inflammation and tissue remodeling
(341).

The other major neutral protease in mast cells is chy-
mase. It is also a serine protease that is stored in the ac-
tive form in the granules of some human mast cells. Un-
like tryptase, chymase is only present in a subset of mast
cells. Chymase can cleave angiotensin I and neurotensin,
but it has no activities on VIP or substance P. Impor-
tantly, it can degrade IL-4. Some subsets of mast cells also
contain other proteinases, such as carboxypeptidase and
cathepsin G.

Newly Synthesized Mediators

Lipid Mediators
Activation of mast cells not only results in release of
preformed granule-associated mediators, it can also ini-
tiate the de novo synthesis of certain lipid-derived sub-
stances. Of particular importance are the cycloxygenase
and lipoxygenase metabolites of arachidonic acid, be-
cause these products possess potent inflammatory activity.
Lipoxygenases generate leukotrienes (LTs), hydroperoxye-
icosatetraenoic acids (HPETEs), and the reduced prod-
ucts of HPETES, hydroxyeicosatetrenoic acids (HETEs),
whereas cycloxygenase products include prostaglandins
and thromboxanes.

Leukotrienes are produced by the activity of 5-
lipoxygenase on arachidonic acid (AA). Arachidonic acid
is converted to 5-HPETE, which can then be converted to
LTB4 through the action of the LTA4 hydrolase or to LTC4

via LTC4 synthase. LTC4 can then be converted to LTD4 and

LTE4. Human mast cells generally produce more LTC4 than
LTB4. The leukotrienes were originally discovered in 1938
and referred to as the slow-reacting substance of anaphy-
laxis until their structural elucidation in 1979 (342,343).
In 1983, Samuelson identified the slow-reacting substance
of anaphylaxis (SRS-A) as the cysteinyl leukotrienes, LTC4,
D4, and E4.

Leukotrienes induce a prolonged cutaneous wheal-and-
flare response, stimulate prolonged bronchoconstriction
(10 to 1,000 times more potently than histamine), enhance
vascular permeability, promote bronchial mucus secretion
(344), and induce constriction of arterial and intestinal
smooth muscle (345,346–348). Cysteinyl leukotrienes have
been detected in the BAL fluid of asthmatic patients and
in the urine of patients following inhaled allergen chal-
lenge or aspirin challenge in sensitive individuals. Cys-
teinyl leukotriene receptor antagonists and leukotriene
synthesis blockers have been introduced into clinical prac-
tice as novel therapies for asthma. In asthmatic patients,
clinical trials have demonstrated that approximately 80%
of the early bronchoconstrictor response can be elimi-
nated with cysteinyl leukotriene antagonists (349–351).
These blockers also block 50% of the late-phase response
to inhaled allergen, supporting the importance of cys-
teinyl leukotrienes in the late phase of the allergic response
(349–351). However, the fact that PGD2 and tryptase are
not found in BAL fluid during the late-phase reaction sug-
gests that the cysteinyl leukotrienes noted in the late phase
are the product of basophils or eosinophils and not mast
cells.

In contrast to the cysteinyl leukotrienes, mast cells pro-
duce very little LTB4. LTB4 is a potent chemotactic factor
for neutrophils and to a lesser extent for eosinophils (352).
Certain mast-cell types, including bone-marrow–derived
murine mast cells and human lung mast cells, may also
secrete platelet-activating factor (PAF) (353,354). PAF has
several actions that suggest that it is an important medi-
ator of anaphylaxis, including (a) its ability to induce ag-
gregation and degranulation of platelets; (b) its induction
of wheal-and-flare reactions in human skin, (c) its ability
to increase lung resistance, and (d) induction of systemic
hypotension.

The major cyclo-oxygenase–derived product in mast
cells is PGD2, which is a potent bronchoconstrictor. PGD2

is rapidly degraded to 9α,11β-PGF2, producing another
potent bronchoconstrictor. Maximal activation of mast
cells yields 50 to 100 ng PGD2 per 106 mast cells (355).
Although PGD2 is 100-fold less potent than cysteinyl
leukotrienes, it is released in larger molar amounts and
thus is important in the early bronchoconstrictor response
to airway allergen challenge (356). PGD2 exerts its effects
by interacting with the thromboxane receptor on airway
smooth muscle (357). PGD2 is also chemotactic for neu-
trophils and is an inhibitor of platelet aggregation. There
is considerable evidence that prostanoids are generated
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during allergic reactions in vivo. PGD2 is elevated in the
BAL of asthmatic subjects following inhaled allergen
challenge (358). Furthermore, the metabolite of PGD2,
9α,11β-PGF2, increases markedly in the urine after
allergen or aspirin challenge of sensitive asthmatics (359).
Significantly raised PGF2α and PGE2 levels are reported
in the serum of asthmatics (360,361). These findings
are confused by the fact that there is no therapeutic
benefit from cyclo-oxygenase (COX) inhibitors and, in
fact, COX inhibitors often exacerbate underlying asthma
(362,363).

Mast-Cell–Derived Cytokines

Mast cells may be important initiators of both the early-
and late-phase allergic reaction by their ability to syn-
thesize and secrete cytokines. Mast cells express message
for a number of cytokines, including proinflammatory cy-
tokines, immunoregulatory cytokines, and chemokines.

Mast cells contain preformed stores of several proin-
flammatory cytokines, including TNF-α, IL-8, IL-6, and
IL-1α. Release of these cytokines early in the immune
response likely contributes to the recruitment of leuko-
cytes during the late-phase response via their ability to in-
crease expression of adhesion molecules such as P- and
E-selectin, vascular cell adhesion molecule (VCAM-1),and
intercellular adhesion molecule-1 (ICAM-1) on vascular
endothelial cells. Mast cells appear to be an important ini-
tial source of TNF-α during allergic responses. Mast cells
produce a number of immunoregulatory cytokines, such
as IL-3, IL-4, IL-5, GM-CSF, IL-13, and IL-16. In the hu-
man bronchial mucosa, IL-4 immunoreactivity is seen in
approximately 80% of mast cells (364,365). Indeed, it has
been suggested that mast cells are the primary source of
IL-4 protein in inflamed airways. Although cytokine pro-
duction by basophils has not been as extensively studied
as that in mast cells, they have been shown to produce
large quantities of IL-4 and IL-13. The rapid and perhaps
sustained production of cytokines by these cells at sites
of allergic inflammation may intensify or perpetuate IgE
production and Th2 cell differentiation. Mast cells have
also been shown to produce a number of chemokines such
as MCP-1, MIP-1β, MIP-1α, and RANTES. Elaboration of
these chemokines may contribute to the cellular compo-
nent of the late-phase response.

Mast-Cell Activation

Mast-cell activation may be initiated upon interaction of a
multivalent antigen with its specific IgE antibody attached
to the cell membrane via its high-affinity receptor, FcεR1.
Cross-linking of IgE by the interaction of allergen with
specific determinants on the Fab portion of the molecule
brings the receptors into juxtaposition and initiates mast-
cell activation and mediator generation and release. Mast

cells may also be activated by non-IgE–mediated stim-
uli such as neuropeptides, complement components, and
drugs such as opiates. In addition to IgE-dependent stim-
uli, several non–IgE-dependent stimuli activate mast cells
and basophils. C5a, IL-3, fMLP, and certain chemokines
(RANTES) are known to induce histamine and media-
tor release in mast cells and basophils. Hyperosmolar-
ity itself also stimulates mediator secretion from these
cells. Degranulation produced by both IgE-dependent and
non–IgE dependent stimuli appear similar. However, the
biochemical processes that lead to mediator release may
differ.

Role of Mast Cells in Acute-Phase
Responses

Several lines of evidence suggest that mast cells and ba-
sophils play a pivotal role in the generation of acute-phase
responses. First, allergen provocation of atopic individu-
als is associated with extensive activation of mast cells,
as judged by the detection of the release of mast-cell–
associated mediators (histamine, tryptase) at the site of
allergen challenge. Second, therapeutics that inhibit the
release of these mediators (mast-cell stabilizers) or their
actions (antihistamines) effectively attenuate acute aller-
gic responses. Despite this evidence in humans, the data
in animal models is conflicting. The preponderance of
studies in mice suggests that acute responses are mast-
cell– and IgE–dependent, but others suggest that these re-
sponses are IgE–independent. For example, it has been
shown that responses induced in mice by passive trans-
fer of allergen-specific IgE antibodies and subsequent in-
travenous allergen challenge are inhibited in genetically
mast-cell–deficient Kitw/KitW−v mice. When these mice
were reconstituted with mast cells by adoptive trans-
fer, their acute-phase responses were restored (366). In
contrast, some investigators have reported that anaphy-
lactic responses develop normally in IgE-deficient mice
(367). Although these conflicting results may reflect inher-
ent differences in mast-cell biology between humans and
mice, they imply that both mast-cell– and IgE–dependent
and –independent processes are likely involved in the ex-
pression of the physiologic features of the acute-phase
reaction.

Role of Mast Cells in Late-Phase Responses

Although it has long been thought that mast cells con-
tribute only to the early acute response, recent evidence
demonstrates their potential contribution to the late-phase
response. First, through the elaboration of proinflamma-
tory cytokines, chemokines, and immunoregulatory cy-
tokines as discussed previously, mast cells may contribute
to the cellular component of the late-phase response as well
as favor the acquisition of the Th2 phenotype by providing
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a continuously high concentration of IL-4. Second, mast-
cell–derived mediators may also contribute to the chronic
remodeling of mucosal tissues, because many of the medi-
ators they release influence turnover of connective tissue.
Specifically, histamine and tryptase have been shown to
stimulate fibroblast growth and collagen synthesis in vitro
and in vivo. Lastly, studies in humans have shown that
stabilization of mast cells with sodium nedocromil effec-
tively inhibits both the early- and late-phase responses to
allergen exposure (368). Furthermore, recent clinical tri-
als utilizing a monoclonal antibody against IgE resulted in
reductions in symptoms and improvement in lung func-
tion in asthmatics (369). Although together these reports
support a role for mast cells in the late-phase response,
studies of animal models of atopic dermatitis and asthma
suggest that late-phase reactions are similar in wild-type
and IgE-deficient mice (53,370) suggesting that although
mast cells are capable of inducing late-phase responses, ad-
ditional mast-cell–independent processes also contribute
to the development of late-phase responses.

EOSINOPHIL BIOLOGY

Eosinophil blood and tissue levels are generally quite low
in the absence of parasitic infection or atopy. One of the
hallmarks of allergic disorders is heightened production
of eosinophils in the bone marrow and the accumulation
of eosinophils in tissues and blood. Eosinophil differen-
tiation, recruitment, and activation are under the regula-
tion of a series of molecular events orchestrated by Th2
cytokines. Although the exact role of eosinophils in the
pathology of allergic responses is not known, eosinophils
are known to release a myriad of mediators and cytokines
that have the potential to induce the symptoms of allergy
as well as amplify the allergic response through the release
of immunoregulatory and proinflammatory cytokines.

Eosinophils are bone marrow–derived granulocytes
that are characterized by their bilobed nuclei and their dis-
tinctive cytoplasmic granules (Figure 43.7) (371,372). They
contain three distinct types of cytoplasmic granules: (a)
eosinophil-specific granules, which contain electron-dense
crystalloid cores; (b) primary granules, which lack a crys-
talloid core and develop early in eosinophil maturation;
and (c) smaller granules, which contain arylsulfatase and
other enzymes. Eosinophils also contain varying numbers
of lipid bodies. Lipid bodies are non–membrane-bound,
lipid-rich inclusions that are also found in macrophages
and mast cells, and are thought to contribute to the for-
mation of eicosanoid mediators. Eosinophils are generally
identified in blood and tissues by the affinity of their cyto-
plasmic granules for acid aniline dyes such as eosin and in
tissues by immunostaining for eosinophil-specific proteins
(in particular, major basic protein [MBP]).

Eosinophil-Derived Mediators

Eosinophil-Specific Cationic Proteins

Eosinophils store four highly basic, low-molecular-weight
proteins in their cytoplasmic granules: MBP, eosinophil-
derived neurotoxin (EDN), eosinophil peroxidase (EPO),
and eosinophil cationic protein (ECP). MBP, EPO, and
ECP are potent toxins for helminths and bacteria, and they
are strongly implicated as mediators of allergic diseases
such as asthma, atopic dermatitis, and allergic rhinitis
(Figure 43.7). MBP is potently toxic for mammalian cells
in vitro, and high levels of MBP are found in the body flu-
ids of patients with asthma and other allergic disorders
(373). Both MBP and ECP exert their toxicity by dam-
aging target-cell membranes through charge-mediated in-
teractions. In addition to its toxic properties, MBP acti-
vates platelets, mast cells, and basophils, which in turn
release histamine. Furthermore, MBP administration to
primates induces airway hyperresponsiveness. MBP may
induce AHR through its demonstrated ability to compet-
itively inhibit binding to cholinergic muscarinic M2 re-
ceptors on parasympathetic nerves (374). These receptors
normally function as autoreceptors that inhibit the re-
lease of acetylcholine from the nerve ending. Thus, in-
hibition of these receptors by MBP would enhance the
release of acetylcholine in the airway wall, resulting in
heightened contractile responses. Both ECP and EDN have
partial sequence identity with pancreatic ribonucleases;
however, EDN is more potent as a ribonuclease than is
ECP.

Eosinophil peroxidase (EPO), which is distinct from the
myeloperoxidase of neutrophils and monocytes, consists
of two polypeptides of about 15 and 55 kDa. It catalyzes
the formation of hypobromous acid from hydrogen per-
oxidase and halide ions (preferentially bromide). HOBr
reacts with primary amines to form bromamines, and it
converts tyrosine to 3-bromotyrosine. Increases in the lev-
els of 3-bromotyrosine in BAL proteins have been observed
in asthmatics following allergen provocation (375). Thus,
the oxidative pathways induced in activated eosinophils
may damage biomolecules in vivo (375).

Another prominent component of eosinophil primary
granules is Charcot Leyden crystals (CLC). This protein
comprises up to 10% of the total cellular protein in human
eosinophils. Although the CLC protein possesses lysophos-
pholipase activity, structural analysis suggest that the CLC
protein is similar to that of galectins 1 and 2, members
of the “S-type” lectin superfamily (376). Recent studies in
the mouse lung suggest that CLC may contain a protein
called YM-1 (T-lymphocyte–derived eosinophil chemotac-
tic factor), which has sequence homology to chitinase
(377). Chitinase activity of these proteins may explain
the strong association between eosinophilia and parasite
infestations. These crystals are often found in sputum,
feces, and tissues in patients with allergic asthma and
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A. Maturation

Bone marrow

Blood

IL-5

B. Migration

C. Activation

Cytotoxic granules EPO, MBP, ECP, EDN
Cytokines IL-2, IL-3, IL-4, IL-5, IL-6, IL-8, IL-10

IL-12, IL-13, IL-16, IL-18, TGF-α/β, , GM-
CSF, VEGF, PDGF
TNF-α, IFN-γ

Chemokines Eotaxin-1, RANTES, MIP-1α, IL-8
Lipid mediators Leukotrienes, PAF, PGE2, Lipoxins
Neuropeptides Substance P, NGF, VIP

Gata-1
PU.1
c/EBP

IL-3
GM-CSF
IL-5

Eotaxin-1
RANTES
C5a
IL-5

D. Biologic Actions

Mast cell activation
Antigen presentation
Tissue remodeling
Smooth muscle constriction

CD4+ Th2 

IL-4, IL-13

IL-5

IL-5

GM-CSF
IL-5
Igs
C3a, C5a
PAF
Substance P

ICAM-1, VCAM-1

FIGURE 43.7 Schematic representation of eosinophil: (A) maturation, (B) migration, (C) ac-
tivation, and (D) pleiotrophic actions during allergic immune responses. Eosinophils develop
in the bone marrow, where they differentiate from hematopoietic progenitor cells into mature
eosinophils under the control of several transcription factors, including GATA-1, PU.1, and c/EBP.
Th2 cytokines coordinately regulate eosinophil recruitment, activation, and accumulation at the
site of antigen exposure. Following allergen-specific induction of Th2 cytokine production (IL-5,
IL-4, IL-13, IL-3, GM-CSF), IL-5 rapidly induces differentiation of eosinophils from myeloid pre-
cursors in the bone marrow to stimulate their release into the bloodstream. IL-4 and/or IL-13
promote eosinophil egress from the vascular compartment by upregulating VCAM-1 expression
on vascular endothelial cells. Subsequently, IL-4 and IL-13 guide eosinophils to the site of allergen
exposure by regulating the production of various chemokines (e.g., RANTES, eotaxin) by local
cells such as macrophages and epithelial cells. Once these cells accumulate in tissues, locally
produced IL-5, along with other cytokines, such as GM-CSF, and IL-3 promote their actions by
prolonging their survival in tissues. Eosinophils store and release a number of proteins in their
specific granules. Specifically, MBP is stored in the core of the granule, whereas ECP, EDN, EPO
are found in the matrix of the granules. Eosinophils also contain lipid bodies in which products
of lipoxygenase and cycloxygenase are formed. Eosinophils also release a number of cytokines,
chemokines, and neuropeptides that are important in the allergic diathesis.

other eosinophil-related diseases characterized by signifi-
cant eosinophilia.

Lipid Mediators

Upon stimulation, eosinophils elaborate several bioactive
lipids, including products of the 5- and 15-lipooxygenase
pathway; products of the cyclooxygenase pathway, and

platelet-activating factor (PAF). Lipid bodies, or intracellu-
lar lipid-rich domains, are induced to develop in many ac-
tivated eosinophils in vivo and are sites for enhanced syn-
thesis of both lipoxygenase- and cyclo-oxygenase–derived
eicosanoids. The activities of eosinophil-derived lipids,
which are generally proinflammatory, are multiple and in-
clude potent smooth muscle contraction, vasoactivity, and
mucus secretion activities.
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Cytokines

In recent years it has been recognized that eosinophils
are a major source of cytokines and appear to store some
if not all of these cytokines in cytoplasmic specific gran-
ules. Triggering of eosinophils by engagement of recep-
tors for cytokines Ig and C3 can lead to secretion of an ar-
ray of proinflammatory and immunoregulatory cytokines,
chemokines, and growth factors, including IL-2, IL-3, IL-4,
IL-5, IL-6, IL-8, IL-10, IL-12, IFN-γ , TNF-α, GM-CSF,
TGF-β, TGF-α, RANTES, MIP-1α, eotaxin, VEGF,
PDGF-β, and heparin-binding epidermal growth factor
(see 59). Through the quick release of this diverse array of
cytokines at the inflammatory loci, the eosinophil is poised
to perpetuate and/or intensify the eosinophil-mediated in-
flammatory response, both by enhancing its own activa-
tion and through the release of Th2 cytokines.

Recruitment of Eosinophils to
Sites of Inflammation

Preferential accumulation of eosinophils at sites of allergic
inflammation involves multiple molecular events that are
integrated and controlled by Th2 cytokines (378). These in-
clude (a) differentiation and release of mature eosinophils
from the bone marrow into the bloodstream; (b) upreg-
ulation of specific adhesion molecules on eosinophils and
endothelium; (c) stimulation of C-C chemokine production
and egress of eosinophils from the blood into the tissues;
and (d) production of eosinophil-active cytokines that in-
crease eosinophil survival in tissues.

Eosinophils are terminally differentiated granulocytes
that develop from CD34+ hematopoietic progenitor cells
in the bone marrow. Under the influence of GM-CSF, IL-3,
and IL-5, they differentiate into mature eosinophils. These
cytokines likely promote eosinophilopoiesis via induction
of GATA-1, PU.1, or C/EPS through their shared common
β-chain (379,380). Of these, IL-5 has the most specific ef-
fects on eosinophil differentiation and production. In ad-
dition to its effects on eosinophil differentiation, IL-5 can
rapidly induce the release of developed eosinophils from
the bone marrow into the peripheral circulation. The im-
portance of IL-5 to blood and tissue eosinophilia has been
repeatedly shown in in vitro and in vivo studies of gene-
targeted and overexpressing mouse lines (50,381).

Circulating eosinophils are recruited to sites of in-
flammation by the combined actions of inflammatory
mediators, adhesion molecules, and chemoattractants
(Figure 43.7). Several cell adhesion molecules have
been implicated in eosinophil adherence to cytokine-
stimulated vascular endothelium, including ICAM-1,
E-selectin, L-selectin, and the very late antigen-4/VCAM-1.
The importance of VCAM-1 to eosinophil recruitment has
been shown in primate and mouse studies in which block-
ade of VCAM-1/VLA-4 interactions inhibits eosinophil

infiltration of tissues (382). IL-4 and IL-13 induce VCAM-1
expression on the surface of vascular endothelial cells,
leading to preferential recruitment of eosinophils into
sites of allergic inflammation.

Eosinophil migration to the sites of inflammatory loci
is mediated by a number of chemoattractants. Until the
last decade, mediators such as PAF, C5a, and LTB4 were
considered to be the most important eosinophil chemoa-
ttractants. Although they are potent chemoattractants,
they do not show any specificity for eosinophils. However,
there are a number of C-C chemokines that are eosinophil
chemoattractants (RANTES [regulation on activated,
normal T-cell expression and secretion, CCL5], eotaxin
[CCL11], monocyte chemoattractant proteins MCP-4
[CCL13], MCP-3 [CCL7], and MIP-α [CCL3]). The levels
of most of these chemokines have been shown to be
upregulated in the mucosal tissues of asthmatics, atopic
rhinitics, and atopic dermatitis patients. Although each of
these chemokines is implicated in eosinophil chemotaxis,
it was originally hypothesized that eotaxin would play a
pivotal role in eosinophilic inflammation in that it binds
specifically to the chemokine receptor 3 (CCR3), whereas
the other C-C chemokines bind multiple receptors.
The fact that CCR3 is highly expressed on eosinophils,
basophils, and Th2 cells, but not on neutrophils, sug-
gested that it plays an important role in Th2-mediated
inflammatory responses (383,384). Surprisingly, though,
eotaxin-deficient mice have shown only minor defects
in eosinophil accumulation (385,386), indicating that
eotaxin is not uniquely required for eosinophil accumula-
tion. Along these lines, complete abrogation of eosinophil
migration has not been observed by inhibition of any
one chemokine (41,385,387,388,389), suggesting that
multiple chemokines working in concert are required to
direct leukocytes to specific sites of inflammation. Thus
it has been postulated that a panopy of chemokines may
be required to establish the multiple chemical gradients
required for eosinophils to migrate through several local
compartments from the vascular spaces to the mucosal
surfaces in the nose, airway, and skin.

Lastly, eosinophils rapidly undergo apoptosis unless
provided with signals from eosinophil growth factors
such as IL-5, GM-CSF, and IL-3. Prolonged survival
of eosinophils under the influence of locally generated
growth factors is thought to be an important mechanism
for selective eosinophil accumulation in atopic diseases.
Direct evidence for prolonged survival of eosinophils in
atopic disease comes from the fact that glucocorticoid
treatment of atopic individuals results in a rapid loss of
tissue eosinophils.

Based on the independent and overlapping roles of
IL-4, IL-13, and IL-5, discussed previously, we can envision
the following paradigm for regulation of allergen-induced
tissues eosinophilia. Following allergen-specific induction
of Th2 cytokine production, IL-5 would rapidly induce
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differentiation of eosinophils from myeloid precursors
in the bone marrow and stimulate their release into the
bloodstream. IL-4 and/or IL-13 would promote eosinophil
egress from the vascular compartment by upregulating
VCAM-1 expression on vascular endothelial cells. Once the
cells accumulate in tissues, locally produced IL-5 along
with other mediators such as eotaxin would promote their
actions by prolonging their survival in tissues. Within this
paradigm, allergen-driven eosinophil recruitment into
tissues is coordinately regulated by the Th2 cytokines,
IL-4, IL-13, and IL-5.

Mechanisms of Eosinophil Activation

The effector functions of eosinophils are mediated by stim-
uli that induce degranulation. Eosinophil degranulation
can be regulated by multiple components, including those
that primarily stimulate the cells (e.g., immunoglobulins
and lipid mediators), priming agents (e.g., cytokines), and
chemokines. However, the precise mechanisms by which
eosinophil degranulation occurs in vivo are still poorly
understood.

Eosinophils express receptors for several immunoglob-
ulins, including IgG, IgA, and IgE. Surfaces coated with
IgG, IgA, and secretory IgA stimulate eosinophil degran-
ulation in vitro. Of these immunoglobulins, sIgA is best
for inducing eosinophil degranulation and does not stim-
ulate neutrophil degranulation. Because IgA is the most
abundant immunoglobulin isotype in mucosal secretions
of the respiratory and gastrointestinal tracts, it may be
an important regulator of eosinophil activation at these
sites. IgE may also be important for eosinophil activa-
tion, because eosinophils can bind IgE via three distinct
structures: the S-type lectin galectin-3, FcεRII/CD23, and
FcεRI. It was initially shown that eosinophils, isolated
from patients with parasite-induced eosinophilia, degran-
ulate in response to IgE antibody or IgE-coated parasites
(390,391). Subsequent studies showed that local allergen
provocation induces expression of FcεRI by eosinophils
infiltrating into the airways (392) and skin of patients
with allergic diseases (393,394). In studies using sera from
ragweed-allergic patients with hay fever, ragweed-specific
IgG, but not IgE, induced allergen-dependent eosinophil
degranulation in vitro (395,396). Thus it remains to be
determined whether IgE is an important regulator of
eosinophil degranulation in atopy.

Eosinophil degranulation may also be induced by
soluble stimuli alone. Cytokines, especially those with
eosinophilopoietic activity, such as GM-CSF and IL-5,
are potent inducers of eosinophil granule protein release.
Interestingly, eosinophil granule proteins themselves, in-
cluding MBP and EPO, stimulate eosinophils and cause
degranulation, suggesting an autocrine mechanism of
eosinophil degranulation (397). Other physiologic stimuli
for eosinophil degranulation include PAF, the complement

fragments C5a and C3a, and the neuropeptide, substance
P (398). As discussed briefly previously, chemokines may
also activate eosinophils by binding CCR3. In this regard,
eotaxin induces eosinophil degranulation and leukotriene
C4 (LTC4) release.

Eosinophils as Effector Cells in
Allergic Responses

Eosinophils, through the elaboration of a plethora of pre-
formed mediators and lipid mediators described previ-
ously, are postulated to play a role in several aspects
of the allergic response, including antigen presentation,
T-cell proliferation and differentiation, as well as mast-
cell activation and airway remodeling. Although it remains
controversal, it has recently been shown that eosinophils
may function in antigen presentation (399). Specifically,
eosinophils have been shown to effectively present solu-
ble parasitic antigens to CD4+ T cells, thereby promoting
T-cell proliferation and polarization. They may also regu-
late T-cell proliferation, activation, and polarization via the
array of cytokines they produce, as well as through their
ability to synthesize indoleamine 2,3-dioxygenase (IDO)
(400).

Circumstantial evidence for a causative role of
eosinophils in allergic inflammation as well as the clini-
cal symptoms of atopic disorders comes from a variety of
studies (401). First, elevated levels of activated eosinophils
and their protein products (MBP, ECP, EPO, EDN) have
been consistently demonstrated in BAL fluids and airway
biopsy tissues from patients with asthma (401), in nasal
biopsy specimens from allergic rhinitic patients (nasal flu-
ids and nasal biopsies) (402), and in skin lesions from pa-
tients with atopic dermatitis (403). Second, in each of these
diseases, increased levels of eosinophils and their proteins
correlate with disease severity. Lastly, successful steroid
treatment is associated with a marked reduction in both
blood and tissue eosinophil levels in asthma and atopic
rhinitis (404–406).

Despite the substantial body of circumstantial evidence
that supports a causative role for eosinophils in the patho-
physiology of atopic disorders, the results of studies de-
signed to define a pathogenic role for eosinophils in atopic
disorders are conflicting. Studies in IL-5 gene knockout
(50) and transgenic mice (381) show that both eosinophilia
and AHR are IL-5–dependent. In addition, anti-IL-5 treat-
ment of cynomolgus monkeys inhibits allergen-induced
airway reactivity and BAL eosinophilia (407). In con-
trast, other investigators have demonstrated that block-
ade of eosinophils by IL-5 ablation did not affect AHR
(50,408). This dissociation between eosinophils and the
late-phase response has recently been confirmed in a
multiple-center study in human asthmatics that demon-
strated that whereas anti-IL-5 treatment suppressed pul-
monary eosinophils, it did not inhibit either early or late
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responses to inhaled allergens or improve lung function
(409). There may be multiple explanations for a lack of
effect in this study, including the small study size, dos-
ing schedule, and/or acute nature of treatment, but these
studies suggest that blockade of eosinophils and IL-5
alone are not sufficient to inhibit clinical symptoms of
atopic disease. Arguably, the study was underpowered and
the dosing regime did not result in complete ablation of
eosinophils in lung tissues, leaving the question open as to
whether complete ablation is necessary to achieve thera-
peutic benefit. In a follow-up study using a multiple dos-
ing regime, it was shown that anti-IL-5 attenuated several
indices of airway remodeling, including enhanced matrix
protein deposition (procollagen, tenascin, laminin), profi-
brotic molecule expression (TGF–β), and airway smooth
muscle hypertrophy, without effects on airway physiology.
The failure of anti–IL-5 treatment to ameliorate allergic
symptoms in humans has brought into question the impor-
tance of eosinophils in human asthma. However, as long
as existing therapies do not completely eliminate tissue
eosinophils, the issue will not be resolved.

In order to address this issue, several groups have un-
dertaken the task of developing eosinophil-deficient mice
(410,411). One group generated an eosinophil-deficient
mouse via insertion of a cytocidal protein (diphtheria
toxin A) in the promoter of the eosinophil peroxidase
(EPO) gene. These mice were reported to be completely
devoid of eosinophils in all tissues (410). Moreover, all fea-
tures of the allergic phenotype were absent (AHR, mucus,
eosinophilia, Th2 cytokine production) in these mice fol-
lowing allergen challenge. The other eosinophil-deficient
mouse line harbors a deletion of a high-affinity GATA-
binding site in the GATA-1 promoter, leading to the spe-
cific ablation of the eosinophil lineage (411). In this line,
eosinophil depletion had no effect on AHR, mucus pro-
duction, or Th2 cytokine production, but did reduce air-
way remodeling assessed by collagen deposition. Inter-
estingly, the results of this study mirror that observed
in the human anti–IL-5 trials. However, the exact rea-
sons for the discrepancies in the mouse models are un-
known. However, they may be due to the presence of resid-
ual eosinophils in the dbl-GATA mice or to unappreciated
hematologic abnormalities, or toxic effects of diptheria
toxin on noneosinophils in the EPO-diphtheria toxin A
mice.

Th2 Cells as Effector Cells

Our recent understanding of the role of Th2 cells in the
allergic diathesis suggest that they are important effector
cells in the allergic response in addition to their well-
accepted role as orchestrators of the inflammatory process.
Specifically, the Th2 cytokine IL-13 has been implicated
as an effector molecule in allergic disease. Evidence for
this contention comes from studies in which blockade of

endogenous levels of IL-13 in antigen-sensitized mice by
administration of a soluble form of the IL-13RA2 chain,
which binds only IL-13, completely reversed AHR and
pulmonary mucus cell hyperplasia (39,61). Furthermore,
it was shown that recombinant IL-13 was able to re-create
the symptoms of asthma (airway hyperresponsiveness,
mucus hypersecretion, eosinophilia) in the absence of
functional T cells or B cells (39). These effects were shown
to be independent of eosinophils as well (412). These
results suggested that IL-13’s effects were not due to its
known role in regulating IgE or eosinophil recruitment.
Interestingly, despite the similarities in function between
IL-13 and IL-4, IL-4 blockade at the time of antigen chal-
lenge does not ablate airway hyperresponsiveness (413).
This was further supported by the finding that transfer
of Th2 cells derived from IL-4–deficient mice was still
able to confer airway hyperresponsiveness (42). Moreover
chronic expression of IL-13 in the mouse lung results in
development of these features, as well as subepithelial
fibrosis and the formation of Charcot-Leyden crystals
(264). In contrast, overexpression of the IL-4 gene in
the murine lung does not result in AHR or subepithelial
fibrosis (414). Taken together, these studies suggest that
IL-4 is essential for the initiation of Th2 polarized immune
responses to allergenic peptides, whereas IL-13 alone may
mediate the main physiologic consequences of allergic
airway disease, namely, airway hyperresponsiveness,
mucus hypersecretion, and subepithelial fibrosis.

As IL-4 and IL-13 share a functional receptor, one of
the questions puzzling immunologists is how IL-13 may
play a preferential role in the effector arm of the aller-
gic response. Several explanations have been postulated,
including the possibility that IL-4 production at the site
of inflammation is short-lived and that IL-13 may persist,
giving the allusion that IL-13 is the more important me-
diator of the effector phase of the response. This hypoth-
esis is not without merit, as IL-4 is difficult to measure at
the site of inflammation and kinetic studies have shown
sustained IL-13 production in the lungs of asthmatic pa-
tients (415). However, several in vitro studies have also
claimed to observe unique functions of these cytokines
in systems in which the level of cytokines is controlled.
It can always be debated that any differences observed
in these systems may be due to differences in degrada-
tion of these two proteins in culture or that the recombi-
nant forms of these proteins do not have equivalent po-
tency. Another potential hypothesis is that IL-13 may act
through an as-yet-unidentified receptor complex. In sup-
port of this hypothesis, a recent study demonstrated that
although AHR and eosinophilia induced by adoptive trans-
fer of IL-13–sufficient T cells are STAT6-dependent, these
effects appear to occur independently of the IL-4Rα chain
(416). These studies suggest that an as–yet-unidentified
IL-13–binding chain may exist or that different configura-
tions of the existing chains may mediate distinct effects of
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IL-13 stimulation. As will be discussed later, the IL-13Rα2
chain may play a role in mediating processes unique to
IL-13 under some circumstances. Alternatively, it has re-
cently been shown that IL-4 may induce inhibitory path-
ways through the type I receptor that limit its proallergic
effects mediated through the type II receptor (417). On the
other hand, it has been shown that IL-13 induces a small
set of epithelial-specific genes that are not upegulated by
IL-4 in vivo but are, however, STAT6-dependent. This ap-
parent IL-13 selectivity occurs either via IL-13 stimulation
of a unique receptor complex or as a result of IL-4 inhibi-
tion of these putative pathways. Although the mystery un-
derlying the unique functions of IL-4 and IL-13 is far from
solved, multiple explanations for their apparently unique
functions are emerging.

IL-13 has several actions that implicate it as an effector
in the allergic diathesis, such as its role in mucus produc-
tion, fibrotic processes, and perhaps bronchoconstriction
(Figure 43.8). First, it has been shown to play an important

role in mucus hypersecretion. Mucus hypersecretion is a
consistent feature of the allergic phenotype in both the
upper and lower respiratory tracts. In fact, extensive plug-
ging of the airway lumen has been associated with fatal
episodes of asthma. This response is a Th2 cell-dependent
process, as adoptive transfer of Th2 cells into the murine
lung reconstitutes the effect of antigen challenge (42). Sev-
eral lines of evidence suggest that mucus cell metaplasia
is an IL-13–, not IL-4–, dependent process. For example,
transfer of Th2 cells devoid of IL-4 or IL-5 genes still
induce extensive goblet cell metaplasia in the murine lung.
However, blockade of the IL-4Rα chain or deficiency in
STAT6 prevents the development of mucus cell metaplasia
following allergen challenge, suggesting that IL-13 may
be the ligand for the IL-4/STAT6 pathway in mucus cell
changes (208). Indeed, administration of soluble IL-13RA2
reversed the metaplastic response of goblet cells induced
by allergen sensitization and challenge. Administration
of rIL-13 in vivo or overexpression of the IL-13 gene
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FIGURE 43.8 Schematic representation of the role of interleukin-13 (IL-13) in the effector phase
of the allergic response. IL-13 is produced in the airway by a variety of cells, including T cells
(CD4+, NK T cells), eosinophils, and mast cells. IL-13 binds its receptor on multiple cell types and
induces the expression of a variety of genes in target cells. The consequencecs of IL-13 receptor
activation include IgE synthesis, adhesion molecule expression on endothelial cells (VCAM-1) and
egress of inflammatory cells into mucosal tissues, inflammatory cell activation (eosinophils and
mast cells), epithelial cell activation leading to mucus hypersecretion (FOXA2, CLCA1/3, TGF-α,
MUC5AC) and mediator release (LTs, C3, eotaxin), smooth muscle activation and hypertrophy,
airway hyperresponsiveness, activation of macrophages and fibroblasts leading to the production
of various enzymes involved in collagen synthesis (arginase I, MMP-9, TGF-β, PDGF-AA), and
deposition leading to tissue fibrosis. C3a, complement factor 3; VCAM-1, vascular cell adhesion
molecule 1; CLCA1/2, Ca2+, activating chloride channel gene 1/3; MMP9, metalloproteinase 9;
TGF-α, transforming growth factor-α; FOXA2, forkhead box a2 transcription factor; MUC5AC,
mucin gene 5AC.
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recapitulates antigen effects on mucus production.
Conversely, allergen-induced goblet cell metaplasia is
significantly reduced in IL-13–deficient mice (418). This
was not further reduced when IL-4 was blocked with
neutralizing antibodies, suggesting that indeed IL-13 is the
primary regulator in vivo of mucus cell hyperplasia. The
mechanisms by which IL-13 regulates mucus production
are not entirely clear, but it has been shown to coordinately
regulate a number of processes in the airway epithelium,
which may contribute to mucus hypersecretion such as
the induction of mucin gene expression, and ion-channel
gene expression and activity (419).

Another feature of the chronic inflammatory response
in both the skin and the airways is the presence of a fibrotic
process. Recent data suggest that IL-13 is an important
regulator of fibrotic processes. For example, overexpres-
sion of IL-13 in the murine lung induces a dramatic
fibrotic response in the airway wall (264). Furthermore,
IL-13 transgenic mice express matrix proteases such as
MMP and cathepsins that are thought to be important
in the fibrotic response (420). A clear demarcation
of function for IL-4 and IL-13 in fibrosis has been
demonstrated in Th2-mediated pathology of Schistosome
mansoni infection in mice. Schistosome-induced collagen
deposition is reduced in the lungs of STAT-6–deficient
animals, but not in IL-4–deficient mice (421). Further-
more, sIL-13RA2-Ig delivery completely prevented the
fibrotic response in parasite-infected mice. Thus in several
models of Th2-mediated fibrosis, blockade of IL-13 selec-
tively inhibited fibrotic remodeling processes, suggesting
that this cytokine may be an important mediator of
inflammation-induced tissue fibrosis.

Although the mechanisms by which IL-13 induces tis-
sue fibrosis are far from understood, several recent studies
have begun to shed light on the sequence of events lead-
ing to IL-13–induced fibrosis. IL-13 likely regulates tissue
fibrosis through a series of coordinated actions on a num-
ber of cells types within the lung. First, IL-13 has been
shown by several investigators to upregulate the synthe-
sis of arginase I (422,423). Arginase I is an enzyme that
hydrolyzes L-arginine to urea and L-ornithine, which is
a necessary metabolite for the production of polyamines
and prolines required for collagen synthesis by fibroblasts.
Evidence of an in vivo role for this pathway in tissues fi-
brosis was provided by Hesse et al. (422). Specifically, they
showed that blockade of ornithine-aminodecarboxylase,
which ultimately results in the generation of proline,
markedly enhanced parasite-driven tissue fibrosis. Consis-
tent with a role for arginase I in asthma, Rothenberg et
al. (423) demonstrated that the enzyme is upregulated in
an ovalbumin model of asthma and in animals exposed to
recombinant IL-13 as well as in lung tissues of asthmatics,
compared to normal individuals.

Second, IL-13–dependent lung fibrosis is mediated via
its ability to induce and activate the profibrotic mediator

TGF-β (424). In this regard, IL-13 induces the produc-
tion of TGF-β both directly in epithelial cells (425), and
indirectly in monocytes/macrophages via its ability to re-
cruit and activate these cells (424). This is thought to oc-
cur via the interaction of MCP-1 with its receptor CCR2
on monocyte/macrophages, as both lung fibrosis and TGF-
β production in IL-13 transgenic mice are diminished in
mice devoid of CCR2 (426). Further support for this argu-
ment is the fact that MCP-1 has been shown to stimulate
TGF-β1 production in lung fibroblasts (427). In addition to
stimulation of TGF-β synthesis, IL-13 also activates latent
TGF-β through the induction of MPP9 (424).

Lastly, IL-13 may also have a direct effect on fibrotic
processes by stimulating the proliferation of myofibro-
blasts via a STAT6-dependent process involving platelet-
derived growth factor AA (PDGF-AA) (428). Lung fibrosis
may also arise as a result of IL-13’s ability to stimulate the
accumulation of the nucleoside, adenosine (429). Specif-
ically, it has been shown that IL-13–overexpressing mice
have increased adenosine levels and reduced adenosine
deaminase (ADA) gene expression and enzyme activity,
while exhibiting marked increases in lung collagen.
Furthermore, blockade of adenosine levels in the lung
by ADA enzyme therapy diminished IL-13–induced
fibrosis concomitant with a reduction in elaboration
of a selective set of chemokines (MCP-1, -2, -3, -5 and
eotaxin). Collectively these studies suggest that a number
of IL-13–driven processes culminate in the generation of
fibrogenic processes in the lung.

Airway hyperresponsiveness (AHR) or an exaggerated
response to specific and nonspecific stimuli is a hallmark
of asthma. The exact mechanisms by which IL-13 induces
airway hyperresponsiveness are currently unknown. Sev-
eral lines of evidence suggest that IL-13 can induce airway
hyperresponsiveness in the absence of inflammatory cells.
The initial IL-13Rα2Ig studies showed that IL-13 block-
ade inhibited AHR without affecting inflammatory cell re-
cruitment or IgE synthesis (61). Moreover, Grunig et al.
(39) demonstrated that T and B cells were not essential for
IL-13’s effects on AHR. Support for this contention is pro-
vided by Vargaftig et al. (430), who demonstrated that pre-
treatment of mice with vinblastine, a granulocyte inhibitor,
failed to inhibit IL-13–induced AHR. In support of this the-
ory, IL-13 has been shown to induce hyperresponsiveness
as early as 6 hours after administration, long before signif-
icant inflammation has occurred (431). In addition, Kibe
et al. (432) reported that glucocorticoid treatment that in-
hibits lung eosinophilia did not attenuate AHR induced by
IL-13. More definitely, studies in mast-cell–deficient (433)
and eotaxin/IL-5 double-knockout mice (412) confirm the
contention that the traditional effector cells, B cells, mast
cells, and eosinophils, are not required for IL-13 to induce
AHR. Collectively, these results suggest that although IL-13
is able to direct the recruitment of inflammatory cells into
the airways, they are likely not necessary for induction of
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AHR. Alternatively, IL-13 may induce AHR via direct ef-
fects on resident airway cells.

Whether airway hyperresponsiveness is mediated
by direct effects on airway smooth muscle (ASM) or
indirectly via effects on resident airway cells such as the
epithelium is currently a matter of debate. IL-13 could
potentially induce direct effects on ASM, as these cells
do indeed express the IL-13 receptor chains including the
IL-4Rα, the IL-13Rα1, and the IL-13Rα2 chain, but not
the common γ chain. In this regard, several investigators
have shown in both murine (434) and rabbit tracheal
strips (435) that IL-13 treatment enhanced maximal
carbachol- and KCL-induced force generation, while IL-4
had no effect. One group has provided strong evidence
that this effect is likely mediated via resident airway cells,
as IL-13 overexpression in mice with STAT6 expressed
only in the airway epithelium are hyperresponsive
(208). Nonetheless, IL-13 has been shown to enhance
bradykinin-, histamine-, and acetylcholine-induced intra-
cellular calcium fluxes in isolated smooth muscle cells
(436). Consistent with these findings, Shore et al. have
shown that IL-13 increases LTD4-stimulated changes
in isolated smooth muscle cell stiffness—a surrogate of
contraction. It is speculated that these changes may be
mediated via the ability of IL-13 to increase cysteinyl
leukotriene receptor (CysLT1) expression on smooth
muscle cells (437). This is particularly interesting, as IL-4
does not upregulate CysLT1 expression. However, this
would likely not explain the effects of IL-13 on responses
to other contractile agonists. A more general mechanism
by which IL-13 may alter contractile function of ASM has
been recently been postulated by Panettieri et al. (438).
Specifically, they showed that IL-13 induces calcium fluxes
in ASM via increasing CD38 expression and cADP-ribosyl
cyclase (cADPR) activity, as evidenced by the ability of an
cADPR inhibitor to block these responses. Taken together,
these results suggest that although no one to date has
shown direct contraction of ASM in response to IL-13,
it is likely that through its ability to induce calcium
activation pathways and/or LTD4-receptor expression,
it enhances responses to other endogenous contractile
agonists. Alternatively, IL-13 may also affect contractile
properties of smooth muscle by altering the ability of
smooth muscle to relax once contracted. For example,
several groups have reported that IL-13 significantly
reduces B-adrenoceptor–induced relaxation of airway
smooth muscle (435,439). The effects of IL-13 on smooth
muscle function may also be a result of significant in-
creases in the area of airway smooth muscle in the airway
wall. Although IL-13 likely does not directly mediate
smooth muscle proliferation, it may influence muscle
proliferation indirectly via stimulation of CysLTs (437).
Specifically, although IL-13 treatment of ASM cells in
culture alone did not induce smooth muscle proliferation,
pretreatment of cells with IL-13 enhanced proliferation

induced by LTD4. Similar effects were also observed with
TGF-β treatment of cells. The enhanced proliferation was
prevented by pretreatment of the cytokine-primed cells
with a selective Cys-LT receptor antagonist. The authors
speculate that muscle thickening may be due to positive
feedback interactions between leukotrienes, IL-13 and
TGF-β. Alternatively, IL-13 may induce smooth muscle
proliferation through its ability to increase vascular
endothelial growth factor (VEGF) from human airway
smooth muscle that in turn induces fibronectin expression
in these cells (440). Fibronectin also promotes ASM mi-
togenesis in vitro (441). Although the exact mechanism(s)
through which IL-13 regulates smooth muscle function
are only beginning to be understood, the collective data
support the ability of IL-13 to alter airway smooth muscle
function both indirectly and perhaps directly via binding
its receptors on smooth muscle.

Another potential mechanism by which IL-13 may reg-
ulate airway tone is via the induction of the AMCase chiti-
nase gene (442). In an elegant paper, Zhu et al. have re-
cently shown that IL-13 induces the expression of an acidic
mammalian chitinase (AMCase) in airway epithelium and
macrophages and that either inhibition of chitinase en-
zyme activity or treatment of mice with antiserum directed
against the chitinase abolished IL-13–induced AHR. Al-
though the exact mechanisms by which IL-13 induction
of chitinase results in the development of airway hyper-
responsiveness are currently unknown, expression of the
chitinase gene in mouse airway epithelial cells resulted
in elaboration of several chemokines, namely, eotaxin and
MCP-1. As discussed previously, both of these chemokines
have been shown to be important in allergic inflammation
and airway reactivity.

Chitin is a common carbohydrate polymer found in
nematodes, insects, and fungi. In this regard, it is also
found in organisms that provide a rich source of aller-
gens, such as house dust mite and cockroaches. As such,
it is interesting to speculate that these chitins may serve
as environmental triggers for Th2 immune responses in
general. Thus, one may envision a scenario in which the
Th2 immune response likely arose as a defense against
chitin-containing parasitic organisms, but for some un-
known reason, in susceptible individuals, this response has
been co-opted to defend against chitin-containing organ-
isms (HDM, cockroaches) that are neither infectious nor
inherently harmful. Clearly, defining the role of chitinases
in allergic asthma and more broadly in Th2-mediated im-
mune responses is an area ripe for study.

Whether IL-13 mediates AHR via sequential activation
of the above-mentioned pathways, through a combination
of these pathways, or by yet-unidentified pathways, the
stimulation of IL-13 receptors on the epithelium clearly
plays an important role in IL-13–mediated airway hyper-
responsiveness. Nonetheless, as the studies referenced pre-
viously suggest that IL-13 also has direct effects on airway
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smooth muscle, airway hyperresponsiveness likely arises
via the combined actions of IL-13 on the epithelium and
airway smooth muscle.

Although IL-13 does not appear to have direct effects
on T-cell differentiation, several lines of evidence suggest
that it may affect or perpetuate the Th2 response via sev-
eral pathways. First, it induces the expression of several
chemokines that are thought to selectively recruit Th2
cells, namely, TARC and MDC (443). Second, it can recruit
additional dendritic cells to the site of allergen exposure
via the induction of MMP9 and TARC (444). Further, it ap-
pears to promote its own production via regulation of the
production of several mediators such as adenosine and his-
tamine, which, in turn, stimulate cells such as eosinophils,
mast cells, basophils, and smooth muscle cells to produce
more IL-13. Through stimulation of these pathways, IL-13
may be an important contributor to the chronicity of aller-
gic disease. Thus, blockade of IL-13 may have the added
benefit of breaking this vicious Th2-promoting positive
feedback loop.

The importance of IL-13 in allergic disorders in hu-
mans is supported by numerous reports of exaggerated
IL-13 production in asthma, atopic rhinitis, and allergic
dermatitis (445). In asthma in particular, both message
and protein levels of IL-13 are elevated in bronchial biopsy
specimens and BAL cells from allergic individuals when
compared with those of control subjects (222). Conversely,
IL-13 levels are reduced in asthmatic and rhinitis patients
undergoing allergen desensitization treatment regimes or
steroid treatment (222). Moreover, a recent cohort study
of neonates demonstrates that high IL-13 productive ca-
pacity of cord-blood CD4+ T cells is a significant predic-
tor of risk for subsequent development of atopic diseases
(446). In support of the notion that IL-13 is a central ef-
fector of allergic immune responses, several groups have
reported strong associations of polymorphisms in the IL-
13 promoter and coding region with various features of
the asthmatic phenotype (447,448). Of particular interest
is the Arg130/Gln substitution in the coding region of IL-
13 noted by multiple groups and detected across multiple
ethnic groups. Moreover, Arima et al. have recently pro-
vided evidence that the Arg110Gln may be a functional
variant (449). Utilizing a mutant recombinant IL-13, they
show that recombinant IL-13 containing the Gln110 vari-
ant bound the IL-13 receptor α2 chain with lower affin-
ity than the wild-type IL-13, resulting in a lower clear-
ance rate of the cytokine. Interestingly, they demonstrated
that although the IL-13 variant did not alter any biologic
properties of IL-13, asthmatic patients homozygous for
the Gln110 variant have higher serum levels of IL-13 than
those without the variant. They postulated that impaired
binding of IL-13 by the soluble IL-13Rα2 chain leads to
higher serum levels and prolonged activity of IL-13 in vivo.
Vercelli et al. (450) have also shown that the −1112T vari-
ant of the IL-13 promoter is functional, as expression of it

in human and murine CD4+ Th2 lymphocytes enhanced
IL13 promoter activity. Interestingly, increased expression
of IL13-1112T in Th2 cells was associated with the creation
of a Yin-Yang 1 binding site that overlapped a STAT motif
involved in negative regulation of IL-13 expression and at-
tenuated STAT6-mediated transcriptional repression. The
enhanced IL-13 secretion in IL13-1112TT homozygotes
suggests that expression of this allele may underlie its as-
sociation with susceptibility to allergic inflammation.

Unifying Hypothesis

The elicitation of allergic airway responses in a sensi-
tized individual upon re-exposure to offending allergens
is likely the culmination of a complex network of cellu-
lar and molecular events (Figure 43.). Following antigen
challenge, cross-linking of antigen and IgE on IgE-bearing
cells leads to the immediate release of substances such as
histamine, leukotrienes, PGD2, and tryptase. The actions
of these mediators account for the immediate symptoms,
such as smooth muscle constriction, vasodilation, and in-
creased vascular permeability. It is possible that the release
of IL-13 by either mast cells or basophils can also induce
many of these same symptoms. Secretion of chemokines
(eotaxin) and cytokines (IL-4, IL-5) by basophils and mast
cells also serve to attract more T cells, antigen-presenting
cells, and effector cells such as eosinophils to the site of
insult. Simultaneously, dendritic cells within the mucosa
are presenting allergen to T cells and, within 6 to 48 hours,
additional T cells are recruited to the area. The expression
of FcεRI on the surface of dendritic cells greatly facilitates
their uptake, processing, and presentation of allergens to T
cells during the elicitation phase of the response. Further-
more, the cytokine milieu created as a result of mast-cell
and basophil activation, namely, a Th2 cytokine environ-
ment, most likely drives a polarized Th2 response. Further
production of Th2 cytokines at the local site augments the
recruitment and activation of additional eosinophils and
T cells. During the late phase, release of mediators from
mast cells, basophils, eosinophils, and T cells act in concert
to induce the vascular changes, bronchoconstrictor, and
mucus changes observed during the late-phase response.
Many repetitions of this sequence lead to persistent in-
flammation, resulting in alterations in the structure and
function of resident mucosal cells such as smooth muscle,
fibroblasts, and epithelial cells. As many of the actions of
these effector cells are redundant, it is not surprising that
neither depletion of mast cells nor depletion of eosinophils
has been sufficient to significantly ablate the physiologic
consequences of allergen exposure. One point of conver-
gence is the production of IL-13 by all of the likely suspects
(e.g., basophils, mast cells, eosinophils, and T cells). Given
its ability to induce effector functions, elevations in IL-13
levels may not only provide a unifying explanation for the
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FIGURE 43.9 Overview of the acute, late, and chronic phases of the allergic response. Crosslink-
ing of surface IgE on sensitized mast cells by antigen results in mast-cell degranulation and release
of numerous mediators, including histamine, tryptase, PDG2, and cytokines. These mediators are
largely responsible for the early phase of the allergic response. Antigen presentation by dendritic
cells to Th2 cells results in activation and clonal expansion of antigen-specific T cells and the
subsequent release of Th2 cytokines, IL-4, IL-5, and IL-13. These cytokines result in recruitment
of eosinophils, chemokine expression, smooth muscle hypertrophy, and mucus hypersecretion.
Ultimately, long-term exposure to IL-13 and eosinophilic effector molecules leads to the structural
changes observed in tissues of individuals with chronic disease.

importance of multiple effector cells in allergic responses,
it may also provide an ideal target for therapy.

CHARACTERISTICS OF SPECIFIC
ATOPIC DISORDERS

In this section, we will briefly discuss the clinical mani-
festations, pathogenesis, and therapeutic strategies for the
treatment of the classical atopic syndromes, including ana-
phylaxis, allergic rhinitis, atopic dermatitis, and asthma.
Readers should consult clinical allergy textbooks for fur-
ther details on these disorders.

Anaphylaxis

Anaphylaxis refers to a systemic, immediate hypersensi-
tivity reaction that results from IgE-mediated release of
vasoactive and inflammatory mediators from mast cells

and basophils. Death from anaphylaxis is most often due
to respiratory obstruction and/or cardiovascular collapse.
The initial experimental description of the phenomenon
dates to a paper published in 1902, in which Portier and
Richet (451) described the sensitization of dogs to sea
anemone venom, a process with fatal sequelae upon sub-
sequent exposure to nonlethal doses of the venom. In
opposition to prophylaxis, this was termed anaphylaxis,
meaning against or without protection. Common causes
of anaphylaxis in humans include exposure to antibi-
otics and other drugs, radiocontrast media, latex, venom,
and foods. The cause of anaphylaxis remains unidenti-
fied in up to two thirds of patients. Whereas anaphylac-
tic reactions involve IgE-mediated mast cell and basophil
degranulation by definition, anaphylactoid reactions re-
sult from mast-cell and basophil degranulation by IgE-
independent means. Underlying etiologies, where known,
include drugs, biologic agents, and physical factors (e.g.,
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pressure, cold, sunlight); a substantial proportion of cases
are idiopathic.

Allergic Rhinitis

In 1819, John Bostock first described catarrus aestivus or
hay fever (452). In 1873, Charles Blackley recognized that
pollen grains were the causative agents of hay fever. In the
1800s, hay fever was considererd a rare disorder, restricted
to the privileged class. This is certainly no longer the case.
According to recent estimates, up to 40% of children in the
United States are affected by allergic rhinitis (453), mak-
ing it the most common atopic disorder in the industrial
North. Allergic rhinitis is an IgE-mediated disease char-
acterized by sneezing, rhinorrhea, nasal congestion, and
nasal pruritis (454,455). The seasonal form is caused by al-
lergens released during tree, grass, or weed pollination; the
perennial form is associated with allergies to animal dan-
der, dust mites, and/or mold spores. Skin testing—the ex-
perimental interrogation of the ability of a panel of antigen
extracts to induce cutaneous immediate-type hypersensi-
tivity responses—is often employed for diagnostic confir-
mation of atopy, and to determine the allergens to which
an individual is sensitized.

Treatment strategies include allergen avoidance, anti-
histamines, α-adrenergic agonists, intranasal steroids, top-
ical ipratropium bromide, and immunotherapy regimes.
Immunotherapy, introduced by Noon and Freeman in 1911
as a method for protecting patients against the effects of
“pollen toxin” (456), has been used since as a treatment for
patients with allergic rhinitis and allergic asthma. Con-
ventional allergen immunotherapy involves the subcuta-
neous injection of graded quantities of allergen. Although
such immunotherapy has been associated with therapeu-
tic benefit, the relevant immunologic mechanisms remain
obscure. In patients with venom anaphylaxis, allergen im-
munotherapy is the prophylactic treatment of choice.

Food Allergy

Food allergy needs careful distinction from the more
common adverse reactions to ingested substances (e.g.,
food intolerance, dose-related toxic reactions) that are
not immune-mediated. True food allergy afflicts approx-
imately 8% of children under the age of 3 years, and 2%
of the adult population. Such food hypersensitivity com-
prises several disorders that vary in time of onset, severity,
and persistence. The most common type of food allergy is
immediate gastrointestinal hypersensitivity. Symptoms,
consisting of nausea, abdominal pain, colic, vomiting,
and/or diarrhea, develop within minutes to 2 hours of
antigen exposure. Infants with this syndrome may present
with intermittent vomiting and poor weight gain. The
predominant response to orally ingested antigens is the in-
duction of tolerance. Food allergy represents an aberration

of this process. Only a small number of foodstuffs account
for the vast majority of offending allergens. In childhood,
the most common allergens derive from milk, egg, peanut,
soy, and wheat. In adults, the most common foods impli-
cated are peanuts, tree nuts, fish, and shellfish. Most food
allergens are relatively small, water-soluble, heat- and
acid-stable glycoproteins that are resistant to proteolytic
degradation. The higher incidence of disease in childhood
is presumably related to factors regulating the ontogeny of
the gut and immune system development (457,458). Ther-
apy revolves around avoidance of the offending allergen.
Interestingly, patients with atopic dermatitis commonly
have subclinical food hypersensitivity, with ingestion of the
relevant allergen leading to worsening of their dermatitis.

Oral allergy syndrome represents a second type of food
hypersensitivity. This is an immediate-type contact al-
lergy that leads to pruritus, tingling, and swelling of the
lips, palate, and throat following ingestion of the offend-
ing allergen, usually in fruits or vegetables. Oral allergy
syndrome affects up to 40% of adults with defined pollen
allergy, due to cross-reacting allergens. Therapy involves
allergen avoidance.

The eosinophilic gastroenteritides (eosinophilic esoph-
agitis, gastritis, gastroenteritis), though not thought in
general to be due to food allergy, deserve brief mention
here. These syndromes are characterized pathologically
by eosinophil infiltration, and clinically by a variety of
nonspecific symptoms, including abdominal pain, nausea,
vomiting, and diarrhea, although the etiology and patho-
genesis remain unclear in most cases. Some cases are
due to hypersensitivity reactions to antigens derived from
Anycylostoma caninum, a common dog hookworm that is
poorly adapted to, and causes nonpatent infection of, hu-
mans (459). Some cases may indeed be due to food allergy.

Atopic Dermatitis

Atopic dermatitis is a common, chronic, relapsing,
inflammatory skin disease characterized by dry skin,
severe pruritis, secondary excoriation which can lead to
lichenification, and a heightened susceptibility to cuta-
neous infections. Atopic dermatitis can lead to significant
suffering, both physical and psychologic. The prevalence
of atopic dermatitis has increased in the last few decades;
currently, 10% are affected at some point during childhood
in the United States. Both environmental and genetic
factors seem to play a role in susceptibility. Given the fact
that the hereditability of atopy appears to be largely dis-
ease type–independent, it is notable that parental atopic
dermatitis confers a higher risk for the development of
atopic dermatitis than for either allergic asthma or allergic
rhinitis in offspring, suggesting the likelihood of atopic
dermatitis–specific genes (460). Disease generally presents
early in childhood and is associated with sensitivity to food
and/or inhalant allergens. In adults, disease is primarily
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associated with sensitivity to inhalant allergens. Apart
from exposure to specific food and inhalant allergens,
environmental triggers such as irritating substances,
emotional stress, climactic factors, hormones, and local
infections are all known to be important in the expres-
sion of atopic dermatitis. Skin lesions generally display
evidence of mast-cell, eosinophil, and T-cell infiltration
and activation. In contrast to other atopic disorders, a
biphasic pattern of T-cell polarization or reactivity is
present in atopic dermatitis: Th2 cytokines predominate
in acute lesions, whereas chronic lesions express a mix of
Th1 and Th2 cytokines.

Current treatment of atopic dermatitis is directed at
symptomatic relief, skin hydration, the reduction of cuta-
neous inflammation, and avoidance of inciting antigens.
Therapies include antihistamines, topical immunosup-
pressive agents (glucocorticoids, FK506), moisturizers, en-
vironmental control measures for inhalant allergens, and
food-elimination diets for food allergens. Recent Phase I
and II studies have supported the efficacy of short-term
IFN-γ therapy in the treatment of severe atopic dermatitis
(461), although the mechanism of action remains unclear.

Asthma

The term asthma was coined by Hippocrates to refer to at-
tacks of breathlessness and wheezing. Asthma is a complex
inflammatory disease of the lung in which the prevalence,
morbidity, and mortality have been increasing markedly
over the last few decades. Asthma is a heterogeneous disor-
der with variations in the age of onset, severity of disease,
and underlying pathogenesis. Although asthma is multi-
factorial in origin, with both environmental and genetic
influences, atopy is the strongest identifiable predispos-
ing factor for the development of asthma. Most childhood
asthma is allergic in nature and is referred to as extrinsic
or atopic asthma; however, asthma that develops in adult-
hood and some forms of childhood asthma are not asso-
ciated with elevated IgE, and this form is referred to as
intrinsic or nonatopic asthma. In the most common form
of the disease, extrinsic asthma, the inflammatory process
is thought to arise as a result of inappropriate immune re-
sponses to commonly inhaled antigens. The inflammatory
response in the asthmatic lung is characterized by infiltra-
tion of the airway wall with lymphocytes, predominantly
CD4+ T cells, eosinophils, and degranulated mast cells.
Structurally, the airways of asthmatics are characterized
by mucus cell hyperplasia, subepithelial membrane thick-
ening, and loss of epithelial cell integrity. These cellular
findings have consistently been associated with the main
physiologic abnormalities of the disease, including vari-
able airflow obstruction and airway hyperresponsiveness.
As discussed extensively in this chapter, the pathologic con-
sequences of this disease are thought to arise as a result of
skewed T-cell responses to inhaled antigens, which in turn

lead to activation and recruitment of the primary effec-
tor cells, mast cells, eosinophils, and T cells. Activation of
these cells results in the release of a plethora of mediators
that individually or in concert induce changes in airway
geometry and produce the symptoms of the disease.

Current guidelines for asthma management emphasize
environmental control measures, objective monitoring,
and pharmacotherapy for comprehensive asthma man-
agement. The exact combination of pharmacotherapy is
dependent on the severity of disease, with short-acting
bronchodilators (β-adrenergic agonists) being recom-
mended for mild intermittent asthma, with the addition
of anti-inflammatory medication including inhaled or oral
corticosteroids, cromolyn or nedocromil, or a leukotriene
antagonists being indicated for more severe disease.
Several new therapies have been introduced over the last
few years, including the anti-IgE monoclonal antibody
omalizumab (Xolair), which is a recombinant humanized
monoclonal anti-IgE antibody that has demonstrated
efficacy in allergic asthma and other IgE-related aller-
gic illnesses (seasonal and perennial allergic rhinitis).
In three pivotal, placebo-controlled trials in patients
with moderate-to-severe allergic asthma, omalizumab
provided effective disease control, significantly reducing
exacerbations and the need for unscheduled outpatient
visits, emergency room visits, and hospitalizations (see
review, 462). Trials in humans have shown that Amb a 1, a
ragweed-pollen antigen, conjugated to a phosphorothioate
oligodeoxyribonucleotide immunostimulatory sequence
of DNA, greatly reduced allergenicity, and may offer long-
term clinical efficacy in the treatment of allergic rhinitis
(463). Clinical trials aimed at blocking IL-13 and/or IL-4
pathways are underway, and early reports suggest that this
approach may be promising: however, as clinical testing
of these new therapies is in early stages, determination of
their efficacy in asthma therapy awaits further study.

ACKNOWLEDGMENTS

The authors would like to thank Christopher Karp for ed-
itorial assistance. The author acknowledges the support
of National Institute of Health grants, HL076383, PO1
ES009606, and HL67736 to MWK.

REFERENCES

4. Ishizaka K, Ishizaka T, Hornbrook MM. Physico-chemical prop-
erties of human reaginic antibody. IV. Presence of a unique
immunoglobulin as a carrier of reaginic activity. J Immunol.
1966;97:75–85.

5. Ishizaka K, Ishizaka T, Hornbrook MM. Physicochemical properties
of reaginic antibody. V. Correlation of reaginic activity wth gamma-
E-globulin antibody. J Immunol. 1966;97:840–853.

15. Schulz O, Sewell HF, Shakib F. Proteolytic cleavage of CD25,
the alpha subunit of the human T cell interleukin 2 receptor, by



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-43 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:31

Immunological Mechanisms of Allergic Disease 1421

Der p 1, a major mite allergen with cysteine protease activity. J Exp
Med. 1998;187:271–275.

17. Morgan MS, Arlian LG. Enzymatic activity in extracts of allergy-
causing astigmatid mites. J Med Entomol. 2006;43:1200–1207.

18. Page K, Hughes VS, Bennett GW, et al. German cockroach proteases
regulate matrix metalloproteinase-9 in human bronchial epithelial
cells. Allergy. 2006;61:988–995.

20. Traidl-Hoffmann C, Mariani V, Hochrein H, et al. Pollen-associated
phytoprostanes inhibit dendritic cell interleukin-12 production and
augment T helper type 2 cell polarization. J Exp Med. 2005;201:627–
636.

21. Boldogh I, Bacsi A, Choudhury BK, et al. ROS generated by pollen
NADPH oxidase provide a signal that augments antigen-induced
allergic airway inflammation. J Clin Invest. 2005;115:2169–179.

26. Karlsson MG, Davidsson A, Hellquist HB. Increase in CD4+ and
CD45RO+ memory T cells in the nasal mucosa of allergic patients.
APMIS. 1994;102:753–758.

27. Azzawi M, Bradley B, Jeffery PK, et al. Identification of activated
T lymphocytes and eosinophils in bronchial biopsies in stable atopic
asthma. Am Rev Respir Dis. 1990;142:1407–1413.

28. Corrigan CJ, Kay AB. CD4 T-lymphocyte activation in acute severe
asthma. Relationship to disease severity and atopic status. Am Rev
Respir Dis. 1990;141:970–977.

29. Mosmann TR, Cherwinski H, Bond MW, et al. Two types of murine
helper T cell clone. I. Definition according to profiles of lymphokine
activities and secreted proteins. J Immunol. 1986;136:2348–2357.

30. Street NE, Mosmann TR. Functional diversity of T lymphocytes due
to secretion of different cytokine patterns. FASEB J. 1991;5:171–177.

31. Kapsenberg ML, Wierenga EA, Bos JD, et al. Functional sub-
sets of allergen-reactive human CD4+ T cells. Immunol Today.
1991;12:392–395.

35. Werfel T, Morita A, Grewe M, et al. Allergen specificity of skin-
infiltrating T cells is not restricted to a type-2 cytokine pattern
in chronic skin lesions of atopic dermatitis. J Invest Dermatol.
1996;107:871–876.

36. Fokkens WJ, Godthelp T, Holm AF, et al. Allergic rhinitis and
inflammation: the effect of nasal corticosteroid therapy. Allergy.
1997;52:29–32.

37. Secrist H, Chelen CJ, Wen Y, et al. Allergen immunotherapy de-
creases interleukin 4 production in CD4+ T cells from allergic indi-
viduals. J Exp Med. 1993;178:2123–2130.

38. Gavett SH, Chen X, Finkelman F, et al. Depletion of murine CD4+
T lymphocytes prevents antigen-induced airway hyperreactivity and
pulmonary eosinophilia. Am J Respir Cell Mol Biol. 1994;10:587–593.

39. Grunig G, Warnock M, Wakil AE, et al. Requirement for IL-13 inde-
pendently of IL-4 in experimental asthma. Science. 1998;282:2261–
2263.

40. Corry DB, Grunig G, Hadeiba H, et al. Requirements for allergen-
induced airway hyperreactivity in T and B cell-deficient mice. Mol
Med. 1998;4:344–355.

41. Gonzalo JA, Lloyd CM, Kremer L, et al. Eosinophil recruitment
to the lung in a murine model of allergic inflammation. The role
of T cells, chemokines, and adhesion receptors. J Clin Invest.
1996;98:2332–2345.

43. Gavett SH, O’Hearn DJ, Li X, et al. Interleukin 12 inhibits antigen-
induced airway hyperresponsiveness, inflammation, and Th2 cy-
tokine expression in mice. J Exp Med. 1995;182:1527–1536.

48. Gavett SH, O’Hearn DJ, Karp CL, et al. Interleukin-4 receptor block-
ade prevents airway responses induced by antigen challenge in
mice. Am J Physiol. 1997;272:L253–L261.

49. Kung TT, Stelts DM, Zurcher JA, et al. Involvement of IL-5 in a
murine model of allergic pulmonary inflammation: prophylactic
and therapeutic effect of an anti-IL-5 antibody. Am J Respir Cell
Mol Biol. 1995;13:360–365.

50. Foster PS, Hogan SP, Ramsay AJ, et al. Interleukin 5 deficiency abol-
ishes eosinophilia, airways hyperreactivity, and lung damage in a
mouse asthma model. J Exp Med. 1996;183:195–201.

51. Brusselle G, Kips J, Joos G, et al. Allergen-induced airway inflam-
mation and bronchial responsiveness in wild-type and interleukin-
4-deficient mice. Am J Respir Cell Mol Biol. 1995;12:254–259.

53. Spergel JM, Mizoguchi E, Oettgen H, et al. Roles of TH1 and TH2
cytokines in a murine model of allergic dermatitis. J Clin Invest.
1999;103:1103–1111.

58. Coyle AJ, Le G Gros, Bertrand C, et al. Interleukin-4 is required for
the induction of lung Th2 mucosal immunity. Am J Respir Cell Mol
Biol. 1995;13:54–59.

59. Rothenberg ME, Hogan SP. The eosinophil. Annu Rev Immunol.
2006;24:147–174.

61. Wills-Karp M, Luyimbazi J, Xu X, et al. Interleukin-13: central me-
diator of allergic asthma. Science. 1998;282:2258–2261.

62. Frohlich A, Marsland BJ, Sonderegger I, et al. IL-21 receptor signal-
ing is integral to the development of Th2 effector responses in vivo.
Blood. 2007;109:2023–2031.

63. Akbari O, Stock P, Meyer E, et al. Essential role of NKT cells produc-
ing IL-4 and IL-13 in the development of allergen-induced airway
hyperreactivity. Nat Med. 2003;9:582–588.

64. Lisbonne M, Diem S, de Castro Keller A, et al. Cutting edge: invariant
V alpha 14 NKT cells are required for allergen-induced airway in-
flammation and hyperreactivity in an experimental asthma model.
J Immunol. 2003;171:1637–1641.

65. Meyer EH, Goya S, Akbari O, et al. Glycolipid activation of invariant
T cell receptor+ NK T cells is sufficient to induce airway hyperre-
activity independent of conventional CD4+ T cells. Proc Natl Acad
Sci U S A. 2006;103:2782–2787.

68. Akbari O, Faul JL, Hoyte EG, et al. CD4+ invariant T-cell-
receptor+ natural killer T cells in bronchial asthma. N Engl J Med.
2006;354:1117–1129.

69. Sen Y, Yongyi B, Yuling H, et al. V alpha 24-invariant NKT cells
from patients with allergic asthma express CCR9 at high frequency
and induce Th2 bias of CD3+ T cells upon CD226 engagement.
J Immunol. 2005;175:4914–4926.

70. Elkhal A, Pichavant M, He R, et al. CD1d restricted natural killer T
cells are not required for allergic skin inflammation. J Allergy Clin
Immunol. 2006;118:1363–1368.

71. Agea E, Russano A, Bistoni O, et al. Human CD1-restricted T cell
recognition of lipids from pollens. J Exp Med. 2005;202:295–308.

72. Zhou D, Mattner J, Cantu C 3rd, et al. Lysosomal glycosphingolipid
recognition by NKT cells. Science. 2004;306:1786–1789.

73. Scherf W, Burdach S, Hansen G. Reduced expression of transform-
ing growth factor beta 1 exacerbates pathology in an experimental
asthma model. Eur J Immunol. 2005;35:198–206.

75. Zuany-Amorim C, Sawicka E, Manlius C, et al. Suppression of air-
way eosinophilia by killed Mycobacterium vaccae-induced allergen-
specific regulatory T-cells. Nat Med. 2002;8:625–629.

77. Matsumoto K, Inoue H, Fukuyama S, et al. Decrease of interleukin-
10-producing T cells in the peripheral blood of severe unstable
atopic asthmatics. Int Arch Allergy Immunol. 2004;134:295–302.

78. Ling EM, Smith T, Nguyen XD, et al. Relation of CD4+CD25+ regu-
latory T-cell suppression of allergen-driven T-cell activation to atopic
status and expression of allergic disease. Lancet. 2004;363:608–615.

79. Karlsson MR, Rugtveit J, Brandtzaeg P. Allergen-responsive
CD4+CD25+ regulatory T cells in children who have outgrown cow’s
milk allergy. J Exp Med. 2004, 199:1679–1688.

80. Karagiannidis C, Akdis M, Holopainen P, et al. Glucocorticoids up-
regulate FOXP3 expression and regulatory T cells in asthma. J Al-
lergy Clin Immunol. 2004;114:1425–1433.

81. Fainaru O, Woolf E, Lotem J, et al. Runx3 regulates mouse TGF-
beta-mediated dendritic cell function and its absence results in air-
way inflammation. EMBO J. 2004;23:969–979.

82. Lewkowich IP, Herman NS, Schleifer KW, et al. CD4+CD25+ T cells
protect against experimentally induced asthma and alter pulmonary
dendritic cell phenotype and function. J Exp Med. 2005;202:1549–
1561.

84. Prescott SL, Macaubas C, Holt BJ, et al. Transplacental priming of
the human immune system to environmental allergens: universal
skewing of initial T cell responses toward the Th2 cytokine profile.
J Immunol. 1998;160:4730–4737.

85. Ober C. Susceptibility genes in asthma and allergy. Curr Allergy
Asthma Rep. 2001;1:174–179.

89. Marsh DG, Neely JD, Breazeale DR, et al. Linkage analysis of IL4 and
other chromosome 5q31.1 markers and total serum immunoglobu-
lin E concentrations. Science. 1994;264:1152–1156.

90. Ober C, Hoffjan S. Asthma genetics. 2006: the long and winding
road to gene discovery. Genes Immun. 2006;7:95–100.

91. Wills-Karp M, Ewart SL. Time to draw breath: asthma-susceptibility
genes are identified. Nat Rev Genet. 2004;5:376–387.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-43 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:31

1422 Chapter 43

97. Warner JA, Miles EA, Jones AC, et al. Is deficiency of interferon
gamma production by allergen triggered cord blood cells a predictor
of atopic eczema? Clin Exp Allergy. 1994;24:423–430.

99. Prescott SL, Macaubas C, Smallacombe T, et al. Reciprocal age-
related patterns of allergen-specific T-cell immunity in normal vs.
atopic infants. Clin Exp Allergy. 1998;28(suppl 5):39–44; discussion
50–51.

101. Strachan DP. Hay fever, hygiene, and household size. Br Med J.
1989;299:1259–1260.

102. von Mutius E, Martinez FD, Fritzsch C, et al. Prevalence of asthma
and atopy in two areas of West and East Germany. Am J Respir Crit
Care Med. 1994;149:358–364.

103. Matricardi PM, Rosmini F, Ferrigno L, et al. Cross sectional ret-
rospective study of prevalence of atopy among Italian military
students with antibodies against hepatitis A virus. Br Med J.
1997;314:999–1003.

104. McIntire JJ, Umetsu SE, Macaubas C, et al. Immunology: hepatitis
A virus link to atopic disease. Nature. 2003;425:576.

107. Adlerberth I, Carlsson B, de Man P, et al. Intestinal colonization with
Enterobacteriaceae in Pakistani and Swedish hospital-delivered in-
fants. Acta Paediatr Scand. 1991;80:602–610.

110. Bjorksten B. The environmental influence on childhood asthma.
Allergy. 1999;54:17–23.

114. Gao PS, Mao XQ, Baldini M, et al. Serum total IgE levels and CD14
on chromosome 5q31 (letter). Clin Genet. 1999;56:164–165.

115. Fageras Bottcher M, Hmani-Aifa M, Lindstrom A, et al.
A TLR4 polymorphism is associated with asthma and re-
duced lipopolysaccharide-induced interleukin-12(p70) responses in
Swedish children. J Allergy Clin Immunol. 2004;114:561–567.

116. Raby BA, Klimecki WT, Laprise C, et al. Polymorphisms in toll-like
receptor 4 are not associated with asthma or atopy-related pheno-
types. Am J Respir Crit Care Med. 2002;166:1449–1456.

123. Diaz-Sanchez D, Rumold R, Gong H, Jr. Challenge with environ-
mental tobacco smoke exacerbates allergic airway disease in human
beings. J Allergy Clin Immunol. 2006;118:441–446.

126. Lambrecht BN. The dendritic cell in allergic airway diseases: a new
player to the game. Clin Exp Allergy. 2001;31:206–218.

127. Moller GM, Overbeek SE, Van Helden-Meeuwsen CG, et al. In-
creased numbers of dendritic cells in the bronchial mucosa of atopic
asthmatic patients: downregulation by inhaled corticosteroids. Clin
Exp Allergy. 1996;26:517–524.

128. Tschernig T, Debertin AS, Paulsen F, et al. Dendritic cells in the
mucosa of the human trachea are not regularly found in the first
year of life. Thorax. 2001;56:427–431.

129. Hamada K, Goldsmith CA, Goldman A, et al. Resistance of very
young mice to inhaled allergen sensitization is overcome by co-
exposure to an air-pollutant aerosol. Am J Respir Crit Care Med.
2000;161:1285–1293.

134. Jahnsen FL, Moloney ED, Hogan T, et al. Rapid dendritic cell re-
cruitment to the bronchial mucosa of patients with atopic asthma
in response to local allergen challenge. Thorax. 2001;56:823–826.

135. McWilliam AS, Napoli S, Marsh AM, et al. Dendritic cells are re-
cruited into the airway epithelium during the inflammatory re-
sponse to a broad spectrum of stimuli. J Exp Med. 1996;184:2429–
432.

136. Upham JW, Denburg JA, O’Byrne PM. Rapid response of circulating
myeloid dendritic cells to inhaled allergen in asthmatic subjects.
Clin Exp Allergy. 2002;32:818–823.

137. Reibman J, Hsu Y, Chen LC, et al. Airway epithelial cells release
MIP-3alpha/CCL20 in response to cytokines and ambient particu-
late matter. Am J Respir Cell Mol Biol. 2003;28:648–654.

139. Pichavant M, Charbonnier AS, Taront S, et al. Asthmatic bronchial
epithelium activated by the proteolytic allergen Der p 1 in-
creases selective dendritic cell recruitment. J Allergy Clin Immunol.
2005;115:771–778.

143. Krupnick AS, Gelman AE, Barchet W, et al. Murine vascular
endothelium activates and induces the generation of allogeneic
CD4+25+Foxp3+ regulatory T cells. J Immunol. 2005;175:6265–
6270.

144. Akbari O, Freeman GJ, Meyer EH, et al. Antigen-specific regula-
tory T cells develop via the ICOS-ICOS-ligand pathway and inhibit
allergen-induced airway hyperreactivity. Nat Med. 2002;8:1024–
1032.

146. Tesciuba AG, Subudhi S, Rother RP, et al. Inducible costimulator
regulates Th2-mediated inflammation, but not Th2 differentiation,
in a model of allergic airway disease. J Immunol. 2001;167:1996–
2003.

147. Bellinghausen I, Brand U, Knop J, et al. Comparison of allergen-
stimulated dendritic cells from atopic and nonatopic donors dis-
secting their effect on autologous naı̈ve and memory T helper cells
of such donors. J Allergy Clin Immunol. 2000;105:988–996.

148. Hammad H, Charbonnier AS, Duez C, et al. Th2 polarization by Der
p 1–pulsed monocyte-derived dendritic cells is due to the allergic
status of the donors. Blood. 2001;98:1135–1141.

150. Hammad H, Lambrecht BN, Pochard P, et al. Monocyte-derived
dendritic cells induce a house dust mite-specific Th2 allergic in-
flammation in the lung of humanized SCID mice: involvement of
CCR7. J Immunol. 2002;169:1524–1534.

151. Akdis M, Verhagen J, Taylor A, et al. Immune responses in healthy
and allergic individuals are characterized by a fine balance between
allergen-specific T regulatory 1 and T helper 2 cells. J Exp Med.
2004;199:1567–1575.

152. Shilling RA, Pinto JM, Decker DC, et al. Cutting edge: polymor-
phisms in the ICOS promoter region are associated with allergic sen-
sitization and Th2 cytokine production. J Immunol. 2005;175:2061–
2065.

153. Jones G, Wu S, Jang N, et al. Polymorphisms within the CTLA4
gene are associated with infant atopic dermatitis. Br J Dermatol.
2006;154:467–471.

154. Howard TD, Postma DS, Hawkins GA, et al. Fine mapping of an
IgE-controlling gene on chromosome 2q: Analysis of CTLA4 and
CD28. J Allergy Clin Immunol. 2002;110:743–751.

155. Becker S, Fenton MJ, Soukup JM. Involvement of microbial com-
ponents and toll–like receptors 2 and 4 in cytokine responses to
air pollution particles. Am J Respir Cell Mol Biol. 2002;27:611–
618.

157. Strohmeier GR, Walsh JH, Klings ES, et al. Lipopolysaccharide
binding protein potentiates airway reactivity in a murine model of
allergic asthma. J Immunol. 2001;166:2063–2070.

158. Eisenbarth SC, Piggott DA, Huleatt JW, et al. Lipopolysaccharide-
enhanced, toll-like receptor 4-dependent T helper cell type 2 re-
sponses to inhaled antigen. J Exp Med. 2002;196:1645–1651.

159. Redecke V, Hacker H, Datta SK, et al. Cutting edge: activation of
Toll-like receptor 2 induces a Th2 immune response and promotes
experimental asthma. J Immunol. 2004;172:2739–2743.

161. Hessel EM, Chu M, Lizcano JO, et al. Immunostimulatory oligonu-
cleotides block allergic airway inflammation by inhibiting Th2
cell activation and IgE-mediated cytokine induction. J Exp Med.
2005;202:1563–1573.

162. Choudhry S, Avila PC, Nazario S, et al. CD14 tobacco gene-
environment interaction modifies asthma severity and im-
munoglobulin E levels in Latinos with asthma. Am J Respir Crit
Care Med. 2005;172:173–182.

163. Vercelli D, Baldini M, Stern D, et al. CD14: a bridge between in-
nate immunity and adaptive IgE responses. J Endotoxin Res. 2001;7:
45–48.

164. Eder W, Klimecki W, Yu L, et al. Toll-like receptor 2 as a major gene
for asthma in children of European farmers. J Allergy Clin Immunol.
2004;113:482–488.

165. Weidinger S, Klopp N, Rummler L, et al. Association of NOD1 poly-
morphisms with atopic eczema and related phenotypes. J Allergy
Clin Immunol. 2005;116:177–184.

166. Wan H, Winton HL, Soeller C, et al. Der p 1 facilitates transepithelial
allergen delivery by disruption of tight junctions (see comments).
J Clin Invest. 1999;104:123–133.

167. Asokananthan N, Graham PT, Stewart DJ, et al. House dust mite
allergens induce proinflammatory cytokines from respiratory ep-
ithelial cells: the cysteine protease allergen, Der p 1, activates
protease-activated receptor (PAR)-2 and inactivates PAR-1. J Im-
munol. 2002;169:4572–4578.

168. Schmidlin F, Amadesi S, Dabbagh K, et al. Protease-activated recep-
tor 2 mediates eosinophil infiltration and hyperreactivity in allergic
inflammation of the airway. J Immunol. 2002;169:5315–5321.

169. Guermonprez P, Valladeau J, Zitvogel L, et al. Antigen presenta-
tion and T cell stimulation by dendritic cells. Annu Rev Immunol.
2002;20:621–667.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-43 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:31

Immunological Mechanisms of Allergic Disease 1423

173. Rissoan MC, Soumelis V, Kadowaki N, et al. Reciprocal con-
trol of T helper cell and dendritic cell differentiation. Science.
1999;283:1183–1186.

174. Cella M, Jarrossay D, Facchetti F, et al. Plasmacytoid monocytes
migrate to inflamed lymph nodes and produce large amounts of
type I interferon. Nat Med. 1999;5:919–923.

176. Iwasaki A, Medzhitov R. Toll-like receptor control of the adaptive
immune responses. Nat Immunol. 2004;5:987–995.

177. Chen L. Co-inhibitory molecules of the B7-CD28 family in the con-
trol of T-cell immunity. Nat Rev Immunol. 2004;4:336–347.

178. Lambrecht BN, De Veerman M, Coyle AJ, et al. Myeloid den-
dritic cells induce Th2 responses to inhaled antigen, leading to
eosinophilic airway inflammation. J Clin Invest. 2000;106:551–559.

179. Fallarino F, Asselin-Paturel C, Vacca C, et al. Murine plasmacytoid
dendritic cells initiate the immunosuppressive pathway of trypto-
phan catabolism in response to CD200 receptor engagement. J Im-
munol. 2004;173:3748–3754.

180. Hayashi T, Beck L, Rossetto C, et al. Inhibition of experi-
mental asthma by indoleamine 2,3-dioxygenase. J Clin Invest.
2004;114:270–279.

181. de Heer HJ, Hammad H, Soullie T, et al. Essential role of lung plas-
macytoid dendritic cells in preventing asthmatic reactions to harm-
less inhaled antigen. J Exp Med. 2004;200:89–98.

182. Kohl J, Baelder R, Lewkowich IP, et al. A regulatory role for the
C5a anaphylatoxin in type 2 immunity in asthma. J Clin Invest.
2006;116:783–796.

188. Rincon M, Anguita J, Nakamura T, et al. Interleukin (IL)-6 di-
rects the differentiation of IL-4-producing CD4+ T cells. J Exp Med.
1997;185:461–469.

190. Doganci A, Eigenbrod T, Krug N, et al. The IL-6R alpha chain con-
trols lung CD4+CD25+ Treg development and function during al-
lergic airway inflammation in vivo. J Clin Invest. 2005;115:313–
325.

192. Yokoyama A, Kohno N, Sakai K, et al. Circulating levels of sol-
uble interleukin-6 receptor in patients with bronchial asthma.
Am J Respir Crit Care Med. 1997;156:1688–1691.

194. Page K, Hughes VS, Odoms KK, et al. German cockroach proteases
regulate interleukin-8 expression via nuclear factor for interleukin-
6 in human bronchial epithelial cells. Am J Respir Cell Mol Biol.
2005;32:225–231.

198. Zhou B, Comeau MR, De Smedt T, et al. Thymic stromal lymphopoi-
etin as a key initiator of allergic airway inflammation in mice. Nat
Immunol. 2005;6:1047–1053.

199. Al-Shami A, Spolski R, Kelly J, et al. A role for TSLP in the
development of inflammation in an asthma model. J Exp Med.
2005;202:829–839.

201. Ito T, Wang YH, Duramad O, et al. TSLP-activated dendritic cells
induce an inflammatory T helper type 2 cell response through OX40
ligand. J Exp Med. 2005;202:1213–1223.

202. Xing Z, Ohkawara Y, Jordana M, et al. Transfer of granulocyte-
macrophage colony-stimulating factor gene to rat lung induces
eosinophilia, monocytosis, and fibrotic reactions. J Clin Invest.
1996;97:1102–1110.

204. van der Pouw Kraan TC, Boeije LC, Smeenk RJ, et al. Prostaglandin-
E2 is a potent inhibitor of human interleukin 12 production. J Exp
Med. 1995;181:775–779.

211. Yoshida H, Nishina H, Takimoto H, et al. The transcription factor
NF-ATc1 regulates lymphocyte proliferation and Th2 cytokine pro-
duction. Immunity. 1998;8:115–124.

212. Ranger AM, Hodge MR, Gravallese EM, et al. Delayed lymphoid
repopulation with defects in IL-4-driven responses produced by in-
activation of NF-ATc. Immunity. 1998;8:125–134.

215. Zhang DH, Yang L, Cohn L, et al. Inhibition of allergic inflammation
in a murine model of asthma by expression of a dominant-negative
mutant of GATA-3. Immunity. 1999;11:473–482.

216. Zhu J, Cote-Sierra J, Guo L, et al. Stat5 activation plays a critical
role in Th2 differentiation. Immunity. 2003;19:739–748.

218. Mohrs M, Blankespoor CM, Wang ZE, et al. Deletion of a coordi-
nate regulator of type 2 cytokine expression in mice. Nat Immunol.
2001;2:842–847.

219. McIntire JJ, Umetsu SE, Akbari O, et al. Identification of Tapr (an
airway hyperreactivity regulatory locus) and the linked Tim gene
family. Nat Immunol. 2001;2:1109–1116.

220. Hsieh CS, Macatonia SE, Tripp CS, et al. Development of TH1 CD4+
T cells through IL-12 produced by Listeria- induced macrophages.
Science. 1993;260:547–549.

228. Humbles AA, Lu B, Nilsson CA, et al. A role for the C3a ana-
phylatoxin receptor in the effector phase of asthma. Nature.
2000;406:998–1001.

230. Karp CL, Grupe A, Schadt E, et al. Identification of complement
factor 5 as a susceptibility locus for experimental allergic asthma.
Nat Immunol. 2000;1:221–226.

233. Miyazaki Y, Inoue H, Matsumura M, et al. Exacerbation of exper-
imental allergic asthma by augmented Th2 responses in WSX-1-
deficient mice. J Immunol. 2005;175:2401–2407.

242. Grunig G, Corry DB, Leach MW, et al. Interleukin-10 is a nat-
ural suppressor of cytokine production and inflammation in a
murine model of allergic bronchopulmonary aspergillosis. J Exp
Med. 1997;185:1089–1099.

244. Stampfli MR, Cwiartka M, Gajewska BU, et al. Interleukin-10 gene
transfer to the airway regulates allergic mucosal sensitization in
mice. Am J Respir Cell Mol Biol. 1999;21:586–596.

245. Akbari O, DeKruyff RH, Umetsu DT. Pulmonary dendritic cells pro-
ducing IL-10 mediate tolerance induced by respiratory exposure to
antigen. Nat Immunol. 2001;2:725–731.

251. Hobbs K, Negri J, Klinnert M, et al. Interleukin-10 and transform-
ing growth factor-beta promoter polymorphisms in allergies and
asthma. Am J Respir Crit Care Med. 1998;158:1958–1962.

252. Zheng SG, Wang JH, Stohl W, et al. TGF-beta requires CTLA-4
early after T cell activation to induce FoxP3 and generate adaptive
CD4+CD25+ regulatory cells. J Immunol. 2006;176:3321–3329.

256. Faveeuw C, Gosset P, Bureau F, et al. Prostaglandin D2 in-
hibits the production of interleukin-12 in murine dendritic cells
through multiple signaling pathways. Eur J Immunol. 2003;33:889–
898.

257. Theiner G, Gessner A, Lutz MB. The mast cell mediator PGD2 sup-
presses IL-12 release by dendritic cells leading to Th2 polarized
immune responses in vivo. Immunobiology. 2006;211:463–472.

258. Hammad H, Kool M, Soullie T, et al. Activation of the D prostanoid
1 receptor suppresses asthma by modulation of lung dendritic
cell function and induction of regulatory T cells. J Exp Med.
2007;204:357–367.

261. Coyle AJ, Wagner K, Bertrand C, et al. Central role of immunoglobu-
lin (Ig) E in the induction of lung eosinophil infiltration and T helper
2 cell cytokine production: inhibition by a non-anaphylactogenic
anti-IgE antibody. J Exp Med. 1996;183:1303–1310.

263. Finkelman FD, Katona IM, Urban JF Jr, et al. IL-4 is required to gen-
erate and sustain in vivo IgE responses. J Immunol. 1988;141:2335–
2341.

264. Zhu Z, Homer RJ, Wang Z, et al. Pulmonary expression of
interleukin-13 causes inflammation, mucus hypersecretion, subep-
ithelial fibrosis, physiologic abnormalities, and eotaxin production.
J Clin Invest. 1999;103:779–788.

266. Ishizaka K, Ishizaka T. Identification of g E-antibodies as a carrier
of reaginic activity. J Immunol. 1967;99:1187.

267. Vercelli D. The functional genomics of CD14 and its role in IgE
responses: an integrated view. J Allergy Clin Immunol. 2002;109:
14–21.

268. Linehan LA, Warren WD, Thompson PA, et al. STAT6 is required for
IL-4-induced germline Ig gene transcription and switch recombina-
tion. J Immunol. 1998;161:302–310.

270. Harriman GR, Bradley A, Das S, et al. IgA class switch in I alpha
exon-deficient mice. Role of germline transcription in class switch
recombination. J Clin Invest. 1996;97:477–485.

271. Oettgen HC, Geha RS. IgE in asthma and atopy: cellular and molec-
ular connections. J Clin Invest. 1999;104:829–835.

272. Jabara HH, Fu SM, Geha RS, et al. CD40 and IgE: synergism be-
tween anti-CD40 monoclonal antibody and interleukin 4 in the in-
duction of IgE synthesis by highly purified human B cells. J Exp
Med. 1990;172:1861–1864.

273. Armitage RJ, Fanslow WC, Strockbine L, et al. Molecular and bi-
ological characterization of a murine ligand for CD40. Nature.
1992;357:80–82.

275. Kawabe T, Naka T, Yoshida K, et al. The immune responses in CD40-
deficient mice: impaired immunoglobulin class switching and ger-
minal center formation. Immunity. 1994;1:167–178.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-43 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:31

1424 Chapter 43

276. Renshaw BR, Fanslow WC 3rd, Armitage RJ, et al. Humoral
immune responses in CD40 ligand-deficient mice. J Exp Med.
1994;180:1889–1900.

278. Muramatsu M, Kinoshita K, Fagarasan S, et al. Class switch re-
combination and hypermutation require activation-induced cy-
tidine deaminase (AID), a potential RNA editing enzyme. Cell.
2000;102:553–563.

280. Shapira SK, Vercelli D, Jabara HH, et al. Molecular analysis of the
induction of immunoglobulin E synthesis in human B cells by inter-
leukin 4 and engagement of CD40 antigen. J Exp Med. 1992;175:289–
292.

284. Ozaki K, Spolski R, Feng CG, et al. A critical role for IL-21 in
regulating immunoglobulin production. Science. 2002;298:1630–
1634.

285. Suto A, Nakajima H, Hirose K, et al. Interleukin 21 prevents antigen-
induced IgE production by inhibiting germ line C(epsilon) tran-
scription of IL-4-stimulated B cells. Blood. 2002;100:4565–4573.

288. Strait RT, Morris SC, Finkelman FD. IgG-blocking antibodies inhibit
IgE-mediated anaphylaxis in vivo through both antigen interception
and Fc gamma RIIb cross-linking. J Clin Invest. 2006;116:833–841.

291. Turner H, Kinet JP. Signalling through the high-affinity IgE receptor
Fc epsilonRI. Nature. 1999;402:B24–B30.

293. Malveaux FJ, Conroy MC, Adkinson NF Jr, et al. IgE receptors on
human basophils. Relationship to serum IgE concentration. J Clin
Invest. 1978;62:176–181.

297. Daheshia M, Friend DS, Grusby MJ, et al. Increased severity of local
and systemic anaphylactic reactions in gp49B1-deficient mice. J Exp
Med. 2001;194:227–234.

300. Long EO. Regulation of immune responses through inhibitory re-
ceptors. Annu Rev Immunol. 1999;17:875–904.

301. Yokota A, Kikutani H, Tanaka T, et al. Two species of human Fc
epsilon receptor II (Fc epsilon RII/CD23): tissue-specific and IL-4-
specific regulation of gene expression. Cell. 1988;55:611–68.

311. Lecoanet-Henchoz S, Gauchat JF, Aubry JP, et al. CD23 regulates
monocyte activation through a novel interaction with the adhesion
molecules CD11b-CD18 and CD11c-CD18. Immunity. 1995;3:119–
125.

323. Charlesworth EN, Hood AF, Soter NA, et al. Cutaneous late-phase
response to allergen. Mediator release and inflammatory cell infil-
tration. J Clin Invest. 1989;83:1519–1526.

329. Ruitenberg EJ, Elgersma A. Absence of intestinal mast cell response
in congenitally athymic mice during Trichinella spiralis infection.
Nature. 1976;264:258–260.

330. Lantz CS, Boesiger J, Song CH, et al. Role for interleukin-3 in mast-
cell and basophil development and in immunity to parasites. Nature.
1998;392:90–93.

335. Casale TB, Wood D, Richerson HB, et al. Elevated bronchoalveolar
lavage fluid histamine levels in allergic asthmatics are associated
with methacholine bronchial hyperresponsiveness. J Clin Invest.
1987;79:1197–1203.

339. Schwartz LB, Bradford TR, Rouse C, et al. Development of a new,
more sensitive immunoassay for human tryptase: use in systemic
anaphylaxis. J Clin Immunol. 1994;14:190–194.

345. Weiss JW, Drazen JM, McFadden ERJ, et al. Airway constriction in
normal humans produced by inhalation of leukotriene D. Potency,
time course, and effect of aspirin therapy. JAMA. 1983;249:2814–
2817.

356. Hardy CC, Robinson C, Tattersfield AE, et al. The bronchoconstric-
tor effect of inhaled prostaglandin D2 in normal and asthmatic men.
N Engl J Med. 1984;311:209–213.

364. Bradding P, Feather IH, Howarth PH, et al. Interleukin 4 is localized
to and released by human mast cells. J Exp Med. 1992;176:1381–
1386.

367. Oettgen HC, Martin TR, Wynshaw-Boris A, et al. Active anaphylaxis
in IgE-deficient mice. Nature. 1994;370:367–370.

369. Fahy JV, Fleming HE, Wong HH, et al. The effect of an anti-IgE
monoclonal antibody on the early- and late-phase responses to al-
lergen inhalation in asthmatic subjects. Am J Respir Crit Care Med.
1997;155:1828–1834.

371. Weller PF. Eosinophils: structure and functions. Curr Opin Im-
munol. 1994;6:85–90.

372. Gleich GJ. Mechanisms of eosinophil-associated inflammation.
J Allergy Clin Immunol. 2000;105:651–663.

373. Weller PF, Lim K, Wan HC, et al. Role of the eosinophil in allergic
reactions. Eur Respir J Suppl. 1996;22:109s–115s.

375. Wu W, Samoszuk MK, Comhair SA, et al. Eosinophils generate
brominating oxidants in allergen-induced asthma. J Clin Invest.
2000;105:1455–1463.

379. Nerlov C, Graf T. PU.1 induces myeloid lineage commitment in mul-
tipotent hematopoietic progenitors. Genes Dev. 1998;12:2403–2412.

380. Nerlov C, McNagny KM, Doderlein G, et al. Distinct C/EBP func-
tions are required for eosinophil lineage commitment and matura-
tion. Genes Dev. 1998;12:2413–2423.

381. Lee JJ, McGarry MP, Farmer SC, et al. Interleukin-5 expression in
the lung epithelium of transgenic mice leads to pulmonary changes
pathognomonic of asthma. J Exp Med. 1997;185:2143–2156.

383. Ponath PD, Qin S, Post TW, et al. Molecular cloning and charac-
terization of a human eotaxin receptor expressed selectively on
eosinophils. J Exp Med. 1996;183:2437–2448.

384. Uguccioni M, Mackay CR, Ochensberger B, et al. High expression
of the chemokine receptor CCR3 in human blood basophils. Role in
activation by eotaxin, MCP-4, and other chemokines. J Clin Invest.
1997;100:1137–1143.

385. Rothenberg ME, MacLean JA, Pearlman E, et al. Targeted disrup-
tion of the chemokine eotaxin partially reduces antigen- induced
tissue eosinophilia. J Exp Med. 1997;185:785–790.

387. Collins PD, Marleau S, Griffiths-Johnson DA, et al. Cooperation be-
tween interleukin-5 and the chemokine eotaxin to induce eosinophil
accumulation in vivo. J Exp Med. 1995;182:1169–1174.

388. Gonzalo JA, Lloyd CM, Wen D, et al. The coordinated action of
CC chemokines in the lung orchestrates allergic inflammation and
airway hyperresponsiveness. J Exp Med. 1998;188:157–167.

390. Gounni AS, Lamkhioued B, Ochiai K, et al. High-affinity IgE recep-
tor on eosinophils is involved in defence against parasites. Nature.
1994;367:183–16.

401. Seminario MC, Gleich GJ. The role of eosinophils in the pathogen-
esis of asthma. Curr Opin Immunol. 1994;6:860–864.

402. Terada N, Konno A, Fukuda S, et al. Interleukin-5 gene expression
in nasal mucosa and changes in amount of interleukin-5 in nasal
lavage fluid after antigen challenge. Acta Otolaryngol. 1994;114:203–
208.

403. Kiehl P, Falkenberg K, Vogelbruch M, et al. Tissue eosinophilia in
acute and chronic atopic dermatitis: a morphometric approach us-
ing quantitative image analysis of immunostaining. Br J Dermatol.
2001;145:720–729.

408. Corry DB, Folkesson HG, Warnock ML, et al. Interleukin 4, but not
interleukin 5 or eosinophils, is required in a murine model of acute
airway hyperreactivity (published erratum appears in J. Exp. Med.
185(9):1715). J Exp Med. 1996;183:109–117.

409. Leckie MJ, ten Brinke A, Khan J, et al. Effects of an
interleukin-5 blocking monoclonal antibody on eosinophils, air-
way hyper-responsiveness, and the late asthmatic response. Lancet.
2000;356:2144–2148.

410. Lee JJ, Dimina D, Macias MP, et al. Defining a link with asthma in
mice congenitally deficient in eosinophils. Science. 2004;305:1773–
1776.

420. Zheng T, Zhu Z, Wang Z, et al. Inducible targeting of IL-13 to
the adult lung causes matrix metalloproteinase- and cathepsin-
dependent emphysema. J Clin Invest. 2000;106:1081–1093.

421. Chiaramonte MG, Donaldson DD, Cheever AW, et al. An IL-13
inhibitor blocks the development of hepatic fibrosis during a
T-helper type 2-dominated inflammatory response. J Clin Invest.
1999;104:777–785.

422. Hesse M, Modolell M, La Flamme AC, et al. Differential regula-
tion of nitric oxide synthase-2 and arginase-1 by type 1/type 2 cy-
tokines in vivo: granulomatous pathology is shaped by the pattern of
L-arginine metabolism. J Immunol. 2001;167:6533–6544.

423. Zimmermann N, King NE, Laporte J, et al. Dissection of experi-
mental asthma with DNA microarray analysis identifies arginase in
asthma pathogenesis. J Clin Invest. 2003;111:1863–1874.

429. Blackburn MR, Lee CG, Young HW, et al. Adenosine mediates
IL-13-induced inflammation and remodeling in the lung and in-
teracts in an IL-13-adenosine amplification pathway. J Clin Invest.
2003;112:332–344.

430. Vargaftig BB, Singer M. Leukotrienes mediate murine bron-
chopulmonary hyperreactivity, inflammation, and part of mucosal



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-43 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:31

Immunological Mechanisms of Allergic Disease 1425

metaplasia and tissue injury induced by recombinant murine
interleukin-13. Am J Respir Cell Mol Biol. 2003;28:410–419.

438. Deshpande DA, Dogan S, Walseth TF, et al. Modulation of calcium
signaling by interleukin-13 in human airway smooth muscle: role
of CD38/cyclic adenosine diphosphate ribose pathway. Am J Respir
Cell Mol Biol. 2004;31:36–42.

442. Zhu Z, Zheng T, Homer RJ, et al. Acidic mammalian chitinase in
asthmatic Th2 inflammation and IL-13 pathway activation. Science.
2004;304:1678–1682.

443. Zhu Z, Ma B, Zheng T, et al. IL-13-induced chemokine responses in
the lung: role of CCR2 in the pathogenesis of IL-13-induced inflam-
mation and remodeling. J Immunol. 2002;168:2953–2962.

445. Humbert M, Durham SR, Kimmitt P, et al. Elevated expression of
messenger ribonucleic acid encoding IL-13 in the bronchial mu-
cosa of atopic and nonatopic subjects with asthma. J Allergy Clin
Immunol. 1997;99:657–665.

447. Graves PE, Kabesch M, Halonen M, et al. A cluster of seven tightly
linked polymorphisms in the IL-13 gene is associated with total
serum IgE levels in three populations of white children. J Allergy
Clin Immunol. 2000;105:506–513.

448. Heinzmann A, Mao XQ, Akaiwa M, et al. Genetic variants of
IL-13 signalling and human asthma and atopy. Hum Mol Genet.
2000;9:549–559.

450. Cameron L, Webster RB, Strempel JM, et al. Th2 cell-selective
enhancement of human IL13 transcription by IL13–1112CT, a
polymorphism associated with allergic inflammation. J Immunol.
2006;177:8633–8642.

462. Spector S. Omalizumab: efficacy in allergic disease. Panminerva
Med. 2004;46:141–148.

463. Creticos PS, Schroeder JT, Hamilton RG, et al. Immunotherapy with
a ragweed-toll-like receptor 9 agonist vaccine for allergic rhinitis. N
Engl J Med. 2006;355:1445–1455.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-44 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:32

• •C h a p t e r 4 4

◗ Transplantation Immunology

Megan Sykes, Kathryn Wood, and David H. Sachs

Origins of Transplantation Immunology

Early History
History, Principles, and Discoveries of

Immunogenetics

Donor Antigens Responsible for Graft Rejection

Major Histocompatibility Antigens
Minor Histocompatibility Antigens
Other Antigens of Potential Importance in

Transplantation

Mechanisms of Graft Rejection

Rejection Caused by Preformed Antibodies
(Hyperacute Rejection)

Acute Humoral Rejection (Accelerated Rejection)
Acute Cellular Rejection and Acute

Graft-versus-Host Disease (GVHD)
Chronic Rejection and Chronic GVHD

Physiologic Interactions Regulating Graft

Rejection

Down-modulating Signals following T-Cell
Activation

Regulatory Cytokines
The Presence of the Transplanted Organ
Role of Graft and Tissue Injury
Role of the Innate Immune System

Manipulations to Prevent Graft Rejection

Nonspecific Techniques
Donor-specific Tolerance Induction

Transplantation of Specific Organs and Tissues

Kidney Transplantation
Liver Transplantation
Heart and Lung Transplantation
Pancreas and Islet Transplantation
Hematopoietic Cell Transplantation
Xenogeneic Transplantation

Some Immunologic Issues in Clinical

Transplantation

The Effect of Antigen Matching on Organ Graft
Survival

HLA and Hematopoietic Cell Transplantation
Crossmatch
“Sensitized” Candidate for Organ Transplantation
The Diagnosis of Rejection
How Much Immunosuppression Is Enough?

Conclusion

The transplantation of organs and cells between individ-
uals saves or prolongs thousands of lives each year. The
growing list of organs transplanted includes corneas, kid-
neys, livers, hearts, lungs, small intestines, pancreata, and
even hands and faces. Currently, clinical cellular transplan-
tation includes islets of Langerhans and hematopoietic
cells, but the list is likely to expand in the future to include
other cell types, such as hepatocytes and myoblasts, which
are currently under investigation in experimental models.
Success of all types of transplants depends on the ability
to avoid rejection due to a host-versus-graft immune re-

sponse. Hematopoietic cell transplantation is, in addition,
associated with some special considerations because the
administration of a donor graft that contains mature
T cells to a conditioned, and consequently immunoincom-
petent, recipient is associated with the risk of rejection in
the graft-versus-host direction, that is, graft-versus-host
disease (GVHD). Because all of these transplants are
performed between different humans, that is, members of
the same species, they are referred to as allotransplants.
However, improvements in immunosuppressive therapies
have increased the success of allotransplantation to the

1426



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-44 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:32

Transplantation Immunology 1427

point that a new limitation has been encountered, namely,
the insufficient supply of human organs.

Although this insufficiency can be partly overcome by
the increasing use of living donors as sources of kidneys,
liver, and lungs, such procedures are associated with
significant risks to the donor, and some organs (e.g., the
heart) can obviously be obtained only from cadaveric
donors. This organ shortage has led to considerable inter-
est in alternatives, such as artificial organs, tissue grafts
engineered in vitro from stem cells, and organs from other
species. Transplants from other species, referred to as
xenografts, are a promising solution to the organ shortage,
but present even greater immunologic challenges than
allografts, as well as potentially novel infectious risks, and
these problems must be addressed before xenotransplan-
tation can be effectively used in the clinic. This chapter
presents an overview of the immunology of organ and cel-
lular allotransplantation, as well as xenotransplantation.
Allogeneic and xenogeneic responses differ from other
immunologic responses in at least two fundamental ways.
First, they exhibit extraordinary strength and, probably for
that reason, include unusual types of responses that cannot
be detected in other areas of immunology. Second, they can
be stimulated by two different sets of antigen-presenting
cells, those of the donor and those of the recipient. In this
chapter, we will emphasize these differences from classical
immunology as we describe our current understanding of
the immune responses that cause graft rejection.

ORIGINS OF TRANSPLANTATION
IMMUNOLOGY

Early History

Although there were sporadic reports of tissue trans-
plants in ancient times (1), skin grafting did not become
an accepted practice until the late 1800s. However, even
then many workers did not distinguish between auto-
grafts (donor and recipient the same individual) and al-
lografts (donor and recipient of the same species) or even,
sometimes, xenografts (donor and recipient of different
species). The last of these formed the basis for an exten-
sive practice known as zoografting in which patients were
subjected to grafts from animals ranging from pigs to frogs
(2). Billingham (3) points out that no one apparently cared
whether the grafted skin “took” or merely promoted heal-
ing of the wound. The results of these efforts led to a period
of confusion in transplantation. Without any clear under-
standing of the processes involved, surgeons embarked on
all sorts of transplants, and a series of operations were re-
ported that we know, from our present understanding of
the laws of transplantation, could not possibly have been
successful. The transplantation of internal organs awaited

the development of techniques for vascular anastomosis.
In. 1908, Carrel (4), one of the pioneers of vascular surgery,
reported the results of en bloc allotransplantation of both
kidneys in a series of nine cats. He was able to obtain up
to 25 days of urine output in some cats, but ultimately
all of them died. Although other investigators repeated
and modified Carrel’s experiments, no major advances in
prolonging the function of allografts or in understanding
the cause for their failure were made for the following
3 decades.

During this same period, the closely related field of
tumor transplantation gained momentum (3). Although
many of the experiments with tumor transplants provided
information essential to an understanding of transplan-
tation immunology, this was not clear at the time. Many
workers were committed to the idea that they were study-
ing an effect peculiar to tumor tissues. In his Harvey Lec-
ture, Medawar summed up the confusion neatly by the
statement, “Nearly everyone who supposed that he was
using transplantation to study tumors was in fact using
tumors to study transplantation” (5).

In. 1936, Voronoy, a Russian surgeon, reported the first
clinical renal allograft (1). There was apparently a mis-
match of blood types and the patient died having demon-
strated only minimal renal function. The early postwar
years saw reports of attempts at clinical renal homo-
transplantation from various locales around the world. In.
1952, the first successful renal transplant was performed
in Boston using the kidney of an identical twin (6).

One of the important contributions to the understand-
ing of transplantation in this era was the work of Medawar.
In. 1943, Gibson and Medawar reported their experience
with autologous and allogeneic skin grafts on a woman
who had suffered extensive third-degree burns. The allo-
grafts in this case were taken from the patient’s sibling,
and for clinical reasons were transplanted in two different
stages separated by about a week. The authors observed ac-
celerated rejection of the second grafts. Appreciating the
possible significance of these observations, Medawar (5)
followed them with a series of grafting experiments in rab-
bits and mice. By. 1945, he was able to conclude that “resis-
tance to homologous grafted skin therefore belongs to the
general category of actively acquired immune reactions”
(5), thereby establishing the relationship of clinical trans-
plantation to the field of immunology.

History, Principles, and Discoveries of
Immunogenetics

Inbred Strains

Rodents have provided an invaluable model for the study
of the genetic basis for graft rejection. One of the main
features that has made them so valuable is the availability
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of a large number of inbred strains. Such strains consist
of animals that have been produced by sequential pedi-
greed brother-sister matings for at least 20 generations and
which are, therefore, essentially genetically identical. With
the exception of the sex chromosomes, chromosomes in
such strains are homozygous and therefore produce iden-
tical homozygous progeny.

The reason that sequential inbreeding leads to homozy-
gosity is illustrated in Figure 44.1. For the sake of simplic-
ity, the first generation illustrated in this figure is indicated
as a brother-sister mating in which, for any given autoso-
mal locus, the alleles being bred will be of the form AB ×
AB. The more general case of AB × CD can also be ana-
lyzed statistically by a similar, although slightly more com-
plicated, mathematical treatment. The ratio of genotypes
of the offspring from this breeding is given by the binomial
formula (AA:AB:BB = 1:2:1). Thus, as illustrated at the sec-
ond generation, when a single brother-sister pair is chosen,
the chance that both animals will have the genotype AA at
the locus in question is 1/16. Similarly, the probability that
the second-generation mating will take the form BB × BB
is also 1/16. In either of these eventualities, all future gen-
erations will be fixed as homozygotes (either AA or BB)

and therefore we speak of the locus as being fixed. Thus,
the probability of fixation of a given autosomal locus at
this generation is 1/8.

For segregation of a large number of independent loci,
it is mathematically equivalent to state that the probability
of fixing a given locus is 1/8, or that on the average 1/8 of
the segregating loci will be fixed. If the locus in question
is not fixed during this random breeding, then the chances
that it will be fixed at the next breeding are still approxi-
mately 1/8 (actually a little higher). In other words, 1/8 of
the loci would be expected to fix at the second inbreeding
generation, 1/8 of the remaining unfixed loci would be ex-
pected to fix at the next generation, and so on. As indicated
in Figure 44.1, the probability of fixation (Pfix) is given by
the formula:

Pfix = 1 −
(

7
8

)n−1

This equation describes a curve that rises asymptotically
toward a probability of 100% fixation (Figure 44.2). Be-
cause genes travel at meiosis in groups rather than in-
dividually, there is a finite number of units of genetic

FIGURE 44.1 Breeding scheme for inbred strains.
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FIGURE 44.2 Probablity of fixation curve.

information that segregate. Therefore, for practical pur-
poses, one can consider a strain inbred after 20 such
brother-sister matings because at this point there is a very
small chance that any locus will not have reached homozy-
gosity. All loci will be of the genotype either AA or BB, and
there will no longer be any loci of the heterozygous form
AB. The strain so derived is defined as an inbred strain.
Hundreds of such well-characterized inbred strains are
now available.

Inbred strains have also been produced in several other
species including rats, guinea pigs, and rabbits. However,
both space requirements and other genetic features, such
as gestation times, age of sexual maturity, and litter size,
make production of inbred strains in larger species much
more difficult. Indeed, until recently, there were no inbred
large-animal species available. However, during the past
35 years, studies in one of our laboratories (D. H. Sachs,
Boston, MA, USA) have produced highly inbred miniature
swine (7,8). Swine were chosen for this purpose because
they represent one of the few large-animal species in which
breeding characteristics make genetic experiments possi-
ble. Swine have a relatively large litter size (three to ten off-
spring) and a short gestation time (3 months). They reach
sexual maturity at approximately 6 months of age, and
sows have an estrous cycle every 3 weeks. These breeding
characteristics made it possible to develop major histo-
compatibility complex (MHC) homozygous lines of minia-
ture swine in a relatively short time (7), to isolate new
MHC recombinants and breed them to homozygosity, and
to carry out short-term backcross experiments in order to
identify and study the segregation of genetic characteris-
tics. These miniature swine now represent the only large-
animal model in which MHC genetics can be reproducibly
controlled. As such, these animals have been particularly
useful in assessing the effects of MHC matching on rejec-
tion and/or tolerance induction (9).

FIGURE 44.3 Origin of miniature swine haplotypes.

At present, swine of three homozygous SLA haplotypes,
SLAa, SLAc, SLAd, and five lines bearing intra-SLA recom-
binant haplotypes are maintained, as illustrated in Fig-
ure 44.3. All of these lines differ by minor histocompatibil-
ity loci, thus providing a model in which most of the trans-
plantation combinations relevant to human transplan-
tation can be mimicked. Thus, for example, transplants
within an MHC homozygous herd simulate transplants be-
tween HLA identical siblings, while transplants between
herds resemble cadaveric or nonmatched sibling trans-
plants. Likewise, transplants between pairs of heterozy-
gotes can be chosen to resemble parent into offspring or
one-haplotype mismatched sibling transplants. In addi-
tion, one subline of SLAdd animals was selected for fur-
ther inbreeding in order to produce a fully inbred line of
miniature swine. This subline has now reached a coeffi-
cient of inbreeding of more than 94%, and is now suf-
ficiently inbred for histocompatibility, that is, reciprocal
skin grafts among the offspring have not been rejected (8).
These animals should be particularly useful in permitting
adoptive transfer studies for the first time in a large-animal
model.

One problem in maintaining true homozygosity of in-
bred strains is that of mutation. The average mutation fre-
quency for mammalian genes has been estimated to be ap-
proximately 10−6 per base pair per meiosis. Because there
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are more than 106 genetic loci in mammalian organisms,
one would expect at least one mutation to occur some-
where in the genome at every generation. This source of
reintroduction of heterozygosity cannot be avoided, but
one can ensure that such heterozygosity, once introduced,
will not remain for long by maintaining a strict brother-
sister pedigreed mating scheme for the reference line of
any inbred strain. As indicated in Figure 44.1, such a
scheme will ensure that any mutation that occurs will ei-
ther be lost or be fixed as a homozygous allele by this pro-
cedure. However, when the same strain is maintained in
two different colonies, the pedigreed reference lines will of
course accumulate different mutations, leading to the phe-
nomenon of “drift,” with each line remaining truly inbred,
but differing for an increasing number of fixed mutations.
Such separated lines are called sublines and are designated
by a series of letters following the strain designation that
indicate the origin and location of the pedigreed reference
line. Thus, for example, the C3H/HeJ and C3H/HeN lines
are two different sublines of the C3H strain. Both were
originally maintained by Heston (He), one subline then
being maintained at Jackson Laboratory (C3H/HeJ) and
the other at the National Institutes of Health (C3H/HeN).
Although these strains are still quite similar for many prop-
erties, there are already several known differences between
them, such as the responsiveness of their lymphocytes to
lipopolysaccharide. Often differences between sublines are
first detected when results from one laboratory are found
difficult to reproduce in another.

Genetic Principles Governing Tissue
Transplantation: The “Laws of Transplantation”

In the early 1900s it was noted by tumor biologists that tu-
mors arising in inbred animals could frequently be trans-
planted successfully to other animals of the same line,
while this was usually impossible in outbred animals. Lit-
tle (10) then studied this phenomenon systematically, and
in the process produced and characterized a large number
of inbred strains of mice. In summarizing the results of
these studies of tumor grafting in mice, Little described
what have since been called the “five laws of transplanta-
tion” (Table 44.1). Little’s remarkable insight was to recon-
cile these observations with the classical Mendelian prin-
ciples by proposing that recipients would reject grafts if
the donor expressed a product of any histocompatibility
(tissue compatibility) locus that was not expressed by the
recipient. His explanation for the unusual inheritance pat-
tern in Table 44.1 was to suggest, first, that there must
be codominant expression of the histocompatibility genes,
and second, that there must be a relatively large number of
histocompatibility loci. Under these conditions, members
of the F1 generation would express both parental alleles
at all histocompatibility loci (and thus would fail to reject

◗ TABLE 44.1 The Laws of Transplantation

1. Transplants within inbred strains will succeed.
2. Transplants between inbred strains will fail.
3. Transplants from a member of an inbred parental strain to an F1

offspring will succeed but those in the reverse direction will fail.
4. Transplants from F2 and all subsequent generations to F1

animals will succeed.
5. Transplants from inbred parental strains to the F2 generation will

usually, but not always, fail.

Adapted from Little CC. The genetics of tissue transplantation in mammals.
Cancer Res. 1924;8:75–95.

grafts from parental, F2, or subsequent generations) and
members of the F2 generation would be unlikely to express
all of the products of histocompatibility genes that are ex-
pressed by either parental generation (and thus would usu-
ally reject parental allografts).

Estimating the Number of Histocompatibility
Genes

One can experimentally determine the number of histo-
compatibility loci by which any two inbred strains differ by
breeding a large F2 population between these strains and
then transplanting tissues from one of the parental strains
to all of the F2 offspring, measuring the fraction of grafts
that survive. As illustrated in Figure 44.4, if the two strains
were to differ at only one histocompatibility locus, one
would predict that 3/4 of the grafts would survive. If, how-
ever, if the two strains differed by two independently segre-
gating histocompatibility loci, then one would predict that
(3/4)2 or 9/16 of the grafts would survive. Similarly, if there
were n loci by which these two strains differed, one would
expect (3/4)n to be the fraction of surviving grafts. When
this equation has been solved for “n” experimentally, using
skin grafts as the challenging transplant, numbers as high

FIGURE 44.4 Estimating the number of histocompatibility
loci.
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as 30 to 50 have been reported (11). Because there are only
20 chromosome pairs in the mouse genome, these larger
numbers imply that many chromosomes carry more than
one histocompatibility locus.

Producing Congenic Strains: Identifying the Major
Histocompatibility Complex

A process to generate strains differing from one another ge-
netically at only a single one of these numerous histocom-
patibility loci was pursued by Snell (12) at Jackson Lab-
oratory, and involved the production of congenic strains
(inbred strains that differ from one another at only one in-
dependently segregating genetic locus) using the rejection
of parental skin grafts as the trait used to select succes-
sive matings. It became apparent during this process that
one histocompatibility locus could be distinguished from
all the others by the speed with which it caused skin graft
rejection. This is now called the major histocompatibility
complex (MHC). All of the other 30 to 50 histocompatibility
loci have since been called minor histocompatibility loci.
There are now a very large number of H-2 congenic strains
of mice available (Table 44.2), as well as some that iso-
late minor histocompatibility loci and some rat congenic
strains.

◗ TABLE 44.2 List of H-2 Congenic Resistant Strains

H-2 Origin of
Strain Haplotype Background MHC

A a A —
A./BY b A Brackyury
A./CA f A Caracal
A./SW s A Swiss
BALB/c d BALB/c BALB/c
BALB.B b BALB/c C57BL/10
BALB.K k BALB/c C3H
B6.AKR-H-2k k C57BL/6 AKR
B6.SJL s C57BL/6 SJL
B10 b C57BL/10 C57BL/10
B10.A a C57BL/10 A
B10.D2 d C57BL/10 DBA/2
B10.M f C57BL/10 Outbred
B10.BR k C57BL/10 C57BR
B10.SM v C57BL/10 SM
B10.RIII r C57BL/10 RIII
B10.PL u C57BL/10 PL/J
C3H k C3H C3H
C3H.SW b C3H Swiss
C3H.JK j C3H JK
C3H.NB p C3H NB
D1.C d DBA/1 BALB/c
D1.LP b DBA/1 LP
LP.RIII r LP RIII

MHC, major histocompatibility complex.

One of the most useful breeding schemes to produce
CR lines is illustrated in Figure 44.5. Starting with two in-
bred strains, labeled for simplicity strain A and strain B,
the objective is to obtain a strain that will share its entire
genome with strain A except for the major histocompati-
bility locus H-2, which will be derived from strain B. The
end product will be designated strain A.B. Using the cross-
intercross scheme illustrated in Figure 44.4, a skin graft or
tumor graft from strain A is placed onto all F2 offspring.
Animals that reject the graft must be of genotype bb in
at least one histocompatibility locus. Obviously, because
there are many histocompatibility loci, most animals at
this generation will reject the graft. However, if only ani-
mals rejecting vigorously are chosen, and if numerous such
animals are selected, then one can be reasonably certain to
have selected bb homozygotes at the H-2 locus by this pro-
cedure. The process is then repeated sequentially, mating
rejectors back to strain A animals at each F2 generation.
At each sequential F2 generation, the fraction of animals
rejecting grafts vigorously will be smaller than it was at the
previous generation. By selecting only vigorous rejectors
one will ensure the selection of the bb homozygote at the
H-2 locus. By the time nine cycles have been completed,
one would expect only one histocompatibility locus to be
segregating, so that only 25% of the intercross offspring
should be capable of rejecting the graft. Assuming that vig-
orous rejection has been demanded throughout, one can
be relatively certain that the selected locus will be H-2. In
addition, the chances that any other nonselected locus will
still be heterozygous rather than having reverted to the ho-
mozygous aa genotype will have fallen to less than 0.2%.
Stated another way, more than 99.8% of nonselected loci
will be expected to be identical to their counterparts in
strain A. A male and a female homozygote from the final
intercross are selected and used to establish a pedigreed
inbred congenic line A.B.

Because mammalian genes are transferred as linked
units in chromosomes, this process will always lead to the
retention of a variable amount of bb genetic information
at genes closely linked to the locus being selected. How-
ever, as described later, the occurrence of recombination
during intercrossing generations leads also to fixation of
the aa genotype at loci on the same chromosome as the
MHC (chromosome 17 in mice) but at a variable distance
from H-2. For practical purposes, animals that have been
through at least nine cycles of such selected breeding are
considered to be congenic.

As indicated in Table 44.2, there are now a large num-
ber of H-2 congenic mouse strains available on a variety
of backgrounds. In general, the names of each of these
strains follow the rule A.B, with strain A being the back-
ground strain used in the production of the congenic, and
strain B being the other parental strain from which the al-
ternate allele at H-2 was selected. All of the early inbred
mouse strains were assigned a small-letter designation to
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FIGURE 44.5 Schematic representa-
tion for production of a congenic line.

represent the particular constellation of alleles that they
possessed at genes in the MHC. This small-letter designa-
tion is often called the haplotype designation, as indicated
in Table 44.2. Thus, for example, strain C57BL/10 (or B10)
is assigned the haplotype designation H-2b, and strain
DBA/2 the haplotype designation H-2d. Thus, the congenic
strain B10.D2 represents a line in which the background is
derived from the C57BL/10 and the MHC from the DBA/2.
It thus resembles in almost every way the C57BL/10 con-
genic partner, except that it differs from this partner for all
properties controlled by MHC-linked genes.

Intra-MHC Recombinant Strains: Class I and II Antigens
As can be seen in Figure 44.5, every alternate generation

in this mating scheme involves the crossing of animals het-
erozygous at H-2. Whenever heterozygotes are bred, there
is always a possibility of recombination between autoso-
mal chromosomes at meiosis. During the production of
congenic lines, such recombination will tend to decrease
the amount of linked genetic information carried into the
congenic from the H-2 source. Therefore, the more back-
crosses a particular congenic line has been subjected to,
the closer will be the boundaries on either side of H-2 at
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◗ TABLE 44.3 List of H-2 Recombinant Strains

Recombinant Interval Parental Haplotypes Presence of Additional Strain Bearing
Haplotypes Haplotypes Designation KAESD Recombinant Site Recombinant

K-A b/m bq1 b/k k k q Yes B10.MBR
s/a1 t1 slk k k d Yes A.TL

A-E a/b h4 k klb b b No B10.A(4R)
b/a i5 b blk d d Yes B10.A(5R)
b/a i3 b blk d d Yes B10.A(3R)

E-S k/d a k k kld d No A, B10.A
S-D d/b g d d d dlb No HTG, B10.HTG

d/k o2 d d d dlk No C3H.OH
a/b h1,h2 k k k dlb Yes B10.A(2R)
k/q m k k k klq No AKR.M, B10.AKM
q/a y2 q q q qld No B10.T(6R)
s/A t2 s s s sld No A.TH

Notes: Congenic recombinant haplotypes available from The Jackson Laboratory.
Note that many of the recombinants involve at least one haplotype already containing a point of recombination. These
are indicated by ”Yes” and are listed only under the recombinant interval representing the most recent recombination
in the haplotype’s history.

which the chromosome reverts to the background strain.
Because it soon became apparent that the MHC was in
fact made up of multiple loci, there was also the possi-
bility for recombination within H-2 to occur during such
crosses. Fortunately, mouse geneticists were aware of this
possibility and saved numerous recombinants during the
production of H-2 congenic lines. Indeed, it was through
the detection and characterization of such recombinants
that the linkage map of H-2 was constructed. Thus, for
example, there are now a series of recombinants between
strain C57BL/10(H-2b) and A/WySn(H-2a) that were iso-
lated by Stimpfling during production of the B10.A CR
line and which have provided a great deal of information
on the genetic fine structure of the H-2 complex. Strains
B10.A(2R) and B10.A(4R), for example, have been used
to map a variety of immune response genes within the
MHC. Table 44.3 presents a listing of many of the most use-
ful congenic recombinant strains now available and their
known or presumed points of recombination. Among the
most important contributions that came from the study of
intra-MHC recombinant strains was the progressive under-
standing that the loci within the MHC encoded two general
types of MHC antigens, now referred to as class I and class
II MHC antigens.

DONOR ANTIGENS RESPONSIBLE FOR
GRAFT REJECTION

Major Histocompatibility Antigens

MHC antigens are called histocompatibility antigens be-
cause of their powerful role in causing graft rejection; yet
they did not evolve in nature to prevent tissue grafting.
Although the name serves to emphasize the historical im-

portance of transplantation in the discovery of the MHC,
the essential role of MHC antigens is now understood to
involve the presentation of peptides of foreign antigens to
responding T cells (see Chapter 19). Table 44.4 summarizes
important aspects of the MHC antigens that are worth em-
phasizing in this chapter on transplantation, while a much
more detailed description of their structure and function
can be found in Chapter 19.

Basic Features of MHC Antigens

Class I and Class II Antigens
Different loci within the complex encode two general

types of MHC antigens, termed class I and class II anti-
gens. Originally, the class I antigens were identified most
easily by serologic techniques, while class II antigens were
defined by their ability to induce proliferative responses

◗ TABLE 44.4 Summary of Features of MHC

Class I antigens Single polymorphic chain
Three domains: alpha 1, 2, and 3
MW: 45,000
Associated with beta 2 microglobulin
A, B, and C loci in humans
Expressed on all tissues and cells

Class II antigens Two polymorphic chains: alpha and beta
Each with two domains: alpha 1 and 2, beta 1 and 2
MW: 33,000 and 28,000
DP, DQ, and DR loci in humans
Expressed on macrophages, dendritic cells and

B cells; vascular endothelium; activated human
T cells

MHC, major histocompatibility complex.
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of allogeneic lymphocytes (13). Class I and class II MHC
antigens evoke allogeneic responses that differ in magni-
tude, as will be discussed later.

Polymorphism
The MHC antigens exhibit extraordinary polymor-

phism. This polymorphism presumably provides an advan-
tage to members of the species by ensuring a broad capac-
ity to present the peptides of, and thus respond to, a large
number of foreign antigens. In the human HLA complex,
for example, there are currently at least 300 known alle-
les at each of the HLA-B (class I) and DRB1 (class II) loci
(14). The high degree of polymorphism has important con-
sequences for transplantation. Given that there are three
class I loci (A, B, and C) and three to four class II loci (DQ,
DP, DRB1, ± an expressed DRB 3,4 or 5 locus present
in some haplotypes) on each haplotype, the likelihood
of achieving identity for MHC antigens in two unrelated
humans is extremely small.

Tissue Distribution
The tissue distribution of the two types of MHC anti-

gens differs. Class I antigens are present on all nucleated
cells of the body, but may be sparsely represented on some
types of cells (15). Class II MHC antigens are more selec-
tive in their distribution (16). They are especially frequent
on macrophages, dendritic cells (DCs), and B lymphocytes.
They are present on other lymphoid cells under some cir-
cumstances, and on vascular endothelium. Their expres-
sion on some tissues of the body is regulated according
to various stimuli (17) and differs between species. One
of the important distinctions between rodents and many
larger species is the lack of constitutive expression of class
II antigens on the vascular endothelium and other cell pop-
ulations in rodents. In contrast, pigs, monkeys and humans
express class II antigens on these tissues (18).

The Importance of MHC Antigens in Alloreactivity. Al-
loreactivity is the immune response to foreign antigens of
other members of the same species. MHC antigens are ex-
ceptionally important in stimulating alloresponses, both
in vivo and in vitro.

VIGOROUS GRAFT REJECTION. Early experiments showed
that mouse skin grafts differing only in their MHC antigens
were typically rejected in 8 to 10 days, whereas grafts differ-
ing by only a few minor histocompatibility antigens were
typically rejected in 3 or more weeks. Subsequent exper-
iments have confirmed the importance of MHC antigens
for other types of grafts. In pigs, primarily-vascularized or-
gans, such as the kidney, may survive indefinitely in some
cases, even without immunosuppression, if all of their
MHC antigens are matched, whereas MHC-mismatched
kidneys are always rejected within 2 weeks (18). How-
ever, the importance of MHC antigen matching becomes

harder to detect, especially for highly immunogenic skin
graft survival, when comparing MHC-mismatched grafts
with grafts differing for multiple minor histocompatibility
antigens.

STRONG in vitro ALLORESPONSES. Allogeneic MHC anti-
gens also stimulate an extraordinarily strong T-cell re-
sponse in vitro. This strength is manifested partly by the
ability to readily achieve primary in vitro cell-mediated
responses to allogeneic MHC antigens, whereas in vitro
responses to non-MHC antigens generally require in vivo
priming. The standard in vitro assay of helper function in
cellular immunity is the mixed lymphocyte response. This
assay uses uptake of radiolabeled thymidine or loss of a flu-
orescent intracellular dye on successive cell divisions (19)
to measure proliferation of T cells after allogeneic stim-
ulation. Such analyses have led to frequency estimates of
approximately 1% to 7% of T cells proliferating in a partic-
ular alloresponse (19–22), while naı̈ve T cells reactive with
an exogenous peptide generally represent only approxi-
mately one in tens to hundreds of thousands of the same
T-cell pool (23,24,25). Much higher precursor frequencies
of alloreactive T cells compared with those for a particular
peptide presented by a self-MHC molecule are measurable
in limiting dilution assays. The helper response can also
be quantified and characterized by measuring the produc-
tion of particular cytokines such as interleukin 2 (IL-2)
using biologic assays, enzyme-linked immunosorbent as-
say (ELISA), and enzyme-linked immunosorbent spot
(ELISPOT) assay (26,27), intracellular cytokine staining
with flow cytometry (28), and polymerase chain reaction
(PCR).

Likewise, strong primary direct alloresponses of CD8+

T cells can be measured in vitro, either in standard cell-
mediated lympholysis (CML) assays, in limiting dilution
assays measuring cytotoxic T lymphocyte (CTL) precur-
sor frequencies or in cytokine production assays similar to
those previously described for CD4 cells. The CML assay
measures T-cell–mediated cytotoxicity against allogeneic
targets. Alloreactive CTLs can easily be generated from
naı̈ve T cells after about 5 to 7 days of in vitro stimula-
tion with MHC-disparate cells. Generation of CTLs to pep-
tides of minor antigens presented by self MHC molecules,
however, requires that the T cells first be primed in vivo.
The amount of cytotoxicity measured in vitro is a function
of both the helper activation and the number of precursor
CTLs available at the start of the in vitro culture. Therefore,
to focus on just the cytotoxic effector function the assay
is often performed with the addition of exogenous helper
factors, such as IL-2, in order to provide an excess of help.

The presence of T cells that can kill donor targets with-
out a period of in vitro sensitization (direct cytolytic activ-
ity) (29), an increased precursor frequency of alloreactive
T cells, and development of CTL under modified condi-
tions (30) has been used to demonstrate in vivo activation
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◗ TABLE 44.5 In vitro Pathways of Alloreactivity

Helper Pathways
Cytotoxic

Direct Indirect Pathways

I II I II I II

CD4+ − + + ++ − + + + − ++
CD8+ ++ − +/− − + + ++ ++

by alloantigens. More recently developed techniques, in-
cluding ELISPOT and intracellular cytokine staining, have
enhanced the ability to detect nonproliferating or noncy-
tolytic CD8 T cells that have been sensitized in vivo (28).

In general, the rule that CD4 cells recognize class II
antigens and CD8 cells recognize class I antigens has been
borne up by extensive investigation of the pathways of al-
loreactivity. However, this strong bias for recognition of
each class of MHC antigen is more stringent for CD4 cells
than for CD8 cells. The summary shown in Table 44.5 indi-
cates the relative magnitude of the response for each T-cell
subpopulation in response to each type of antigenic chal-
lenge. It should be noted that in some cases where the
response is shown in Table 44.5 to be absent (based on
bulk culture experiments), there have been T-cell clones
derived (presumably exceptional cases) that demonstrate
this specificity.

Direct Recognition of Allogeneic MHC Antigens. As
indicated in Table 44.5, the extraordinary strength of
alloreactivity largely reflects the ability of T cells to
recognize allogeneic MHC antigens presented on donor
APC, which is referred to as “direct” allorecognition.
“Indirect” allorecognition, on the other hand, denotes
presentation of donor-derived peptides on MHC antigens
of recipient APC. Although these responses are much
weaker than direct alloresponses, they are nevertheless
important (see later discussion). Three different, but not
mutually exclusive, hypotheses have been proposed to

explain the high frequency of directly alloreactive T cells:
(i) a genetic bias favoring T-cell receptor genes that bind to
MHC antigens, (ii) a high density of individual allogeneic
MHC determinants on the surface of allogeneic APCs, and
(iii) a large number of different allogeneic MHC/peptide
determinants expressed on the donor APCs.

GENETIC BIAS. Because the thymus only positively selects
T cells with some degree of MHC reactivity, a T-cell recep-
tor (TCR) gene pool that encodes a broad range of specifici-
ties (as is the case for B cells) would produce many useless
precursors. A narrower pool of T-cell receptor genes,
however, would allow for more efficient thymic selection.
Considerable evidence supports the hypothesis that TCRs
have intrinsic affinity for MHC molecules before positive
and negative selection (31–37,38,39). Although thymocytes
must survive positive selection in order to mature and
enter the peripheral T-cell pool, the TCR affinity for self-
MHC/peptide complexes required for positive selection is
much lower than that involved in negative selection (38).
Positive selection results in enrichment for TCRs capable
of seeing modified self-MHC antigens. Those receptors
with strong affinity for the same MHC antigens plus self-
peptides are deleted through negative selection. Because
TCRs are not normally negatively selected in the presence
of allogeneic MHC molecules, intrinsic allogeneic MHC
reactivity persists within a T-cell repertoire that has been
negatively selected only by “self” MHC-peptide complexes.
Alloreactivity can occur despite the influence of positive se-
lection because negative selection never occurs for the vast
majority of T cells recognizing allogeneic MHC antigens.

THE ‘‘DETERMINANT DENSITY’’ HYPOTHESIS. As illustrated
in Figure 44.6A, the density of a given specific peptide
determinant expressed by a self-APC would be quite low
(as most MHC antigens present other peptides), whereas
the density of a peptide-independent allogeneic MHC de-
terminant on allogeneic APCs would be very high (as
every MHC antigen would include the foreign determi-
nant). According to this hypothesis, a high frequency

Donor APC with
donor MHC antigens (O),
all of which are foreign.

Donor MHC antigens (O).
Each presents different

“self peptides,” generating
different foreign determinants.

Self APC with
self MHC molecules (    ).

The rare self MHC molecule
presents a peptide (X) of

an environmental pathogen.

Self MHC molecules (    ) also
present self peptides (Y1...N),

but these are all self determinants.

Donor APC Self APC

X

Self APC

Y7

X

Y6

Y5

Y4

Y3

Y2
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Y1

Y2

Y3

Y4

Y5 Y7
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FIGURE 44.6 A : Determinant density hypothesis. B: Determinant frequency hypothesis. APC,
antigen-pressenting cell; MHC, major histocompatibility complex.
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of alloreactive T cells might be apparent because abun-
dant allogeneic MHC determinants would activate many
cross-reactive T cells with relatively low affinities. This hy-
pothesis implies that allogeneic MHC molecules can be
recognized at least partly independently of the peptides
they present, and T-cell clones recognizing MHC antigens
in a completely or partially peptide-independent manner
have indeed been demonstrated in the alloreactive TCR
repertoire (40,41–46 ).

THE ‘‘DETERMINANT FREQUENCY’’ HYPOTHESIS. T cells spe-
cific for allogeneic MHC antigens are influenced by the
peptides presented by these MHC molecules (47). Whereas
MHC molecules on self-APCs present peptides of self pro-
teins (say X1,2,...n), allogeneic MHC antigens may present
peptides of polymorphic allogeneic “self” proteins (e.g.,
“Allo + X1, Allo + X2, . . . Allo + Xn”) (Fig. 44.6B). Alterna-
tively, the self-peptides presented by self or allogeneic MHC
molecules might be identical, but these complexes would
stimulate different TCRs because crystal structure data in-
dicate that both peptide and MHC alpha helix residues con-
tribute to the surface that is recognized by a TCR (48–51).
In both cases, the set of determinants represented by “Self
+ X1...n” would differ from that represented by “Allo +
X1...n”. T cells responsive to self-peptides on self-APCs (Self
+ X1, Self + X2,... etc.) are eliminated by the induction of
self-tolerance, leaving only self-MHC molecules presenting
peptides of foreign antigens to stimulate an immune re-
sponse. On the other hand, self-tolerance would not affect
the response to the many self-peptides on allogeneic APCs
(Allo + X1, Allo + X2,... etc.). Thus, alloreactive T cells are
more frequent because each allogeneic MHC antigen gen-
erates a large number of different foreign determinants.
Consistent with this hypothesis, many alloreactive T cells
have been shown to be peptide-specific or at least partially
peptide-selective (41,42,52–59). Cardiac allografting stud-
ies using DM−/− mice, which lack the capacity to replace
invariant chain-derived CLIP peptide with a more diverse
array of peptides, provide strong in vivo evidence for the
importance of peptides in direct allorecognition (60).

Clearly, both peptide-dependent and -independent al-
loreactive TCRs exist, and both types are likely to con-
tribute to the high frequency of alloreactive TCRs. Over-
all, the available information supports the inherent MHC
binding capacity of TCRs, as well as the determinant fre-
quency and the determinant density hypothesis, as expla-
nations for the high frequency of T cells recognizing al-
loantigens through the direct pathway.

Minor Histocompatibility Antigens

Although initially defined by their ability to cause rapid
graft rejection, major histocompatibility antigens are cur-
rently defined in part by the location of the genes encod-
ing them and in part by the well-characterized structure

of both class I and class II antigens (see Chapter 19).
For example, Qa and Tla antigens are generally consid-
ered class I-like products because of their structure and
location in the genome, even though they are weak trans-
plantation antigens in terms of rejection. Minor histocom-
patibility antigens, on the other hand, are those capable
of eliciting a T-cell immune response, but which lack the
structural characteristics of MHC products (61). Rather
than being allelic cell surface proteins, minor histocom-
patibility antigens, like other antigens recognized by T
cells, are peptides of donor proteins that are presented
by MHC molecules (62–66,67,68,69). In mice, antigens de-
rived from enzymes encoded by mitochondrial DNA are
presented by nonclassical class I molecules and may func-
tion as maternally inherited minor histocompatibility anti-
gens (70). Because individuals are tolerant to the peptides
derived from their own proteins, they only respond to the
peptides of another individual’s proteins that have allelic
variation, that is, polymorphism. Antigens that can cause
rejection through B-cell responses without a T-cell re-
sponse are not considered to be minor histocompatibility
antigens.

It has been estimated that there may be as many as 720
minor histocompatibility loci in mice (71), and at least 50
have been mapped to autosomes in the murine genome.
Minor histocompatibility antigens can be expressed ubiq-
uitously or in a tissue-selective or tissue-specific manner
(72). Some of the peptides representing minor histocom-
patibility antigens have been isolated in mice and humans,
and the proteins from which they are derived have been
identified (67,68,69,71,73,74,75,76,77,78,79–83,84). These
proteins are often intracellular proteins such as nuclear
transcription factors and myosin. However, CD31 is a poly-
morphic cell-surface glycoprotein that functions as a mi-
nor histocompatibility antigen with controversial signifi-
cance for GVHD risk in bone marrow transplant (BMT)
recipients (85,86). Presumably any cellular protein with
allelic variation could function as a minor histocompati-
bility antigen as long as a peptide expressing that allelic
variation can be processed and presented by an MHC anti-
gen.

Some minor antigens are diallelic peptides, both of
which can be represented by a particular MHC molecule
(73,75), resulting in bidirectional recognition (e.g., the
murine H13 locus [75]). Alternatively, allelic variation in
the capacity of a peptide to bind to an MHC molecule can
result in one allele being presented and the other not (e.g.,
the human HA-1 minor antigen, in which only one of two
allelic peptides binds effectively to HLA-A2 [73]). Minor
antigenic determinants can also result from the failure
of one allele to be processed to a peptide, as has been
observed for the HLA-A2–restricted minor determinant
HA-8. Although both alleles, when provided as peptides,
can be recognized by HA-8–specific CTL, only one allele
is naturally produced, apparently because the other is



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-44 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:32

Transplantation Immunology 1437

transported poorly by the TAP (transporter associated with
antigen presentation) complex (76).

It is very difficult to detect humoral responses to mi-
nor antigens, presumably because individual peptide/MHC
complexes are too low in abundance on the cell surface to
either stimulate an antibody response or be detected on
the cell surface with antibodies. An exception is the re-
cent discovery of antibodies against H-Y (Y chromosome-
encoded) antigens in association with chronic GVHD (87).
Additionally, antibody responses to tumor-associated anti-
gens, which, similar to minor antigens, are presented as
peptides in the context of MHC molecules, have been de-
tected in humans with various malignancies (88).

When multiple minor antigenic disparities exist, the im-
mune response to one of these antigens often predomi-
nates in a phenomenon known as immunodominance (89–
94). Removal of the immunodominant recognition some-
times produces strong responses to antigens that previ-
ously evoked weak or no responses. This phenomenon
may be due to competition between peptides of different
minor antigens for presentation by MHC molecules (71).
The duration of antigen presentation and TCR avidities
may also determine immunodominance (95). An excep-
tionally immunodominant peptide, H60, which is derived
from an NKG2D-binding protein, produces responses that
are comparable in potency to those elicited by MHC al-
loantigens, apparently because of the existence of a very
high frequency of TCR in the naı̈ve repertoire with speci-
ficity for this peptide (96). However, immunodominance of
CTL responses measured in vitro does not necessarily re-
flect the immunodominance of the same antigens in vivo,
as has been revealed by studies of GVHD in mice (71,97).
This discrepancy may reflect the importance of tissue dis-
tribution of minor antigen expression or of helper T-cell
responses to minor antigens in inducing GVHD (80).

The H-Y antigens are encoded by several genes on the Y
chromosome, and are therefore expressed only by males of
a given species (71,78,98–101). Some mouse strains are ca-
pable of rejecting H-Y-disparate (otherwise histocompati-
ble) grafts while others are not. Such rejection requires
that the antigen generate both helper determinants, rec-
ognized by CD4+ cells in association with class II MHC
antigens, and cytotoxic determinants, recognized by CD8+

cells in association with class I antigens, suggesting that
to be identifiable as minor histocompatibility antigen, pro-
teins must generate at least two different peptide frag-
ments with allelic variation (102). Exceptions are observed
in TCR transgenic mice with an unphysiologically high fre-
quency of a single clone recognizing an H-Y peptide (103).

Because of the relative ease with which CTL assays can
be used to measure peptide-specific responses, minor his-
tocompatibility antigens have been identified as determi-
nants recognized by CTL. In humans, these have been iden-
tified mainly in the setting of HLA-identical sibling donor
bone marrow transplantation, in association with GVHD

and marrow graft rejection (74,76,80,81,104,105). Immun-
odominance of CTL responses to particular H-Y and
HA determinants as well as expansion of minor antigen-
specific CTL detected with tetrameric complexes of HLA
molecules and minor antigenic peptides (81,105,106) have
been associated with GVHD and marrow graft rejection
(107), and certain incompatibilities (e.g., HA-1) may pre-
dispose to GVHD (74,108). The use of DCs as APC has per-
mitted the recent molecular identification of minor anti-
genic peptide epitopes recognized by CD4+ Th (109).

Other Antigens of Potential Importance
in Transplantation

Superantigens

Like MHC antigens, superantigens can stimulate primary
in vitro T-cell proliferative responses and activate a high
proportion of the T-cell repertoire. However, these anti-
gens are not presented as peptides in the binding groove
of MHC molecules, but instead bind to distinct regions
of class II MHC molecules, and engage nonvariable por-
tions of Vβ components of the TCR, rather than the hy-
pervariable regions that recognize peptides. Endogenous
superantigens are not classical transplantation antigens,
perhaps because of their restricted tissue expression pat-
terns (110–114). However, they may contribute to GVHD
in mice (115).

Tissue-Specific Antigens

Some peptides presented by MHC molecules may be de-
rived from proteins with limited tissue distribution (116–
119). Responses to such peptides will not be detected by
in vitro assays to measure T-cell responsiveness to donor
antigens when lymphohematopoietic cells are used as the
stimulating cell population. The existence of tissue-specific
antigens suggests that transplantation tolerance induced
by one set of donor cells might not always induce complete
tolerance to donor cells of a different sort. For example,
the existence of skin-specific antigens may result in skin
graft rejection despite the presence of stable hematopoietic
chimerism induced by hematopoietic cell transplantation
(HCT) (120). Tissue-specific proteins do not necessarily
need to show allelic variation to be regarded as alloanti-
gens in bone marrow chimeras as the determinant formed
by a given peptide with an allogeneic MHC molecule would
be different from that formed by the same peptide with a
recipient MHC molecule.

Several human minor histocompatibility antigens may
be expressed only on hematopoietic cells (72,121). GVH-
alloreactive donor T cells that recognize such antigens
could potentially achieve graft-versus-leukemia (GVL) ef-
fects without GVHD. However, disparities for some of
these minor antigens (e.g., HA-1) have in fact been associ-
ated with an increased incidence of GVHD (74,108). It is
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of interest that effector and regulatory CD8 T cells recog-
nizing the donor HA-1 peptide have been detected, in as-
sociation with microchimerism, in HLA-identical kidney
graft recipients (122).

Endothelial Glycoproteins

Blood Group Antigens
Blood group antigens are important in relation to blood

transfusion but also in the context of transplantation. The
blood group antigens do not evoke cell-mediated immune
responses and hence are not classified as minor histo-
compatibility antigens. They are expressed on erythrocytes
and other cells and, importantly, on vascular endothelium,
where they may serve as the targets for antibody-mediated
attack on blood vessels of organ grafts. Blood group anti-
gens are the products of glycosylation enzymes that are
not the same in all individuals. Blood group A and B
individuals each express their respective antigen but O
individuals have neither. The natural antibodies against
blood group antigens an individual lacks probably arise
because of cross-reactions with common carbohydrate de-
terminants of environmental microorganisms. Thus, type
O individuals have antibodies to the antigens of A and B
donors, while A and B individuals only have antibodies re-
active with antigens from each other, and AB individuals
have antibodies to neither. Therefore, O recipients can only
receive transfusions from O donors; A and B recipients
can receive transfusions from O donors or from individu-
als sharing their blood type; and AB recipients can receive
blood from donors of any blood type. The same rules ap-
ply to the transplantation of most primarily vascularized
organs in man (123). Recently, advances have been made in
the ability to successfully transplant kidneys across ABO
barriers by adsorbing antibody from the plasma and de-
pleting B cells (124). Blood group antigens are of lesser
importance, but nevertheless significant, in hematopoi-
etic cell transplantation. ABO incompatibility in the host-
versus-graft direction can lead to prolonged red cell aplasia
following HCT; incompatibility in the GVH direction can
result in initial hemolytic anemia, but this complication
can be avoided by washing the donor HCT preparation to
rid it of plasma (125). In addition to the ABO locus, there
are other loci determining blood group antigens on eryth-
rocytes, but these are irrelevant to organ transplantation
because they are not expressed on vascular endothelium.

Other Allogeneic Endothelial Glycoproteins
Other glycoproteins expressed on the vascular endothe-

lium may serve as targets for humoral responses. Very
rarely, preformed antibodies to these antigens may give
rise to hyperacute rejection of primarily-vascularized or-
gans (126). Although antibody responses to non-HLA,
non-ABO endothelial antigens have been associated with
chronic rejection (127–129), the specificity and pathogenic
role of these antibodies is unknown.

Species-specific Carbohydrate Determinants
Closely analogous to the blood group antigens are

the carbohydrate determinants expressed on vascular en-
dothelium that show species specificity. For example, pigs,
which are of interest as a potential xenograft source ani-
mal (see later discussion), as well as most other species,
express an α-1,3-galactosyltransferase (αGal transferase)
enzyme that is not expressed by humans. This enzyme
glycosylates β-galactosyl N-acetyl glucosamine to form a
Galα1-3Galβ1-4GlcNAc (αGal) determinant. During evo-
lution, at the level of Old World primates, the gene for this
transferase lost its function because of mutation. Because
the Gal antigen is found on bacteria and other environmen-
tal antigens, humans and Old World primates make a large
amount of antibody against Gal. Thus, “natural” antibod-
ies are present in human serum, which reacts to the non–
self-pig determinant αGal (130,131), and these can cause
hyperacute rejection of primarily vascularized xenogeneic
transplants. αGal may also be recognized by other compo-
nents of the innate immune system, such as macrophages
(132).

”Missing Self” and Natural Killer Cell Recognition

In apparent violation of the laws of transplantation pre-
viously described, (AxB) F1 mice are capable of reject-
ing bone marrow from parental donors, a phenomenon
termed hybrid resistance. This phenomenon, as well as
rapid rejection of fully allogeneic marrow, is mediated
by natural killer (NK) cells (133). NK cells are large
granular lymphocytes that lack TCRs, and that have the
ability to mediate cytolysis against certain tumor targets
and hematopoietic cells. NK cells also produce a num-
ber of proinflammatory, hematopoietic, and even anti-
inflammatory cytokines, and may be divided into subsets
on the basis of their cytokine production pattern (134).

The originally puzzling specificity of NK cell-mediated
marrow rejection is due to the expression by NK cells of
inhibitory receptors that recognize specific groups of class
I MHC alleles on target cells and prevent cytolysis by the
NK cell. These class I receptors are type II C lectins (Ly49
family) or dimers of CD94 with NKG2 lectins in the mouse,
and are either immunoglobulin family members (KIR) or
CD94/NKG2 in humans. Recognition by an inhibitory re-
ceptor of a class I ligand results in intracellular trans-
mission of an inhibitory signal via an immune receptor
tyrosine-based inhibitory motif that interacts with a tyro-
sine phosphatase and counteracts activating signals trans-
mitted from other cell-surface molecules. Recognition of
“self” class I inhibitory ligands is believed to be important
in preventing the NK cell from killing normal autologous
cells (135,136). Additional inhibitory NK cell receptors rec-
ognize ligands other than class I MHC (137). Molecules of
the KIR, Ly-49, and NKG2 families lacking an intracellu-
lar immune receptor tyrosine-based inhibitory motif are



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-44 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:32

Transplantation Immunology 1439

Rejects “B” marrow
Inhibitory
receptor for
“A” class I

Inhibitory
receptor for
“B” class I

AxB F1 mouse

Rejects “A” marrow

Rejects neither “A”
nor “B” marrow

FIGURE 44.7 An explanation for hybrid resistance. Each filled
circle represents a subset of natural killer cells.

capable of associating with molecules that contain
tyrosine-based activating motifs (DAP-10 and DAP-12)
(138–140) that activate cytolytic activity by NK cells (see
Chapter 16). There are several other types of NK cell-
activating receptors as well, including Fc receptors and
natural cytotoxicity receptors (141). The effects of at least
some activating receptors can be overridden by inhibitory
signals (142). Thus, the ability of an NK cell to kill an al-
logeneic target will depend on the interplay of inhibitory
and activating receptors on the NK cell and the respective
ligands expressed by the potential target cells.

Inhibitory receptors are clonally distributed on NK
cells, each of which may express one or more different in-
hibitory receptor. For NK cells to be functional yet tolerant
of “self” they must express at least one inhibitory receptor
for a self-class I MHC molecule (143,144). Thus, as is illus-
trated in Figure 44.7, an AxB F1 recipient will have sub-
sets of NK cells with inhibitory receptors that recognize
MHC of either the A parent, the B parent, or both. The ab-
sence of “B” class I molecules on, for example, AA parental
hematopoietic cells, permits subsets of (AxB)F1 NK cells

that have inhibitory receptors only for class I molecules
from the B parent, to destroy AA cells. Thus, hybrid resis-
tance and NK cell-mediated resistance to fully allogeneic
marrow grafts can be explained on the basis of “missing
self” (136). The possible role of NK cells in mediating graft
rejection is discussed in a later section.

MECHANISMS OF GRAFT REJECTION

At least four distinct mechanisms that can cause graft
rejection have been defined according to the time frame
in which they tend to occur in clinical practice. Although
their names (hyperacute rejection, accelerated rejection,
acute rejection, and chronic rejection) have a clear
temporal distinction, it is increasingly possible to charac-
terize these mechanisms according to the cell types and
processes involved and, in some cases, they may occur at
uncharacteristic times.

Rejection Caused by Preformed Antibodies
(Hyperacute Rejection)

Hyperacute rejection occurs within minutes to hours af-
ter blood flow is established to a transplanted vascular-
ized organ (145,146,147). The phenomenon is visible and
dramatic: the organ turns blue and its function ceases.
Microscopically, there is extensive evidence of vascular
thrombosis and hemorrhage.

There are several important components involved in
the mechanism of hyperacute rejection. First, there are
donor endothelial MHC antigens or carbohydrate deter-
minants (see previous discussion). Second, there are pre-
formed antibodies that can bind these antigens. Third, the
complement and coagulation cascades are activated by the
binding of preformed antibodies to the donor antigens on
the vascular endothelium. The interaction of these com-
ponents leading to hyperacute rejection is diagrammed in
Figure 44.8.

Antibody

Antigen

Endothelium

Complement
Activation

Complement
Regulatory
Proteins

DAF
MCP
CD59
sCr1

Endothelial Activation
Type 1

FIGURE 44.8 Schematic representation
of hyperacute rejection.
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The role of complement in hyperacute rejection is in-
ferred both from the accumulation of various complement
components in the grafts and from the fact that comple-
ment depletion leads to prolonged survival of xenografts
(148). Complement activation leads to production of active
protein fragments and complexes of complement compo-
nents, which cause tissue injury either directly or by re-
cruiting effector cells that mediate destruction of the graft.
In allogeneic combinations, this is initiated by antibody-
mediated activation of complement through the classical
pathway, while in xenogeneic combinations, the alterna-
tive pathway may also be involved (149). In both cases the
membrane attack complex, produced by the ordered in-
teraction of several complement components, initiates the
destructive pathway.

Complement activation is controlled by several regu-
latory molecules, including complement receptor 1, de-
cay accelerating factor (DAF, CD55), membrane cofactor
protein (MCP, CD46), and CD59, which act at different
stages along the cascade (see Chapter 33). Many of these
molecules are produced by the vascular endothelial cells.
Because these regulatory proteins prevent unwanted com-
plement activation in the face of low levels of perturbation
to the system, the titer and avidity of the preformed anti-
bodies must be high enough to activate despite these down-
regulating molecules. Thus, preformed antibodies directed
at MHC antigens almost always accomplish this activation,
whereas the lower-affinity blood group antibodies lead to
hyperacute rejection in only about 25% of kidneys. One of
the reasons that hyperacute rejection is such an important
feature in xenogeneic transplantation is that the comple-
ment regulatory proteins produced by the donor vascular
endothelium of one species do not always function effec-
tively with complement molecules derived from a differ-
ent species. Because of this homologous restriction, lower
levels of an initial triggering signal lead to explosive com-
plement activation.

Although the membrane attack complex is often
thought of as a lytic molecule, its effect on the donor vascu-
lar endothelium, even before cell lysis, is to cause endothe-
lial activation. This occurs rapidly, before there is time for
new gene transcription or protein synthesis, and has been
referred to as type I endothelial activation. The two prin-
cipal manifestations of this activation are cell retraction,
leading to gaps between endothelial cells, and initiation
of coagulation pathways due to the loss of antithrombotic
molecules from the endothelium (150). Thus, type I en-
dothelial activation is responsible for the two principal
pathologic findings in hyperacute rejection: extravascular
hemorrhage and edema, and intravascular thrombosis.

There are no known treatments that can stop the
process of hyperacute rejection once it has started and,
thus, it is essential to avoid the circumstances that initi-
ate it. Experimentally, this can be accomplished for rel-
atively short periods of time by administration of com-

plement inhibitors, such as cobra venom factor, which
depletes complement. In clinical practice, this is accom-
plished by avoiding transplantation in the face of pre-
formed antibodies, both by avoiding blood group antigen
disparities and by testing recipients before transplanta-
tion to determine whether they have preformed antidonor
antibodies.

Not all organs and tissues are equally susceptible to
hyperacute rejection. Most primarily vascularized organs,
such as kidneys and hearts, are very susceptible, but the
liver can often survive without hyperacute rejection de-
spite pre-existing antidonor antibodies (151). However, re-
sistance of the liver to hyperacute rejection is not abso-
lute. The other types of transplants that are resistant to
hyperacute rejection are those that do not immediately ex-
pose donor vascular endothelium to the recipient’s circu-
lation, such as skin grafts, whose blood vessels are not in
communication with those of the recipient until about a
week after transplantation. After this, large doses of ex-
ogenously administered antidonor antibodies can destroy
skin grafts through a complement-dependent mechanism
(152). Free cellular transplants, such as bone marrow cells
or hepatocytes, as well as islet grafts (153) are not fed by
their own blood vessels and thus are not susceptible to the
mechanisms of hyperacute rejection. However, in many
cases these cell transplants do express some of the antigens
recognized by preformed antibodies, and antibodies can
impair engraftment (154). In the case of HCT, this resis-
tance can be overcome by transplanting larger numbers of
cells (154–156). Additionally, antibody-independent com-
plement activation has been shown to be a significant fac-
tor diminishing the engraftment of xenogeneic bone mar-
row (157).

Acute Humoral Rejection (Accelerated
Rejection)

A second mechanism of rejection, also caused by antibod-
ies, occurs as a result of antibodies that are induced very
rapidly after a transplant is performed. This type of rejec-
tion has been called acute humoral or accelerated rejection
because it typically occurs within the first 5 days posttrans-
plant. The process is characterized by fibrinoid necrosis of
donor arterioles with intravascular thrombosis (158).

Accelerated rejection is rare in allogeneic combinations
because it requires that an antibody response occur before
the T-cell response that is typically responsible for acute
rejection episodes (see later discussion). Indeed, it is very
difficult experimentally to induce an allogeneic B-cell
response in the absence of T-cell immunity. The best exam-
ples of accelerated rejection are observed in vascularized
organ transplants between closely related concordant
xenogeneic species and between discordant species
following adsorption of anti-Gal antibodies. In these
cases, the levels of preformed antibodies are not sufficient
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to cause hyperacute rejection, but antidonor antibodies
appear rapidly (within 3 to 4 days), causing rejection. The
pathology of acute humoral rejection reveals a paucity of
lymphocytes infiltrating the donor graft, antibody binding
to donor vascular endothelium, and fibrinoid necrosis
of the donor vessels. Vigorous anti–T-cell immunosup-
pression has little effect on acute humoral rejection,
whereas immunosuppression with reagents that affect
B-cell responses, such as cyclophosphamide, delays its
onset until more typical T-cell–mediated rejection occurs
(159).

Like hyperacute rejection, acute humoral rejection is
usually initiated by antibody binding to antigens on the
donor vascular endothelium. In this case, however, the sub-
sequent endothelial changes occur more slowly, allowing
time for gene transcription and new protein synthesis. This
later form of activation has been called type II endothelial
activation (149,160). Many of its features appear to be me-
diated by the transcription factor NFκB, which generates
many of the responses associated with inflammation, in-
cluding the secretion of inflammatory cytokines such as
IL-1 and IL-8 and the expression of adhesion molecules
such as E-selectin and intercellular adhesion molecule
(ICAM)-1 (161). In addition, type II endothelial activation
causes the loss of thrombomodulin and other prothrom-
botic changes (162). Thus, the events following type II
endothelial activation are associated with the pathologic
changes that occur with “accelerated” rejection, including
the tendency toward intravascular thrombosis and the in-
flammatory destruction of donor vessels that occurs in the
absence of infiltrating lymphocytes.

Just as there are regulatory processes for complement
activation, there are regulatory molecules that counter the
tendency toward intravascular coagulation and the pro-
cess of type II endothelial activation, for example, tissue
factor protein inhibitor (expressed by vascular endothe-
lium, which inhibits factor Xa of the clotting cascade) and
a number of other protective molecules, including Bcl-xL,
Bcl-2, and A20 (149,163). Although these are often thought
of as antiapoptotic molecules, they also tend to inhibit ac-
tivation mediated by NFκB. Like the regulatory molecules
of complement, some of these regulators may not function
across species differences, leading to disordered regulation
of the coagulation system (164).

Although vigorous early antibody responses generate
type II endothelial activation and accelerated rejection,
later antibody responses usually fail to do so. The pro-
cess that enables transplanted organs to survive in the face
of circulating antibodies that can bind endothelial anti-
gens has been called accommodation (149,165). In xeno-
geneic combinations, and some allogeneic combinations
with preformed blood group antibodies, accommodation
has been achieved by the removal of preformed antibod-
ies for a period of 1 to 2 weeks and the allowance of
their slow return after this time. Similarly, resistance to

type II endothelial activation has been achieved in vitro
by pretreatment with low levels of antiendothelial an-
tibodies that are insufficient to trigger activation (166).
The achievement of accommodation is associated with in-
creased expression of the antiapoptotic genes previously
described and with changes in the isotype of the recip-
ient’s antibody responses (160,167). However, accommo-
dation has not yet been convincingly demonstrated in a
pig-to-primate xenograft model.

An important difference between hyperacute and acute
humoral rejection is that there is no known therapy to stop
graft destruction by hyperacute rejection, whereas acute
humoral rejection can sometimes be reversed by plasma-
pheresis to remove antidonor antibodies and treatment
with anti–B-cell reagents (159,168).

Acute Cellular Rejection and Acute
Graft-versus-Host Disease

“Acute cellular rejection,” which is characterized by a
mononuclear cell infiltrate in the graft, is the most com-
mon type of organ allograft rejection treated by clini-
cians. Acute rejection occurs with decreasing frequency
after the first 3 months, but rejection by apparently similar
mechanisms may occur much later, especially if immuno-
suppressive medication is withdrawn. Acute rejection is
T-cell–dependent, as demonstrated in humans by the effi-
cacy of reagents that specifically block T-cell responses in
preventing and treating rejection. Treatment of acute rejec-
tion usually includes increased doses of standard immuno-
suppressive drugs or antilymphocyte antibodies. These
strategies are so likely to be successful that the diagnosis
of acute rejection is doubtful if they are not.

Whereas 30 years ago the majority of transplant recipi-
ents suffered one or more rejection episode, and only about
half of the recipients were able to keep their transplanted
organ for a full year, the use of newer immunosuppres-
sive drugs and anti–T-cell antibodies has changed these
numbers considerably. Currently, as many as 80% of kid-
ney transplant recipients never experience an episode of
acute rejection (169), and it is now quite rare to lose a
transplanted organ to cell-mediated rejection during the
first year after transplantation. However, the use of these
highly effective immunosuppressive treatments is associ-
ated with significant morbidity.

The study of cell-mediated rejection in vivo has used
four types of experiments. First, there have been the stud-
ies of clinical transplants, which are obviously highly rel-
evant, but which are always performed in the presence of
immunosuppression and without the capacity to control
and manipulate important variables. Second, there have
been studies of skin grafts, heart graft fragments, artificial
“sponge” allografts or islet transplants in rodents, which
provide large amounts of controlled data on highly im-
munogenic grafts, but which may not accurately reflect
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the processes of rejection for primarily vascularized or-
gans. Third, there have been studies of heart and other
types of primarily vascularized organ transplants in ro-
dents, but these types of transplants are more tolerogenic
and hence more easily accepted than similar transplants in
large animals and humans. Finally, there have been stud-
ies of primarily vascularized organ transplants in large
animals, such as monkeys or pigs, which have obvious
clinical relevance. Unfortunately, these studies are expen-
sive, difficult to perform in large numbers, and are limited
by the lack of monitoring and support at the same level
that is possible in humans. The conclusions suggested by
these different approaches have not always been the same,
and thus, the description of the general mechanisms of
T-cell–mediated rejection is complicated by the need to
identify exceptions and features that occur only in special
cases.

Acute GVHD is the counterpart of cellular rejection
that involves graft-versus-host alloreactivity in the con-
text of HCT and certain organ transplants in which sig-
nificant amounts of donor lymphoid tissue are implanted
(e.g., liver and small bowel transplantation). Like acute
rejection, acute GVHD is T-cell–dependent, as illustrated
by its effective prevention by T-cell–depletion of the graft,
and by the ability of T-cell–suppressive or depleting agents
to prevent and treat acute GVHD. T-cell depletion of the
donor graft prevents GVHD, but it is associated with in-
creased rates of graft rejection and relapse of malignant
diseases.

Extensive study has suggested a major role for interac-
tions between alloreactive CD4 helper cells producing cy-
tokines of the “Th1” type and alloreactive cytotoxic CD8+

effector cells in mediating rejection (reviewed in ref. 170)
and GVHD. Nevertheless, a number of additional pathways
contribute to acute rejection and GVHD, involving both
the innate and the adaptive immune systems (reviewed in

ref. 171). There is extraordinary redundancy in the many
different pathways that can cause rejection and GVHD,
making it impossible to suppress rejection without strong
immunosuppression or tolerance induction.

The concepts of “direct” and “indirect” allorecognition
previously introduced must be considered at both the sen-
sitization and effector phases of an immune response. As
shown in Figure 44.9, there are three major T-cell pathways
to consider in relation to graft rejection. These include:
(i) direct recognition of donor alloantigens by CD4+ T cells,
which generate effector CD4 cells and provide help for the
generation of effector CD8 cells; (ii) direct activation of
CD8 T cells by donor APC; and (iii) CD4+ T-cell activa-
tion by recipient APCs presenting reprocessed donor anti-
gens (the indirect pathway of sensitization). This pathway
is important in providing help for immunoglobulin (Ig)
production by B cells. Cross-priming is a term specifically
denoting sensitization of CD8 T cells through the indirect
pathway. A role in rejection for cross-primed CD8

+
T cells

is not included in Figure 44.9 because this pathway has
not been shown to play a role in solid organ allograft re-
jection. However, such a pathway may play a role under
certain circumstances, as described later. The multiplicity
of T-cell sensitization and effector pathways involved in
graft rejection and GVHD is demonstrated by the frequent
failure of elimination of either CD4+ or CD8+ T cells from
the recipient to prevent graft rejection or GVHD (172–174).
As a result of the high precursor frequency of T cells that
respond to allogeneic MHC antigens directly, populations
of T cells that ordinarily have minimal significance become
functionally important.

Table 44.5 summarizes the pathways and specificities
that have been identified in vitro for recognition by helper
and cytotoxic CD4 and CD8 T cells. These in vitro studies
provide a framework from which to understand the role of
the various cell populations in allograft rejection.
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FIGURE 44.9 Model of T-cell–mediated rejection. A: Interactions between CD4+ Th, donor
antigen-presenting complex (APC), and CD8+ cytotoxic T lymphocyte (CTL). B: Additional path-
ways of T-cell sensitization that can lead to rejection. MHC, major histocompatibility complex.
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Sensitization and Cell Trafficking During Rejection
and GVHD

Transplanted tissue contains passenger leukocytes of
donor origin that have the characteristics of immature
DCs (175). In response to the inflammatory signals that are
triggered by retrieval and transplantation, both within the
tissue itself as well as in the recipient, the donor-derived
passenger leukocytes rapidly leave the graft and migrate
to the secondary lymphoid tissues of the recipient (176).
Secondary lymphoid tissues comprise the spleen, lymph
nodes, and gut or mucosal-associated lymphoid tissue and
depending on the location of the graft, the passenger leuko-
cytes will migrate to the tissue that drains the graft site
where they encounter naı̈ve T cells. After transplantation,
in situ within the tissue and during migration, the passen-
ger leukocytes acquire the phenotypic and functional char-
acteristics of mature DCs, expressing high levels of MHC
class I and II molecules as well as other cell-surface costim-
ulatory molecules necessary to fully activate naı̈ve CD4+

and CD8+ T cells (177). Once in the secondary lymphoid
tissues they act as professional APCs, presenting antigens
expressed in the transplanted tissue to recipient T cells via
the direct pathway of allorecognition.

Naı̈ve T cells recirculate around the body and are con-
stantly moving through the secondary lymphoid tissues
sampling the APC, both host- and (after transplantation)
donor-derived, for antigen (178). If a naı̈ve T cell with a
TCR that can recognize a donor MHC molecule encoun-
ters the donor-derived passenger leukocyte in the draining
lymphoid tissue as it recirculates, it will stop, interact, and
differentiate into an antigen-experienced, effector T cell.
In support of the secondary lymphoid tissue being the pri-
mary site for sensitization of naı̈ve T cells and initiation of
rejection after solid organ transplantation, Lakkis and col-
leagues (179) showed that cardiac allografts were not re-
jected in splenectomized aly/aly mice that lack secondary
lymphoid tissue as a result of a recessive mutation in the
gene encoding Nf-kb–inducing kinase (180), and suggested
that in this situation permanent graft acceptance was not
due to tolerance but rather immunologic ignorance. Other
studies indicating that secondary lymphoid tissues drain-
ing the graft are the key site for initiation of the immune
response have followed the fate of T cells of a known speci-
ficity for donor antigen as they respond (181). It should
be noted after transplantation of a primarily vascularized
graft, it takes time for the lymphatic drainage to be re-
established; thus in the early posttransplant period, the
spleen and the graft itself may be important (176). Sim-
ilarly, after bone marrow transplantation, the initiation
of GVHD takes place in the secondary lymphoid tissue,
with evidence for the initial proliferation of donor CD4+

T cells followed by CD8+ T cells in secondary lymphoid or-
gans with subsequent homing to the intestines, liver, and
skin (182,183). Another study had suggested that Peyer’s

patches played a critical role in the initiation of GVHD
(184). Visualizing the T cells as they respond during the
initiation of GVHD showed that while Peyer’s patches are
involved, they are not the only secondary lymphoid tissue
to contribute to the activation of T cells that can home to
the gut; mesenteric lymph nodes and spleen are also sites
where gut homing T cells were activated (183).

However, in solid-organ transplantation, exclusive ini-
tiation of rejection in the secondary lymphoid tissues con-
flicts with the earlier hypothesis that rejection was initiated
within the graft itself by donor endothelial cells lining the
vessels of vascularized organ and tissue grafts that could
activate T cells directly as they passed through the graft
(185,186). Since publication of these early articles, there
have been a number of studies that support this hypothesis.
For example, human endothelial cells have been shown to
activate naı̈ve T cells in vitro (187) and in the mouse, APCs
that are not of hematopoietic origin have been shown to
activate CD8+ T cells in vitro and in vivo (188), thus sup-
porting the concept that T cells may be activated in the
graft rather than in the secondary lymphoid tissue. More-
over, splenectomized lymphotoxin α and lymphotoxin β

knockout mice that also lack secondary lymphoid tissues
were found to reject cardiac allografts, albeit at a slower
tempo (189). Each of these models is subtly different im-
munologically, and therefore different components of the
immune response to an allograft may be differentially af-
fected by the presence or absence of secondary lymphoid
tissue. Clearly in the absence of secondary lymphoid tis-
sue, the initiation of the rejection response by naı̈ve T cells
is less aggressive.

Although antigen presentation via the direct pathway
plays a dominant role in initiating the response to a trans-
plant, there are a finite number of donor-derived passenger
leukocytes transferred within a transplanted organ. Thus,
the role of the direct pathway in allograft rejection dimin-
ishes with time as eventually only “nonprofessional” APCs
such as endothelial cells remain to stimulate direct path-
way T cells. Endothelial cells within the graft may assume
a greater significance with time after transplantation both
for the initiation and as a target for direct pathway effector
cells. Activation of naı̈ve T cells may occur predominantly
in the secondary lymphoid tissue after transplantation,
activation of memory T cells in presensitized recipients
is quite different. Unlike naı̈ve T cells, memory T cells can
migrate to nonlymphoid tissues in the periphery (190) and
can trigger rejection through pathways that are indepen-
dent of secondary lymphoid tissues (191). Thus, in humans
where there are likely to be both naı̈ve and memory T
cells that can recognize or cross-react with donor MHC
molecules, rejection may be initiated both within the sec-
ondary lymphoid tissue and within the allograft by naı̈ve
and memory T cells, respectively.

At the same time that donor-derived passenger leuko-
cytes are leaving the graft, recipient leukocytes, including
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APCs, are attracted to the graft by the inflammatory
mediators and chemokines released in the vicinity of the
transplanted tissue. As these cells traffic through the graft
they phagocytose debris arising from tissue damage at the
time of transplantation before migrating to the draining
lymphoid tissue. The ingested antigens are processed and
presented on recipient MHC molecules to T cells in the
recipient lymphoid tissue (192). In addition, soluble anti-
gens released from the graft will also be transported in the
blood to the draining lymphoid tissue, where they will be
taken up and presented by resident APCs. Common anti-
genic peptides presented by the indirect pathway are the
hypervariable peptide binding regions of MHC molecules
(193). Indirect pathway responses undoubtedly contribute
to acute rejection, although the tempo of rejection may be
slower because of the lower frequency of T cells that can
respond. However, unlike direct pathway allorecognition,
the indirect pathway is available for antigen presentation
for as long as the graft remains in situ, and therefore
becomes the dominant mode of allorecognition long term.

Traffic of naı̈ve lymphocytes is usually restricted to
recirculation between the blood and lymphatic systems.
However, once they have been primed in the secondary
lymphoid tissues, activated lymphocytes as well as other
activated leukocytes must be able to migrate into the
graft in order to destroy the transplanted tissue, a process
known as leukocyte recruitment.

The inflammatory processes at the site of transplanta-
tion generate chemotactic cytokines called chemokines,
and up-regulation of chemokine receptor expression by
activated leukocytes enables them to migrate along the
chemoattractant gradient to reach the graft (194).

Inflammatory signals also affect blood vessels in the
vicinity of the transplant, causing vasodilation and en-
dothelial activation. Activated endothelial cells rapidly ex-
ternalize preformed granules called Weibel-Palade bodies
that contain the adhesion molecule P-selectin (195) and
rapidly up-regulate expression of VCAM and CD62E (E-
selectin). At the same time, chemokines released from the
graft become tethered to the endothelium, and these alter-
ations in endothelial surface markers advertise to passing
leukocytes that an inflammatory process is occurring in
the neighboring tissue.

Leukocytes are usually conveyed within the fast lami-
nar flow at the center of blood vessels, but once activated
leukocytes reach postcapillary venules in proximity to the
graft, they are able to leave this rapid flow and move toward
the edge of the vessel. This occurs in response to the local
chemokine gradient and is assisted by the slower blood
flow in the vasodilated blood vessels near the graft. Leuko-
cyte extravasation is a multistep process (see Chapters
13,26). Initially, low affinity interactions develop between
endothelial P-selectin and sialyl-LewisX moieties that are
present on the surface of activated leukocytes. These inter-
actions continually form and break down and the leuko-

cyte “rolls” along the endothelial surface. If chemokines
are present on the endothelial surface, conformational
changes in leukocyte integrin molecules occur that allow
them to bind other endothelial adhesion molecules such
as ICAM-1. These higher-affinity interactions cause arrest
of the leukocyte on the endothelial surface, allowing it to
commence extravasation. Having entered the tissues, the
activated leukocytes continue to migrate along chemokine
gradients in order to invade the graft.

Antigen Recognition and T-Cell Help in Graft
Rejection and GVHD

Role of Direct CD4 Allorecognition
Figure 44.9A depicts a model whereby direct CD4 T-cell

sensitization by donor class II MHC antigens may both
generate CD4+ effector cells and provide help for the acti-
vation, differentiation, and proliferation of cytotoxic CD8+

cells. These recipient CD8+ cells directly recognize donor
class I MHC antigens. In the classical Th1 CD4/CD8 path-
way of rejection, CD4 cells provide help for the differenti-
ation of cytotoxic CD8 effector cells that destroy the graft.
Priming of naı̈ve, directly alloreactive T cells requires pro-
fessional APC that leave the graft and enter the recipient’s
lymphoid tissues. The CD4 help for CD8 cells consists of
both cytokine (e.g., IL-2) production and “conditioning” of
the APC, for example, by production of interferon (IFN)-γ
and by interactions of CD40 on the APC with CD40L on the
activated CD4 cell. These interactions induce APC expres-
sion of CD80, CD86, and other costimulatory molecules,
cytokines such as IL-12, and MHC, making it more effec-
tive at activating both CD4 and CD8 cells. Virus-specific
CD8 cells primed to antigen in the absence of CD4 help
are defective in the ability to clear viral infections and lack
full effector function (196), and “helpless” CD8 cells seem
to die via a TRAIL-mediated pathway on secondary anti-
gen encounter (197). IL-2 during the priming phase can
be critical for the ability of CD8 memory cells to expand
on later encounter with the antigen (198). A third pathway
of CD4 help may involve direct interactions with CD40 in-
duced on the surface of activated CD8 cells (199).

Studies involving very limited (not clinically relevant)
antigenic disparities between donors and recipients sug-
gested that a “three-cell cluster” model involving interac-
tions between helper T cells, effector T cells, and APCs was
essential for rejection (200,201–203). For example, tail skin
grafts from class I mutant mice (bm7) placed on B6 recipi-
ents are not rejected, apparently because of a lack of helper
stimulation. On the other hand, grafts from (bm12 ×
bm7)F1 mice, which express an additional class II anti-
gen disparity, are rejected. A bm12 graft on one side of
a B6 mouse, although itself rejected, does not induce the
rejection of a bm7 graft on the other side of the same an-
imal, whereas a (bm12 × bm7)F1 graft on one side of a
recipient does induce rejection of a bm7 graft on the other
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side. These results suggest that the CD4 help elicited dur-
ing rejection of a bm12 graft cannot function elsewhere
in the body to assist potential effector cells specific for
the bm7 graft. On the other hand, when both the bm12
and bm7 antigens are expressed on the same graft, and
therefore on the same APCs, effector cells are generated
that can function elsewhere in the body. However, these
observations may not be applicable to more clinically rel-
evant histoincompatibilities, and other experimental evi-
dence (204,205) suggests that CD4 helper cells sensitized
by antigen presented on recipient APCs can provide help
for CD8+ effector cells recognizing antigen presented by
donor APCs. One possible explanation for such results is
that a three-cell cluster is still essential for CD4 cells to
provide help to CD8 cells mediating rejection, and that,
for example, donor class I MHC/peptide complexes might
be transferred and picked up by recipient MHC so recipi-
ent directly alloreactive CD8 T cells encounter their ligands
on the same recipient APC that an indirectly alloreactive
CD4 cell recognizes. Transfer of class I/peptide antigens
from dead cells, leading to such “cross-dressing” of APC,
has recently been described (206).

Depletion of donor APCs can markedly prolong graft
survival (207–211), illustrating the importance of direct al-
lorecognition in inducing rejection. Direct allorecognition
by recipient CD4 T cells is necessary to induce cardiac al-
lograft rejection in mice (212).

CD4+ T cells alone can cause rejection of many types of
grafts in the absence of CD8 cells, indicating that CD4 T
cells can mediate effector functions in addition to function-
ing as helper cells. Directly alloreactive CD4 cells alone can
reject grafts with full MHC disparities (212,213), class II
antigen disparities alone, and multiple minor antigen dis-
parities alone (173,214,215 ). In BMT recipients, they can
induce GVHD in the absence of CD8 cells in the setting
of class II, full MHC, or multiple minor histoincompati-
bilities (216,217,218,219). CD4+ cells have been shown to
reject class II and minor antigen-mismatched bone mar-
row grafts (220,221).

Role of Indirect CD4 Cell-Mediated Allorecognition
There is considerable evidence for a role for the in-

direct pathway of CD4 cell-mediated allorecognition in
skin and solid-organ graft rejection (222–226,227,228–
229). One major role of the indirect pathway is to induce
class-switched alloantibody responses (230) through cog-
nate interactions between recipient class II-restricted indi-
rectly alloreactive CD4 cells and host B cells that recognize
donor MHC molecules through their Ig receptors, process
them, and present donor MHC peptides with their class II
molecules. CD4 cells contribute to rejection of bone mar-
row grafts differing only at class I MHC loci, suggesting a
role for indirect allorecognition (220,221).

Rejection by CD4 cells of skin grafts lacking class II anti-
gen expression shows that the indirect pathway of rejection

can be powerful (204,222). Rejection of islet xenografts
from highly disparate species in mice is very dependent
on CD4+ T cells, even though CD4+ direct activation mea-
sured in vitro is very weak (231), suggesting a dominant
role for the indirect pathway in this setting. Clinically, sen-
sitization of indirect CD4 responses to donor MHC-derived
peptides has been demonstrated in patients undergoing
graft rejection, and some studies have suggested that an
increase in the precursor frequency of T cells responding
through the indirect pathway provides the best correlation
with clinical events (232–239). A major role for indirect al-
lorecognition has been suggested in the setting of chronic
rejection (193,240,241), in part because this pathway is
critical for the induction of antibody responses, which
have been implicated in the pathogenesis of chronic re-
jection (242,243,244,245,246–248). Moreover, the eventual
replacement of donor APC by recipient APC suggests that
the latter may be responsible for fueling the immune re-
sponse on a long-term basis. Experimental (210,249) and
clinical (238,246) evidence has supported this hypothesis.
Indeed, direct alloresponses tend to subside over time in
patients with heart or kidney allografts (250,251,252).

In view of the apparent importance of the indirect path-
way of allorecognition in graft rejection, it is not obvious
why donor APC depletion or the lack of donor class II MHC
expression should be effective in preventing rejection in
some situations (207–211,212). An essential role for indi-
rect allorecognition has been difficult to demonstrate in
acute rejection, and this pathway alone may simply be
too weak to induce it. CD4+ cells alone are incapable of
rejecting some skin grafts with minimal class I or minor
histoincompatibilities (200,253,254) or of inducing GVHD
when class I and minor histocompatibility barriers alone
are present (216,217). In the case of renal and cardiac allo-
grafts, donor APC depletion may allow the inherent tolero-
genicity of the parenchymal tissue to prevail and spread
to the indirect pathway. Initial sensitization through the
direct pathway may be essential in producing the inflam-
matory conditions necessary to promote indirect pathway
sensitization, so that the latter does not occur or is tolero-
genic in the absence of the former. An alternative explana-
tion might be that donor APCs are essential for the sensi-
tization of the effector cells responsible for graft rejection,
while indirect presentation is important for the sensitiza-
tion of helper cells. In the absence of donor APCs, potential
effector cells might become anergic as a result of encoun-
tering donor antigens directly only on parenchymal cells
of a graft.

Role of Helper-Independent CD8+ T Cells
CD8 T cells can readily reject allografts in the absence

of CD4 cells, suggesting that CD4 help is not critical in the
presence of the high frequency of alloreactive CD8 cells
existing in the naı̈ve repertoire. Indeed, CD8+ T cells alone
can reject skin and bone marrow grafts with isolated MHC
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class I antigen disparity (172,200,220,221,255,256 ) and
alloreactive CD8 T-cell memory can be generated and
maintained in the absence of CD4 cells (181).

CD8 cells can induce GVHD without CD4 T cells in the
setting of full MHC, class I only, and minor antigen histoin-
compatibility (257,258). Direct recognition of recipient
minor histocompatibility antigens on recipient APCs has
shown to be essential for the induction of CD8-dependent,
CD4-independent GVHD in an MHC-identical, lethally ir-
radiated mouse model (259), but indirect CD8 recognition
of recipient antigens presented by donor APC amplifies the
process (260).

Grafts expressing only class I antigen disparities are
usually rejected more slowly than class II disparate grafts,
and responses dependent on CD8+ helper responses are
more easily suppressed by cyclosporine (261–263). Many
primarily vascularized grafts that express only a class I
antigen disparity still require CD4+ cells to initiate rejec-
tion, probably because of the defects in function, survival,
and secondary expansion described previously for “help-
less” CD8 cells. Probably as a result of these limitations,
CD4-independent rejection by CD8+ cells is influenced by
several factors that do not seem to be as important for
CD4+ T cells. First, CD8+ direct activation is very depen-
dent on the number of donor APCs in a graft (172,222).
Second, CD8+ direct activation fails to initiate rejection of
grafts with only a small number of minor antigen dispari-
ties and provides only a weak helper response even when
there are a large number of foreign minor antigens. CD8+

helper cells also differ from CD4+ helper cells in being un-
able to provide help for other cell populations (264). Appar-
ently the IL-2 produced by these cells is used by the cells
themselves as they develop effector function. CD8+ helper
cells cannot provide help for CD8+ cells with a different
specificity and cannot provide help for B-cell antibody re-
sponses.

Although Table 44.5 includes CD8+ CTL with specificity
for class II antigens because these have been detected in
vitro, CD8+ cells alone cannot reject skin grafts with only
limited class II antigen disparities (200,218,253,265).

Cross-Primed CD8 Cells
Peptides of exogenous antigens were originally thought

to be presented by MHC class II antigens while those of en-
dogenous antigens are presented by MHC class I molecules
(266,267). However, it has more recently become clear
that class I presentation of exogenous peptides is essen-
tial for many immune responses (169,268–270), and sev-
eral pathways have now been delineated for the process-
ing and presentation of exogenous antigens by class I
molecules (271). The phenomenon, termed cross-priming,
was originally demonstrated in a transplantation model by
Bevan (66), who showed that when minor antigen-
disparate grafts with MHC antigens of type A were placed
on MHC (AxB) F1 recipients, the CD8+ cells of these recip-

ients became sensitized to the minor antigens presented by
both A and B types of class I MHC molecules. Activation
of cross-primed CD8 cells has been shown to be strongly
dependent on CD4 help and IL-2 (272). Cross-primed CD8
cells seem most likely to play a significant role in rejection
because of donor minor histocompatibility antigens and
MHC-derived peptides when there is sharing of class I al-
leles between the donor and recipient. In the absence of
class I MHC sharing between donor and recipient (273),
the self-class I/allogeneic peptide epitope cannot be pre-
sented by the parenchymal or endothelial cells of the graft.
However, even without class I sharing, indirect CD8+ cell
sensitization can lead to the rejection of skin allografts, per-
haps because of recognition of donor peptides presented
by recipient endothelial cells on host-derived vessels that
revascularize the graft (274,275). Cross-primed CD8 cells
might also contribute to graft rejection via indirect effec-
tor mechanisms on antigen recognition on host APC in the
graft or by producing cytokines that contribute to the over-
all regulation of the immune response (275,276). Thus, the
question of how CD8+ indirect sensitization might affect
graft rejection remains one of the open issues in transplan-
tation immunology.

Effector Mechanisms of Acute Rejection
and GVHD

Although CD4+ and CD8+ cytotoxic T cells are important
effectors of graft rejection and GVHD and can account for
the precise selectivity of graft destruction that is some-
times observed, the role of additional tissue-destructive
mechanisms, and particularly of “indirect” effector mech-
anisms initiated by T cells specific for modified self-MHC
antigens, is being increasingly appreciated. Some of these
mechanisms involve effector cells of the innate immune
system and cytokines as final mediators of tissue destruc-
tion. The net result of this multiplicity of pathways is
that there is considerable redundancy between the mech-
anisms of graft rejection. A brief review of the available
data on these issues ensues.

Cytotoxic Mechanisms of Acute Cellular Graft Rejection
and GVHD

Solid-organ graft rejection can be correlated with the
presence in the graft of proteins and mRNA encoding
perforin, granzymes, and proteases associated with cell-
mediated cytotoxicity (277–284). The presence in urine of
cell-derived RNA encoding perforin and granzyme B has
been associated with renal allograft rejection in humans
(285). A functional analysis of the role of various cyto-
toxic pathways in graft rejection and GVHD has been fa-
cilitated by the use of mice deficient in one or more effec-
tor proteins involved in CTL activity, particularly perforin,
granzyme, and Fas/Fas ligand (286,287). Although the
perforin/granzyme pathway is the major cytolytic path-
way for CD8 T cells and CD4 cells tend to use the Fas/FasL
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pathway (288), both subsets are capable of both types of cy-
tolytic activity (289,290), and the perforin pathway is avail-
able to both T-cell subsets mediating GVHD (286). All of
these cytotoxic proteins play contributory roles and no sin-
gle protein has been found to be critical for the induction
of solid-organ graft rejection (287,291–293), GVHD (294–
297), or bone marrow graft rejection (298) in the presence
of clinically relevant mismatches. Critical cytotoxic inter-
actions have been identified in a few special situations.
For example, GVHD directed at isolated class II MHC dis-
parities is markedly reduced in the absence of Fas/FasL
interactions (297), and the survival of Kb mutant class
I-only mismatched heart allografts is markedly prolonged
in perforin-deficient recipients (287). Fas ligand may be
critical role for induction of lymphoid hypoplasia (299)
and skin and liver GVHD (299). Although the perforin-
granzyme pathway contributes to GVHD (297,299), the
Fas-mediated cytotoxic pathway appears to be of greater
overall importance in causing GVHD. In contrast, the per-
forin/granzyme pathway and TRAIL pathways may play
a predominant role in antileukemic effects, especially of
CD8 cells, and selective blockade of the Fas/FasL pathway
may ameliorate CD8-mediated GVHD without eliminating
GVL effects (296,300–303).

Evidence for a Role for Non-CTL Mechanisms in Graft
Rejection and GVHD

Strong evidence supports the ability of T cells to effect
rejection of grafts whose parenchymal cells do not express
the ligand of the TCR, that is, the existence of indirect ef-
fector mechanisms. When syngeneic skin from bone mar-
row chimeras in which the APCs of the skin had been
replaced by cells derived from an allogeneic donor bone
marrow was transplanted, the entire graft was rejected
(304). Thus, entire skin grafts can be rejected when only
the APCs are foreign, indicating that nonselective destruc-
tion of grafted tissue can occur, especially if the inflamma-
tory response is sufficiently vigorous. Several studies have
clearly shown a role for indirect CD4 cell-mediated rejec-
tion of skin (305,306) and cardiac (307) allografts lack-
ing the determinant recognized by the CD4 T-cell popula-
tion. In the case of cardiac allografts, replacement of graft
endothelium by the host was shown to be a key element
in the induction of acute and chronic rejection through
this indirect effector mechanism (307). Moreover, GVHD,
mediated in part by cytokines but associated with signifi-
cant liver and intestinal injury, can be induced by donor T
cells in MHC-deficient hosts receiving wild type host DCs,
suggesting that indirect effector mechanisms may mediate
GVHD (308,309). However, the capacity of CD4 T cells to
mediate GVHD across minor histocompatibility barriers
is markedly attenuated when the target antigens are ex-
pressed only on hematopoietic cells (310). Together, these
results suggest that indirect effector mechanisms can de-
stroy transplanted tissue (or recipient tissue, in the case of

HCT) under some circumstances, but less efficiently than
direct mechanisms.

The lack of correlation between rejection and the abil-
ity to detect CTL in vitro in some situations also sug-
gests the existence of noncytotoxic rejection mechanisms.
CD4 effector cells can reject class I-only disparate grafts
in recipients depleted of CD8 T cells (200,218,253,265,
311,312,313), even though in vitro assays have generally
failed to reveal cytotoxic CD4 cells specific for class I al-
loantigens. Some studies suggest that mice depleted of CD8
T cells by antibody treatment still have a population of
cytotoxic precursors (apparently of the CD8 lineage de-
spite the absence of the CD8 antigen) (314,315), and others
suggest that there is an effector mechanism mediated by
CD4 cells specific for class I peptides presented by class II
molecules (316). These results do not distinguish a direct
from an indirect effector mechanism because the donor
and recipient class II molecules were identical in these ex-
periments, but they do suggest that noncytotoxic cells may
be effectors of rejection, as CD4+ cytotoxic T cells were not
detectable.

Because CTL activity to minor histocompatibility anti-
gens can only be measured in vitro after in vivo priming,
minor disparate graft rejection provides an opportunity
to test whether every case of rejection is associated with
the development of CTL activity. Skin grafts that differ by
only the H-Y antigens are rejected by some, but not other
strains of mice, and rejection does not correlate with the
generation of in vitro cytotoxicity. In some cases, CTLs are
detectable in vitro despite the absence of graft rejection,
and vice versa (317–319), again suggesting the existence
of noncytotoxic mechanisms.

Graft-Infiltrating Cells
Many types of cells infiltrate rejecting grafts, includ-

ing CD4 and CD8 T cells, NK cells, and macrophages
(313,320,321,322,323.324–327 ). There are, however, rel-
atively few B cells (328). Repertoire analysis of allore-
sponses revealed marked polyclonality (21,329), and prop-
agation of graft-infiltrating cells reveals polyclonal cyto-
toxic and IL-2–producing lymphocytes of both CD4 and
CD8 lineages (330,331). Many T cells seem to be re-
cruited nonspecifically into rejecting grafts, as only a
fraction of them recognize donor antigens, but only the
donor-reactive CTL show evidence of having been acti-
vated in vivo, as indicated by their ability to respond
to donor antigens without further antigen-specific stim-
ulation (332). Early reports suggesting that an oligo-
clonal T-cell response occurs during allograft rejection
(333) might have been subject to in vitro culturing
artefacts and sampling error (328). A polyclonal TCR
repertoire was detected in rejecting rodent heart allo-
grafts, whereas evidence of oligoclonal dominance was
detected in heart grafts of animals that were rendered
tolerant to their grafts (334). However, graft-infiltrating
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T cells of long-term rejected human kidneys (335) and of
acutely rejecting rat heart allografts (336) have been re-
ported to show skewed CDR3 length distributions within
some Vβ families, suggesting some degree of oligoclonal
dominance. T cells infiltrating xenografts did not show
such skewing, suggesting an even broader use of the TCR
repertoire in xenograft rejection (336–338). Analyses of T
cells mediating GVHD in the setting of multiple minor
histoincompatibilities have revealed a markedly skewed
repertoire, but still with the involvement of several differ-
ent Vβ families, each exhibiting an oligoclonal response
(339,340). Clinical studies suggest that the antiminor his-
tocompatibility antigen TCR repertoire is most often poly-
clonal (341).

The number of invading T cells in a graft is not necessar-
ily correlated with the speed of rejection. Whole MHC and
class II disparate grafts generally elicit dense cellular infil-
trates, while class I-disparate grafts are generally sparsely
infiltrated, and only to a similar extent as syngeneic grafts
(328). The number of cells within minor antigen disparate
grafts is generally far greater than the number invading
grafts with class I-only differences, even when the rejec-
tion of the class I grafts is faster (328).This finding has
suggested that certain critical elements of the graft, such
as its blood vessels, are the actual site of graft destruction
and, indeed, endothelialitis is an important hallmark of
clinically significant rejection activity (342).

Role of Natural Killer Cells
Although the role of NK cells in mediating hybrid resis-

tance and allogeneic marrow rejection is well established
in mice, the amount of resistance mediated by NK cells
to allogeneic pluripotent hematopoietic stem cells (PHSC)
is limited, and can be readily overcome by increasing the
dose of donor stem cells administered (343,344). Further-
more, a role for NK cells in resisting human allogeneic mar-
row engraftment has not been clearly demonstrated. How-
ever, their role may become more significant if mismatched
transplants are attempted with less toxic, nonmyeloabla-
tive regimens instead of more traditional myeloablative
conditioning. Consistent with this possibility, patients with
severe combined (T and B cell) immunodeficiency (SCID)
who have functional NK cells require cytotoxic condition-
ing to permit engraftment of haploidentical marrow. In
contrast, those lacking NK cells have a low incidence of
rejection in the absence of any such treatment (345).

A strategy for exploiting the ability of NK cells to be trig-
gered by “missing self” has recently been reported in pa-
tients receiving HLA-mismatched related donor HCT and
in mice (346). Donor-derived NK cells with graft-versus-
host reactivity due to the lack of donor class I MHC in-
hibitory ligands in the recipient can apparently kill resid-
ual host leukemia cells and alloreactive cells that resist
the marrow graft without causing GVHD. The alloreac-
tive donor NK cells may actually reduce susceptibility to

GVHD by killing recipient APCs needed to activate donor
T cells (346). Although striking antileukemia effects of such
killer cell immunoglobulin-like receptor (KIR) mismatch-
ing were detected in heavily conditioned patients receiving
high doses of haploidentical CD34 stem cells (346), the ef-
fect of KIR incompatibility has been more variable in other
clinical studies (347–349).

The possible role of NK cells in rejecting solid-organ
grafts is somewhat controversial. NK cells are promi-
nent among cells infiltrating rejecting organ allografts,
and may be the earliest producers of inflammatory cy-
tokines and chemokines and inducers of DC maturation
(350,351,352,353). If NK cells make an important contri-
bution to solid-organ allograft rejection under normal cir-
cumstances they must be dependent on T cells, as mice
lacking T cells are unable to reject nonhematopoietic allo-
grafts. Furthermore, whereas bone marrow allografts from
class I-deficient donors (β2m−/−) are subject to potent NK-
mediated rejection (because these cells cannot trigger in-
hibitory receptors on host NK cells [354] ), β2m−/− skin
grafts are not rejected by β2m+ recipients (355). How-
ever, NK cells have recently been reported to play a critical
role in cardiac allograft rejection in CD28 knockout mice
(356,357). Interactions between NK cells and T cells have
also been implicated in chronic allograft vasculopathy in
a murine cardiac allograft model (352).

Inhibitory receptors on NK cells are quite broad in
their class I specificity (358), and recognition of even
fully allogeneic class I molecules can confer some pro-
tection from NK-mediated marrow destruction compared
with that observed for cells deficient in class I expression
(354–357,358,359). Because of the increased disparity of
xenogeneic compared with allogeneic MHC molecules, NK
cells may receive fewer inhibitory signals from xenogeneic
than allogeneic cells. Indeed, transduction of human HLA
molecules into porcine endothelial cells has proven to be
an effective means of reducing NK cell-mediated xeno-
geneic cell adhesion and cytotoxicity (360,361,362). How-
ever, some inhibitory receptors, such as killer cell lectin-
like receptor G1 (KLRG1), do recognize xenogeneic lig-
ands such as E-cadherin (363). In addition to failing to re-
ceive inhibitory signals from xenogeneic MHC molecules,
NK cells may also be activated by interactions of activating
receptors with ligands on xenogeneic cells (364–366). Ex-
amples include the effective activation achieved by interac-
tions of human NKG2D and NKp44 with their ligands on
porcine endothelial cells (366). There is some evidence that
activating human NK cell receptors may bind to carbohy-
drate epitopes expressed by pigs and not humans (367).

On balance, many xenogeneic NK cell-target interac-
tions appear to show a predominance of functional acti-
vating interactions over inhibitory ones, resulting in high
levels of reactivity. Indeed, NK cells resist xenogeneic mar-
row engraftment to a greater extent than allogeneic mar-
row (343,368,369,370). NK cells have also been implicated
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in the acute vascular rejection (371) that can destroy solid-
organ xenografts that have escaped hyperacute rejection
(see later discussion) and in xenogeneic skin graft rejection
(372). Because one mechanism by which NK cells mediate
cytolysis is antibody-dependent cell-mediated cytotoxicity,
it is possible that IgG natural antibodies play a signifi-
cant role in initiating NK cell-mediated rejection. NK cells
also release cytokines, such as IFN-γ and tumor necrosis
factor-α (TNF-α), which activate macrophages and en-
dothelial cells and induce inflammation (371).

Role of NKT Cells
A subset of murine and human T cells expresses NK

cell-associated phenotypic surface markers. Many of these
recognize glycolipid antigens presented by CD-1 nonclassi-
cal class I molecules, and major subsets express an “invari-
ant” TCR α chain and restricted β chains (373). They pro-
duce a variety of cytokines, the most prominent of which
are IFN-γ and IL-4 (374), have cytolytic activity, and may
provide an important link between innate and adaptive im-
munity (375,376). Most NKT cells are either CD4+CD8− or
CD4−CD8−. Although these cells have apparent inhibitory
effects on graft rejection (377,378–380), GVHD (381,382),
and other immune responses, NKT cells also promote an-
timicrobial and antitumor immunity and have been re-
ported to participate in islet allograft (383) and isograft
(384) rejection in mice.

Role of Monocytes/Macrophages and Eosinophils as
Effectors of Rejection

Classical delayed-type hypersensitivity responses are
thought to depend on the activation of macrophages by
helper T cells through production of IFN-γ . It is likely
that proinflammatory cytokines and chemokines produced
by activated monocytes and macrophages play a role in
endothelial cell activation and lymphocyte recruitment.
Additionally, activated macrophages may damage tissue
through the production of toxic molecules such as nitric
oxide (385).

Macrophages play an especially important role in the
rejection of cellular xenografts such as islets (386,387),
whose rejection they can effect after activation in the
presence of T cells (388). Macrophages cause almost
immediate rejection of xenogeneic bone marrow, even
in the absence of adaptive immunity (389–391). Hu-
man macrophages can phagocytose porcine cells in an
antibody- and complement-independent manner (392).
Additional studies have implicated macrophages in solid-
organ and skin xenograft rejection (393–398). These pow-
erful effects of xenogeneic macrophages may be accounted
for by the combined ability of certain xenogeneic recep-
tors to activate macrophages (399) while important in-
hibitory interactions, such as that between CD47 and its
macrophage ligand SIRPα, are not effective (400).

Eosinophils recruited to allografts by Th2 T-cell re-
sponses have been reported to be effectors of graft re-
jection in some experimental models, and eosinophils
are often found clinically in rejecting allografts (reviewed
in ref. 171). Th2-derived IL-4 and IL-5 recruit and acti-
vate eosinophils, which release highly cytotoxic substances
from granules into the tissue. Th2-mediated rejection
is apparently down-modulated by alloreactive CD8 CTL,
which kill donor DCs in the T-cell areas of lymph nodes,
thereby limiting direct alloantigen presentation to CD4
cells (401). These results emphasize the fact that Th2 re-
sponses are not necessarily benign and conducive to graft
acceptance.

Cytokines as Mediators of Graft Rejection and GVHD
Cytokines have complex roles as both regulators and

effectors of immune reactivity, and studies of their role
in transplantation have consequently yielded many para-
doxical findings. Many studies have correlated the onset
of graft rejection with the presence of cytokines or mRNA
encoding them in the graft and, with renal transplanta-
tion, in the urine (285). Although the “classical” rejection
pathway involves the Th1 cytokines IFN-γ and IL-2 and
cytotoxic T cells, a great redundancy of rejection path-
ways is suggested by studies detecting both Th1 (IL-2,
IFN-γ ) and Th2 (IL-4, IL-5, IL-10) cytokines in rejecting
allografts (283,402–409). Although the concept that Th2
cytokines are anti-inflammatory and may suppress rejec-
tion and GVHD has attracted considerable interest (410–
413,414–417,418), Th2 responses have been clearly shown
to contribute to both graft rejection (410,419–421) and
GVHD (422–425). With a few special exceptions (426–428),
studies using various cytokine knockout mice as recipients
have failed to reveal any single molecule that is essential
for rejection (429–434,435) or GVHD (422,436,437). In a
model involving adoptive transfer of T cells to immunode-
ficient mice, allogeneic heart allografts required IFN-γ re-
ceptor expression in order to be rejected by CD4+ cells, and
additional data suggested that IFN-γ may itself be a critical
effector molecule of graft destruction in this system (438).

In GVHD, cytokines such as TNF-α and IFN-γ play a
role in the inflammatory cascade involving macrophage
activation by lipopolysaccharide from the damaged gut ep-
ithelium and by IFN-γ to release TNF-α, nitric oxide, and
other mediators of tissue injury (385,439–442). In certain
models, TNF-α had been shown to play a critical role in
wasting disease and intestinal GVHD (443,444). Although
the relative contribution of cytokine-dependent mecha-
nisms versus direct cell-mediated cytotoxicity to GVHD is
still a matter of debate, the capacity to induce GVHD with
T cells lacking both the perforin-mediated and the Fas-
mediated pathways of cytotoxicity, even in mice also lack-
ing TNF receptor1 (TNFR1)-mediated signaling pathways
(297,445,446), demonstrates the redundancy of GVHD ef-
fector mechanisms.
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The generation of a newly discovered class of cytokine-
producing CD4 T cell, the “Th-17” cell, is antagonized by
Th-1 cells and promoted by IL-23, transforming growth
factor (TGF)-β, and IL-6. Th-17 cells produce IL-17, a
proinflammatory cytokine that has been implicated in
various models of immune injury, including allergic, au-
toimmune, and infectious diseases (447). A role for Th-17
has been suggested in animal models of heart and aortic al-
lograft rejection and in clinical lung transplantation (447).
A more complete understanding of the role of Th-17 in
transplantation is likely to emerge in the near future.

Chronic Rejection and Chronic GVHD

Most experimental studies of rejection are performed with-
out immunosuppression and, therefore, graft destruction
usually occurs within the first several days or weeks by
one of the mechanisms previously described. In clinical
practice, however, the use of immunosuppression usually
allows graft survival for much longer periods of time.
Nonetheless, clinical survival statistics reveal that even
when 1-year graft survival has been achieved, the loss of
transplanted organs continues to occur at a rate of about
3% to 5% per year and a significant proportion of this de-
layed or late graft failure appears to be due to immunologic
mechanisms.

The term chronic rejection has been used to describe this
later process of delayed graft destruction. As immunosup-
pressive reagents have become more effective at control-
ling acute rejection, chronic rejection has emerged as one
of the most important problems in clinical practice. There
has been ongoing improvement during the past 30 years in
the 1-year graft survival rates for kidney transplants, but
the half-life for organs that have survived for 1 year has
not changed significantly during that entire period of time
and, as a result of this ongoing loss, only about 50% of
transplants are still functioning 10 years later.

Although almost every type of organ transplant suf-
fers from chronic rejection, the pathologic manifestations
are different in each case. Kidney biopsies tend to show
interstitial fibrosis along with arterial narrowing from
hyalinization of the vessels. In the heart, the process is
manifested principally as a diffuse myointimal hyperplasia
proceeding to fibrosis of the coronary arteries that has of-
ten been referred to as accelerated atherosclerosis or trans-
plant arteriosclerosis. Chronic rejection in lung transplants
primarily affects the bronchioles with progressive narrow-
ing of these structures, and is referred to as bronchiolitis
obliterans. The liver may be the one type of organ trans-
plant that is relatively resistant to chronic rejection, but
the progressive destruction of bile ducts referred to as the
vanishing bile duct syndrome may be another manifesta-
tion of this process.

Some of the causes of chronic graft destruction may not
be immunologic in origin (448,449). Analysis of sequen-

tial kidney transplant biopsies suggests that chronic rejec-
tion represents cumulative and incremental damage to the
graft from time-dependent nonimmunologic and immuno-
logic causes (450). Potential nonimmunologic factors that
have been considered to contribute to the development of
chronic rejection include the initial ischemic insult, the re-
duced mass of transplanted tissue (especially in the case
of kidney transplants leading to hyperfiltration injury),
the denervation of the transplanted organ, the hyperlipi-
demia and hypertension associated with immunosuppres-
sive drugs, the immunosuppressive drugs themselves, and
chronic viral injury, among others. Nonetheless, although
these factors undoubtedly contribute to the process, there
is a marked difference in survival between syngeneic and
allogeneic transplants in experimental models. Thus, there
is almost certainly an important immunologic component
in most cases of chronic rejection.

Several important observations regarding the patho-
genesis of chronic rejection have emerged from clinical
practice, particularly the analysis of biopsy samples. In
kidney transplants, two distinctive phases of injury as
chronic allograft nephropathy evolved have been described
(450). Previous studies have suggested that there is a high
correlation between the onset of chronic rejection and a
history of early acute and subclinical rejection episodes
(451,452). Analysis of protocol biopsies has revealed that
the onset of mild chronic rejection by 1 year after kid-
ney transplantation is associated with an initial phase of
early tubulointerstitial damage from ischemic injury that
occurs before severe rejection is detected. Beyond 1 year,
a later phase of chronic allograft nephropathy was charac-
terized by microvascular and glomerular injury (450). Im-
portantly for long-term outcomes, the clinical data show
that the process of chronic rejection is usually refractory
to increases in immunosuppressive therapy, in contrast
to acute rejection episodes that almost always respond to
treatment. The development of chronic rejection has also
frequently been associated with the presence of antidonor
antibodies (453,454) and the deposition of complement
component C4d in the allograft.

Taken together, these clinical observations have sug-
gested to some that chronic rejection is the result of
chronic B-cell alloantibody production, while others be-
lieve that chronic rejection requires the early sensitization
of the immune system to donor antigens. Moreover, there
are also now data emerging to suggest that components
of the innate immune system such as NK cells can also
contribute (455). Alloantibody production might equally
well be a marker for other rejection mechanisms as op-
posed to a cause of chronic rejection. Moreover, the pres-
ence of alloantibody and C4d may be transient and there
are clear examples of chronic changes in the graft in their
absence (456). In addition, early rejection episodes proba-
bly reflect primarily the degree of antidonor immunore-
activity, and may not be required for chronic rejection
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themselves. Therefore, even if sufficient immunosuppres-
sion were given to prevent acute rejection, chronic rejec-
tion might still occur when the suppression was reduced to
levels tolerable to the recipient over the long term, even if
acute rejection had never occurred. Finally, experimental
studies have suggested that the mechanisms of chronic re-
jection are not absolutely dependent on either antibody
formation or on the occurrence of acute rejection episodes.

The uncertainties that arise from the interpretation of
the clinical data make it important to develop experimen-
tal models for studying the mechanisms of chronic rejec-
tion. It is difficult in the laboratory, however, to mimic a
process that may take 5 or 10 years to develop in patients
treated with immunosuppressive drugs. Thus, the effort to
study chronic rejection experimentally has depended on
surrogate short-term pathologic markers that are thought
to predict the long-term changes of chronic rejection. In
particular, these studies have concentrated on the develop-
ment of the myointimal proliferation that is thought to be
the precursor of the chronic vascular changes typically ob-
served in patients. In rodents, pigs, and primates this has
often been done with grafts after an initial period of im-
munosuppression that prevents acute rejection (457–459).
All of these experimental studies are subject to the caveat
that the surrogate pathologic lesion occurs much earlier
than the typical changes of chronic rejection in patients.
Thus, the process being studied experimentally may not be
the same as the clinical process.

Pathologic Manifestations of Experimental
Chronic Rejection

The typical pathologic features of the experimental le-
sion associated with chronic rejection are shown in
Figure 44.10 (460). The marked narrowing of the vascular

FIGURE 44.10 Histology of chronic rejection.

lumen is caused by the substantial proliferation of
endothelial and then smooth muscle cells that can be
host-derived (461). Associated with this proliferation is
progressive destruction of the media. In time, the cellular
proliferation becomes less pronounced and is replaced by
concentric fibrosis that narrows the vascular lumen. Im-
munohistologic staining indicates that there is increased
expression of several adhesion molecules (460), intracel-
lular proteins such as vimentin (462,463), and easily de-
tectable levels of several molecules, including nitric oxide
synthase (464), acidic fibroblast growth factor, insulinlike
growth factor, IFN-γ (465), and endothelin, each (466)
of which may play a role. Ultimately, the ischemia re-
sulting from vascular occlusion results in fibrosis in the
parenchyma of the organ, and consequent organ dysfunc-
tion (467). In the case of the lung or the liver, chronic injury
may cause changes most prominently in the bronchioles
or the bile ducts, but this is also associated with arterial
lumen loss, which may be the primary lesion causing bron-
chiolitis obliterans or bile duct fibrosis, respectively (467).

Immunologic Mechanisms of Chronic Rejection

Rejection requires a dialogue between the innate and adap-
tive immune system. Innate immunity is most likely in-
volved at the outset of the process that leads to the develop-
ment of chronic rejection and there is evidence to suggest
that NK cells (455,468) and complement activation can
be involved (469). At the level of the adaptive response,
because it is assumed that stimulation of direct pathway
T cells is likely to diminish over time as donor APCs are
replaced by recipient APC (see previous discussion), it
is commonly assumed that the predominant immune re-
sponse that causes chronic rejection occurs through the
indirect pathway.

Studies in pigs have suggested that the vascular
changes of chronic rejection are more apt to develop
when there are class I antigenic disparities than when
there are only class II disparities and have suggested that
the development of the lesion depend especially on CD8
T cells. In mouse models, in contrast, there is evidence
that either CD4 or CD8 T cells can produce the lesion
and that either class I or class II antigenic disparities
are sufficient to stimulate chronic rejection (470). The
finding that class II antigenic disparities are themselves
sufficient to induce this pathology is consistent with the
observation of class II MHC expression on the vascular
endothelium and medial smooth muscle cells of mouse
cardiac allografts with these vascular lesions (471).
Because class II MHC is not constitutively expressed by
mouse vascular endothelial cells, indirect recognition of
donor class II transferred from passenger leukocytes may
be responsible for inducing an inflammatory response that
leads to subsequent up-regulation of class II on the donor
vascular endothelium. In keeping with the prediction
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of many clinical studies, adoptive transfer experiments
into SCID mice have shown that alloantibodies in the ab-
sence of T cells can induce the typical pathologic vascular
changes, and lesions can develop in T-cell–deficient mice
(245). However, T cells without B cells have also been
shown to cause the lesion, although there may be some-
what less tendency to progress to end-stage fibrosis (244).

Several studies have indicated that the induction of
donor-specific tolerance can prevent the development of
the vascular changes of chronic rejection, although not all
of the short-term manipulations that have been effective
in preventing acute rejection have necessarily prevented
the later onset of chronic rejection. Remarkably, mice ren-
dered tolerant by neonatal injection of donor splenocytes,
or by the induction of high levels of lasting, multilin-
eage mixed chimerism with demonstrated central dele-
tion of donor-reactive T cells and permanent acceptance
of donor-specific skin grafts, demonstrate graft vasculopa-
thy in donor cardiac allografts (468). Thus, in the complete
absence of antidonor T-cell reactivity, other cell types such
as NK cells may induce these types of lesions in cardiac al-
lografts. In addition, T-cell recognition of cardiac-specific
antigens presented by donor MHC and not shared by donor
hematopoietic cells could play a possible role in the de-
velopment of these lesions in immunocompetent, tolerant
mice (455).

From these data, it seems likely that multiple immuno-
logic mechanisms may be capable of creating the graft
arteriosclerotic lesions that are characteristic of chronic
rejection, and that T-cell alloreactivity is not essential for
their induction. Whether there is a critical final common
mediator involved in all of these pathways is not cur-
rently known. However, IFN-γ has been shown to play
an important role in the development of lesions in sev-
eral models (465,472), and STAT4-deficient mice, which
do not respond to IL-12 and therefore cannot generate
Th1 responses, show markedly reduced severity of graft
vasculopathy compared with wild type mice (473). TGF-β
has been shown to attenuate the lesions, but has also been
detected within the lesions and implicated in the develop-
ment of fibrosis (474).

Chronic Graft-versus-Host Disease

Chronic graft-versus-host disease (cGVHD) is the most
common and severe complication among patients surviv-
ing for more than 100 days after allogeneic bone marrow
transplantation. Clinically, acute and cGVHD can be dis-
tinguished on the basis of the time of onset, clinical man-
ifestations, and distinct pathobiologic mechanisms. Acute
GVHD usually occurs within 2 to 6 weeks following allo-
geneic BMT and primarily affects the skin, liver, and the
gastrointestinal tract with T-cell infiltration of the epithe-
lia of the skin, mucous membranes, bile ducts, and gut.
However, acute GVHD has been noted to occur later in

recent protocols involving nonmyeloablative conditioning
for HCT. In contrast, cGVHD involves a wider range of or-
gans and clinical manifestations include scleroderma, liver
failure, immune complex disease, glomerulonephritis, and
autoantibody formation.

The pathogenesis of cGVHD, like chronic rejection, is
poorly understood. The disease involves T-cell responses
to alloantigens or autoantigens. Because most BMT is per-
formed between HLA-identical or closely HLA-matched
pairs, alloreactivity may be directed against minor histo-
compatibility antigens (miHA) presented by shared MHC
molecules, or against MHC alloantigens when present.
T cells developing de novo in a recipient thymus that is
damaged by GVHD may result in the emergence of autore-
active T cells into the peripheral repertoire (475). The in-
jury to target organs is poorly understood, but may involve
TGF-β, which promotes fibrosis and other cytokines, as
well as B-cell activation and production of autoantibodies.

The main risk factors for the onset of cGVHD are donor
and patient age and sex, source of progenitor cells, graft
composition, and previous acute GVHD. cGVHD can be
treated, but infections resulting from immunosuppres-
sion due to the disease itself and its treatment are a
major source of morbidity. Extensive skin involvement,
thrombocytopenia, and progression are poor prognostic
factors.

PHYSIOLOGIC INTERACTIONS THAT
MODULATE GRAFT REJECTION AND GVHD

All immune responses are modulated by down-regulatory
components that help to limit or terminate the response.
Although graft rejection and GVHD often involve excep-
tionally strong immune responses, these responses are still
accompanied by down-regulatory components that can be
manipulated to promote graft survival. Many of these ma-
nipulations are described in the section on tolerance, but
some of the regulatory components of the rejection re-
sponse are briefly described here.

Down-modulating Signals Following
T-Cell Activation

Interactions between Fas and Fas Ligand (FasL), which is
up-regulated during rejection responses, may help to miti-
gate GVHD and graft rejection by mediating destruction of
activated T cells and APCs (293). Consistent with this con-
cept, FasL-deficient recipients are more susceptible than
normal mice to the development of GVHD (476) and high
levels of FasL in the microenvironment may help to ex-
plain the resistance to rejection of tissues transplanted
to some “privileged sites,” such as the testis or the an-
terior chamber of the eye (477). Although investigators
have attempted to exploit this pathway to achieve graft
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survival, the overexpression of FasL causes a nonspecific
inflammatory syndrome associated with prominent neu-
trophil infiltration (478), and overexpression of Fas ligand
in pancreatic islets has made them more susceptible to de-
struction (479). Forced FasL overexpression on donor DCs
also induces this neutrophil response, which augments
graft rejection (480).

CTLA4 is clearly important in the maintenance of self-
tolerance, as evidenced by the T-cell lymphoproliferative
autoimmune syndrome that develops in CTLA4 knockout
mice (481,482). Blockade of CTLA4 accelerates cardiac
allograft rejection (483) and increases GVHD (484), and
CTLA4 has been shown to play a role in T-cell tolerance
in many systems (435,485,486–497). CD28 knockout mice
can reject allografts, despite unopposed signaling through
CTLA-4 (498), but their capacity to induce GVHD is dimin-
ished (484). PD1, an additional down-regulatory molecule
expressed by activated T cells that recognizes the B7 fam-
ily members PDL-1 and PDL-2, also mitigates graft rejec-
tion (499) and GVHD (500). Studies of cardiac allograft
rejection suggest that PD1 plays an important modulatory
role in the presence of extensive antigenic disparities be-
tween the donor and recipient, but that the BTLA-HVEM
inhibitory pathway plays a predominant role in the pres-
ence of more restricted antigenic disparities (501).

Regulatory Cytokines

The inflammatory condition that develops in IL-2 knock-
out mice is clear evidence of the important immunomodu-
latory role of this cytokine, and studies in several graft re-
jection (502) and GVHD (503) models have confirmed such
a role in transplantation. Much of this effect is the result
of the important role of IL-2 in activating and expanding
regulatory cells (504,505), as is discussed elsewhere in this
chapter, and IL-2 can also promote activation-induced cell
death of alloreactive CD8 cells (504,506). Although IFN-γ
can also promote graft rejection, rejection occurs rapidly
in IFN-γ knockout mice (434,507) and is even accelerated
in certain models (508). Moreover, IFN-γ has been shown
to play a down-regulatory role in GVHD (422,436) and
solid-organ graft survival (509,510). Although the mech-
anism by which IFN-γ inhibits graft rejection is not fully
understood, this cytokine has antiproliferative effects on
CD4 and CD8 cells (437,512), increases T-cell apoptosis via
the Fas/FasL pathway (511,512), up-regulates the produc-
tion of nitric oxide (513–516), which has immunomodula-
tory properties (385), and promotes regulatory T-cell func-
tion (517). IFN-γ inhibits both CD4- and CD8-mediated
GVHD, and mitigates the expansion of both T-cell sub-
sets (436,518). Moreover, the major cytokines that induce
IFN-γ , IL-12, and IL-18, can down-modulate graft rejec-
tion (433,435,519) and GVHD (436,520,521). This down-
modulatory role of IL-12 and IL-18 is dependent on IFN-γ
and the Fas-FasL pathway (436,521,522).

Despite interest in the concept that Th2 cytokines are
anti-inflammatory and may suppress rejection and GVHD
(410–413,414,415,416,417,418), IL-4 deficiency does not
accelerate graft rejection (508,523) and can actually down-
modulate GVHD (422). However, there clearly are situ-
ations in which the balance of cytokines allows an im-
munomodulatory effect to be achieved by Th2 cytokines.
For example, the use of total lymphoid irradiation can al-
ter the balance between NKT cells and conventional T cells
in BMT recipients, and IL-4 production by enriched re-
cipient NKT cells down-modulates GVHD (524). This ap-
proach has recently been extended to a clinical trial of
HLA-identical HCT, and impressively low rates of acute
GVHD were reported (525).

Anti-inflammatory cytokines such as IL-10 or TGF-β,
given either exogenously or via gene transfer, may down-
modulate the process of graft destruction (526–529). Car-
diac allograft rejection was accelerated in transiently im-
munosuppressed IL-10–deficient mice (508) and GVHD
was accelerated when donors were IL-10–deficient (423),
suggesting a physiologically relevant role for this cytokine
in modulating these responses in vivo. The important role
of these cells in regulatory T-cell function is discussed else-
where in this chapter. On the other hand, IL-10 can en-
hance cytolytic mechanisms of islet graft rejection (530)
and high doses can accelerate GVHD (423).

The Presence of the Transplanted Organ

Although early rejection episodes occur with most types
of organ transplants, there are some exceptions to this
rule. Kidney and liver transplants in mice can survive
for long periods without immunosuppression, even with
MHC disparities (531,532,533), and there have been cases
of prolonged liver transplant survival in pigs without im-
munosuppression (534). In addition, many types of ro-
dent transplants, such as heart grafts, require only a short
course of immunosuppression to achieve prolonged sur-
vival (535,536). In these experimental systems, the long
survival of these transplanted organs often diminishes,
or even prevents, the subsequent rejection of antigeni-
cally identical donor skin grafts (531,537). In the porcine
model, the presence of a tolerogenic class I-mismatched re-
nal allograft can promote the survival of a donor-matched
cardiac allograft with a short course of immunosuppres-
sion (538). Even in clinical transplantation, it appears
that the long survival of a transplanted organ may dimin-
ish the rejection response because much less immuno-
suppression is required late after transplantation than
in the early period. Thus, the mere survival of a trans-
planted organ can markedly down-modulate the specific
antidonor immune response. Extensive data implicate reg-
ulatory cells induced by tolerogenic organs as a major
mechanism of this type of immune modulation (see later
discussion).
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There are two important features to emphasize regard-
ing the capacity of transplanted organs to regulate their
own survival. First, their capacity to do so often con-
fuses the results of experimental studies designed to test
tolerance-inducing strategies. For example, it is frequently
reported that a particular form of immunosuppression
induces tolerance when provided at the time of murine
cardiac transplantation. However, the conclusion that the
form of immunosuppression employed leads to tolerance
is not justified. The heart, which is initially protected from
rejection by the immunosuppression, may be largely re-
sponsible for the tolerant condition. Second, the processes
that down-regulate graft rejection may be inhibited by the
standard forms of immunosuppression that are used clini-
cally to achieve excellent graft survival (539) because these
drugs inhibit T-cell signaling and therefore may inhibit ac-
tive processes of tolerance induction.

Role of Graft and Tissue Injury

Graft injury, such as that associated with ischemia-
reperfusion, and host tissue injury induced by condition-
ing therapy in the case of HCT, play an important role in
promoting graft rejection and GVHD, respectively, proba-
bly because of the effects of tissue injury on both T-cell acti-
vation and recruitment. As discussed in the section “Sensi-
tization and Cell Trafficking during Rejection and GVHD,”
APC migration from tissues to lymph nodes, where
T-cell priming occurs, is promoted by inflammatory signals
in the tissues. For example, the inflammatory cytokines
TNF-α and IL-1α promote migration of Langerhans cells
from the skin to the lymphoid tissues (540–544).

The impact of tissue inflammation on trafficking of acti-
vated T cells to tissues is illustrated dramatically in murine
allogeneic HCT models. Administration of large numbers
of nontolerant donor lymphocytes to established mixed
bone marrow chimeras (i.e., animals not recently treated
with conditioning therapy) leads to a GVH response that
attacks only lymphohematopoietic tissues and does not
cause GVHD, a disease of epithelial tissues such as skin,
intestines, and liver (545,546). In contrast, similar num-
bers of T cells cause rapidly lethal, severe GVHD in freshly
irradiated hosts (545,547). Both ablative and nonmyeloab-
lative conditioning with syngeneic hematopoietic reconsti-
tution (548) are associated with very early production of
chemokines in the GVHD target tissues. The conditioning-
induced chemokine up-regulation is followed by immi-
gration of T cells that then elicit a further cascade of
chemokines that amplifies the response (548). A similar
scenario likely applies to adhesion molecules that pro-
mote leukocyte infiltration through the microvasculature
of these tissues. Lethal TBI and cyclophosphamide, for ex-
ample, up-regulate the proinflammatory cytokines IL-1,
IL-6 and TNF-α (549–551), which can up- regulate en-
dothelial cell E-selectin, P-selectin, ICAM-1, and VCAM-1
(552,553). In the absence of such host target tissue inflam-

mation, mature, activated GVH-reactive effector T cells are
unable to traffic into skin and induce injury (547). Provi-
sion of a local toll-like receptor (TLR) stimulus promotes
the entry of such cells into the skin and induces localized
GVHD (547), indicating that tissue inflammation provides
a critical checkpoint for T-cell recruitment to GVHD tar-
get tissues. Nevertheless, GVHD can occur when very large
numbers of nontolerant parental T cells are administered
to genetically tolerant F1 hosts (554), indicating that, in the
presence of sufficiently powerful GVH responses, the need
for tissue inflammation to induce GVHD can be bypassed.

All forms of organ and tissue transplantation involve
ischemic and traumatic injury to the donor tissue, which
may be one of the reasons that rejection episodes occur
most frequently early after transplantation. The surgical
trauma associated with even a syngeneic skin or heart
graft (350,555) is associated with very early production of
chemokines in the graft. Allogeneic but not syngeneic skin
grafts are then infiltrated by NK cells that induce further
chemokine production (350). Chemokines produced in re-
sponse to ischemia-reperfusion injury promote the early
infiltration of neutrophils (556), which in turn perpetu-
ate inflammation that promotes subsequent T-cell infiltra-
tion (557). These observations collectively support the con-
cept that a “danger” signal helps regulate graft rejection
(558). These danger signals likely include products of cell
death such as nucleic acids that function as endogenous
ligands for TLRs (see later discussion) and other receptors
for products of stressed cells. In addition, later inflamma-
tion may trigger late rejection episodes. Nevertheless, skin
and cardiac allografts that are allowed to heal in before
being exposed to alloreactive T cells developing de novo
posttransplant or following adoptive transfer, are rapidly
rejected if there is sufficient antigenic disparity between
donor and host (559,560). Skin grafts bearing only mini-
mal antigenic disparities from the host may have a more
absolute requirement for innate immune stimuli or other
sources of inflammation to induce rejection (561). Simi-
larly, even achieving organ transplant survival for many
years in clinical practice is rarely sufficient to allow the
cessation of immunosuppression without rejection. There-
fore, nonspecific danger signals are not a critical require-
ment for graft rejection and it is better to picture the anti-
genic disparity and the recipient’s immune responsiveness
as the dominant features controlling graft rejection, while
danger signals may influence the timing, intensity, or char-
acter of the rejection response.

Role of the Innate Immune System

The innate immune system comprises a group of cells
and molecules that provide a first line of defence against
pathogens, and which also play an important role in al-
lograft rejection. Primary adaptive immune system re-
sponses that rely on the activation and expansion of
antigen-specific T and B cells take several days to reach



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-44 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:32

Transplantation Immunology 1455

maturity. In contrast, the innate immune system can be
considered as a “preformed” defense mechanism that is
immediately available to defend the host until either the
dangerous stimulus is cleared or the adaptive immune sys-
tem is able to mount an antigen-specific response (562).
Clearly, this is a somewhat simplistic view; while many
components of the innate immune system can be recruited
very quickly after transplantation, their activity can be am-
plified after activation.

As previously discussed, the physical process of graft
retrieval and implantation generates signals within the
graft and the recipient that trigger rejection (562). Pattern
recognition receptors exist to detect the unwanted pres-
ence of bacterial or viral pathogen-associated molecular
patterns, but after transplantation the TLRs that form part
of the pattern recognition receptor family can also be used
to detect the molecules produced as a result of implan-
tation of the graft. These signals include heat shock pro-
teins, reactive oxygen species, nucleic acids, complement
breakdown products, and molecules associated with tissue
fibrosis that activate cells of the innate immune system via
TLR ligation (see Chapter 14).

Dying cells are an inevitable consequence of the is-
chemia and reperfusion injury that is caused by organ
and tissue retrieval. Macrophages and other phagocytic
cells ingest necrotic tissue and, when activated, release
cytokines such as TNF-α, IL-1, and IL-6 that all con-
tribute to the local inflammatory environment. IFN-γ ,
whose early production may require CD8 T-cell activa-
tion, also activates macrophages to become effective APCs
and release chemokines (563–565). The early infiltration
of macrophages into a graft at the onset of rejection
has been suggested to be a poor prognostic sign for
transplant survival. Macrophage colony-stimulating factor
(M-CSF) produced by tubular and mesangial cells pro-
motes macrophage infiltration and proliferation and may
play a pathogenic role in acute rejection.

Damaged tissue can also trigger complement activa-
tion in the absence as well as the presence of antibody,
and complement has been demonstrated to contribute to
ischemia reperfusion injury (566). Activated complement
components constitute a proteolytic cascade that gener-
ates a range of effector molecules. The anaphylatoxins
C5a and C3a are chemoattractant molecules that assist
leukocytes to home to the graft while other soluble me-
diators are able to opsonize cells, targeting them for de-
struction by phagocytes. Recognition of C3b, C4b, or their
fragments covalently bound to target cells by complement
receptors on the surface of leucocytes facilitates antigen
presentation and T- and B-cell activation (567,568). Gener-
ation of the terminal components of the complement cas-
cade (C5b-9) results in formation of the membrane attack
complex within the target cell membrane and initiation
of target cell lysis. This has been demonstrated to play an
important role in ischemia-reperfusion injury (566). In ad-
dition to the potential of the damaged tissue itself to acti-

vate complement, there is also evidence that natural IgM
antibody can trigger the complement activation via both
the classical and mannose binding lectin pathway (569).
Studies in muscle reperfusion models initially identified
natural IgM as a major initiator of pathology through the
activation of the complement system and recruitment of
inflammatory cells. When the repertoire of natural IgM
antibodies was altered, significant protection of the my-
ocardial tissue was observed with only limited apopto-
sis of cardiomyocytes and decreased neutrophil infiltra-
tion compared with when natural antibody was present
(570). As previously mentioned, there is also increasing
evidence that complement can influence graft outcomes,
contributing to the development of acute and/or chronic
rejection, either directly or through antibody-dependent
mechanisms (469,571).

The potential role of NK cells in graft rejection has been
discussed earlier. Polymorphism of NK cell-receptor tar-
gets should theoretically generate alloreactive NK cells that
could contribute to tissue damage following transplanta-
tion. However, to date there has been no direct demon-
stration that they play an essential role in acute allograft
rejection (572), although as previously mentioned, there
is evidence that they may contribute to the development
to chronic rejection (455). Interestingly, NK cells have re-
cently been shown to promote tolerance induction (see
later discussion) by killing donor APCs (573).

Increasing evidence demonstrates the important role
that components of the innate immune system play in ac-
tivating the adaptive immune system. In particular, liga-
tion of TLRs on DCs induces maturation, as defined by
up-regulation of costimulatory molecules and MHC class
II, enhancing their ability to act as a bridge between the in-
nate and adaptive immune system (574). TLRs are critical
sentinels of the innate immune system and contribute to
the early response after transplantation. Using HY grafts,
Goldstein and colleagues (575) showed that rejection was
not triggered in the absence of MyD88 TLR signaling path-
way because of the migration of a reduced number of
mature DCs to the draining lymph nodes that resulted in
the impaired generation of antigraft-reactive T cells and
Th1 immunity. Further studies using fully allogeneic grafts
have shown that multiple TLR signaling pathways con-
tribute to the initiation of rejection (575,576,577 ). As well
as stimulating rejection, TLR signaling and activation of
the innate immune system may also prevent or increase
the difficulty of inducing tolerance to alloantigens (578)
(see later discussion).

MANIPULATIONS TO PREVENT GRAFT
REJECTION

The importance of transplantation immunology lies ulti-
mately in the application of its principles to clinical trans-
plantation. Thus, the critical issue is to determine how the
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components and regulatory interactions involved in graft
rejection might be manipulated to allow graft acceptance.
One level of immunosuppression involves nonspecific ap-
proaches, reducing the overall immunocompetence of the
recipient to all foreign antigens, and the second level seeks
to prevent responses only to the antigens of a particular
donor. Ultimately, the goal is to achieve tolerance, which
is lasting donor-specific nonresponsiveness.

Nonspecific Techniques

Standard Drugs

Reviewing the pharmacology of the nonspecific immuno-
suppressive drugs commonly used in clinical transplan-
tation is beyond the scope of this chapter. It is impor-
tant to note, however, that most of the major advances
in clinical transplantation that have occurred over the
past 4 decades have been made possible largely because
of these agents. Most recipients of allogeneic organs to-
day receive exogenous immunosuppression in the form of
combination therapy with several drugs (Table 44.6), in-
cluding steroids, a calcineurin inhibitor (cyclosporine or
tacrolimus), and an antimetabolite (e.g., azathioprine or
mycophenolate mofetil). Newer drugs, including sirolimus
and several other agents, are tested as substitutes for the
calcineurin inhibitors in some regimens, and both steroid-
free and single-drug regimens are being tested (579–582),
as are strategies incorporating immunosuppressive an-
tibodies (583). In general terms, both standard and ex-
perimental immunosuppressive drugs suppress immune
responses either by depleting immune cells, by blocking
costimulation, or by inhibiting lymphocyte gene transcrip-
tion (e.g., cyclosporine, tacrolimus), cytokine signal trans-
duction (e.g., rapamycin), or nucleotide synthesis (e.g.,
azathioprine, mycophenolate mofetil).

Experimental Drugs

The list of standard drugs will almost certainly be modi-
fied in the near future by the addition of drugs that are now
considered experimental (Table 44.6). 15-Deoxyspergualin
is a distinctly different agent that has no effect on IL-2
production or utilization. It appears to prevent activated T
and B cells from differentiating into mature effector cells.
It is currently under clinical evaluation for rejection crises
and for prophylaxis in highly sensitized patients. Lefluno-
mide is an orally bioavailable prodrug that is converted to
the active metabolite A77 1726, which has shown promise
in treating acute and chronic rejection in animal mod-
els. It prevents lymphocyte proliferation both by inhibiting
de novo pyrimidine synthesis and by inhibiting the activ-
ity of tyrosine kinases associated with cytokine receptors.
Leflunomide can also prevent smooth muscle prolifera-
tion, and hence may be beneficial in preventing graft vas-
culopathy. Leflunomide has not only prolonged allo- and
xenograft survival, but has also prevented the production
of antidonor antibodies in animal models. Clinical trials
are also in progress using a new immunosuppressive agent
called FTY720. This drug has the unusual effect of altering
T-cell trafficking, apparently in ways that prevent entry of
the cells into donor grafts (584).

Anti–T-Cell Antibodies

Another form of nonspecific immunosuppressive therapy
used both clinically and experimentally is that achieved
with antibodies specific for T cells of the recipient. Origi-
nally, anti–T-cell antibodies were obtained from heterolo-
gous antisera prepared against lymphocytes (ALG) or thy-
mocytes (ATG) of the recipient species. These powerful
immunosuppressants are still used in some induction reg-
imens and for the treatment of rejection episodes. Their

◗ TABLE 44.6 Immunosuppressive Medications

Type of Drug Examples Mode of Action

Antirejection medication
1st Generation Prednisone Anti-inflammatory; inhibition of cytokines

Azathioprine Anti-metabolite (purine analog)
2nd Generation Cyclosporin Calcineurin inhibition (down-regulates IL-2)

FK-506 Calcineurin inhibition (down-regulates IL-2)
MMF Inhibitor of nucleotide synthesis
Rapamycin Inhibitor of signal transduction

Polyclonal Abs ATG T-cell depletion
Thymoglobulin T-cell depletion

Monoclonal Abs Anti-CD3 T-cell sequestration
Anti-CD25 Activated T cells
Anti-CD2 T-cell depletion and costimulation blockade
Anti-CD154 Costimulation blockade
CTLA4-Ig Costimulation blockade
Anti-CD40 Costimulation blockade

IL, interleukin.
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major side effects include serum sickness and infectious
complications. A variety of monoclonal antibodies (mAb)
are also being used actively in clinical transplantation or
are being tested in clinical trials (Table 44.6). These include
OKT3, the first mouse anti-CD3 mAb to be used in this way,
Campath-1, an anti-CD52 mAb that depletes T and B cells,
and numerous other, newer mAbs. In general, these anti-
bodies are now either “humanized” from the mouse ver-
sions by genetic engineering or prepared in mice carrying
human immunoglobulin genes (585) to avoid immuniza-
tion of the recipients.

Monoclonal antibodies to the α chain of the IL-2 recep-
tor (CD25) have been used in an effort to achieve greater
antigen specificity with anti–T-cell antibodies, based on the
hypothesis that these mAbs might selectively eliminate only
those T cells activated by the transplant. Clinical results
using humanized anti-CD25 mAbs have so far demonstra-
ted immunosuppression, but not tolerance induction (586)
perhaps because CD25+ regulatory T cells are also deple-
ted. Some mAbs have also been used in attempts to block
the effector mechanism of graft rejection, including anti-
ICAM antibodies and anti-TNF antibodies. Costimulatory
blockers have shown promise, and will be discussed later.

Donor-specific Tolerance Induction

The Need for Tolerance-inducing Regimens

Immune tolerance denotes a state in which donor-specific
nonresponsiveness is maintained without immunosup-
pressive agents. This definition might include allograft
acceptance without immunosuppression, regardless of
whether or not the immune system will accept other or-
gans and tissues from the same donor (i.e., whether or not
tolerance is “systemic” throughout the immune system);
others define tolerance as a systemic state of immune non-
responsiveness to the donor. In both definitions, the recip-
ient can reject organs from a third-party donor. For the
purpose of this discussion, we will define tolerance as spe-
cific acceptance of a donor organ, and will qualify the term
as “systemic” when it applies to the entire immune sys-
tem. Systemic tolerance seems less likely to be perturbed
and permit graft rejection when environmental conditions
change in the recipient; for example, when a viral infection
involves the donor organ.

Transplantation tolerance is a desirable goal for three
major reasons. First, although improvements in im-
munosuppressive therapy have dramatically increased the
success of clinical organ transplantation, these drugs are
associated with life−long increased risks of infection
and malignancy. Second, despite improved immunosup-
pression, chronic rejection still contributes to constantly
downsloping long-term survival curves for organ allo-
grafts. Chronic rejection is less likely to occur in tolerant
recipients. Third, a critical shortage of allogeneic organs

has increased interest in the use of other species as or-
gan and tissue sources. However, immune barriers to
xenografts are greater than those to allografts, and the in-
duction of both B-cell and T-cell tolerance may be essential
to the ultimate success of xenotransplantation.

Central and Peripheral Tolerance

Other chapters in this book describe the mechanisms by
which tolerance to self-antigens is achieved (see Chap-
ter 29). For most developing T cells, these processes take
place in the thymus, which is the central organ for T-cell
development. Induction of deletional tolerance or anergy
among developing thymocytes is referred to as central, as
distinguished from the peripheral tolerance that may de-
velop among already-mature T cells when they encounter
antigen in the peripheral tissues. Peripheral tolerance may
result from the action of regulatory T cells or other cell
types, or by deletion or anergy. Peripheral tolerance mech-
anisms play an important role in tolerizing T cells that
recognize tissue-specific self-antigens that may not be en-
countered in the thymus during T-cell development. How-
ever, a remarkable number of antigens previously thought
to be “tissue-specific” and present only on peripheral tis-
sues have recently been found to be expressed in the thy-
mus and to induce central tolerance (587,588). Expression
of many of these genes in the thymus is controlled by the
AIRE transcription factor, and humans and mice with a de-
fect in AIRE develop multiorgan autoimmune syndromes
(589,590). B cells are also susceptible to tolerance induc-
tion by several mechanisms during development in the
marrow or on encounter with antigens in the periphery,
as is discussed later.

Mechanisms of Transplantation Tolerance

The known mechanisms for inducing T- and B-cell tol-
erance can be grouped into the categories deletion, an-
ergy, and suppression. In addition, a graft may simply
be ignored by recipient lymphocytes but in most trans-
plant settings this is unlikely to be a reliable mecha-
nism for sustaining tolerance. Each of these mechanisms
will be described briefly, and our current understanding
of the role of each mechanism is then discussed in re-
lation to particular strategies to induce transplantation
tolerance.

Clonal Deletion
B cells: Studies using Ig receptor transgenic mice sug-

gest that B cells are susceptible to deletion at particular
stages of development on recognition of membrane-bound
antigen (591). Antigen expression on either radioresistant
host cells or on a small population of hematopoietic cells
appears to be sufficient to delete immature B cells spe-
cific for that antigen (592). When a developing B cell with
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autoreactivity encounters self-antigen, it undergoes devel-
opmental arrest. RAG gene-dependent light chain receptor
editing then takes place; if this results in the formation of
a nonautoreactive Ig receptor, the B cell survives; if not,
the B cell undergoes apoptosis. The mechanisms of these
processes have recently been reviewed (593). Cells of the
B-1 subset, which produce natural antibodies responsible
for xenograft hyperacute rejection (594), can be deleted
by an apoptotic process in mice when their surface Ig is
cross-linked by cell-bound antigen (595). Deletion and/or
receptor editing is responsible for the long-term tolerance
of natural antibody-producing B-1 cells in mice rendered
mixed chimeric with bone marrow expressing an antigen
for which natural antibody-producing cells pre-exist in the
recipient (156,596,597).

T cells: Most central T-cell tolerance occurs via a dele-
tional mechanism due to recognition of self-antigens pre-
sented by hematopoietic cells and thymic epithelial cells
(reviewed in refs. 598 and 599). In addition, T cells recog-
nizing self-antigens presented only by nonhematopoietic
thymic stromal cells may be rendered anergic to such anti-
gens (600). Antigens presented by thymic epithelium may
also lead to the development of regulatory cells that recog-
nize them and tolerize other T cells in the periphery (601–
603). Deletion of self-reactive T cells is believed to occur
when the avidity of an interaction between an immature
thymocyte and an APC in the thymus is sufficiently high to
induce apoptotic cell death (604,605). This high avidity in-
cludes a relatively high-affinity interaction between a rear-
ranged TCR and a self-peptide/MHC complex presented in
the thymus. TCR with lower affinity for such complexes are
more likely to survive this process, and other mechanisms
are required to prevent their activation in the periphery
under conditions of, for example, inflammation and anti-
gen up-regulation on normal tissues. Several hematopoi-
etic cell types, including DCs (606), B cells (607), and thy-
mocytes (608,609), as well as nonhematopoietic cells of
the thymic stroma (610,611) (reviewed in refs. 558 and
612), have the capacity to induce intrathymic tolerance
by deletional and nondeletional mechanisms. Transplan-
tation tolerance induced by intrathymic deletion should
be very reliable, as the absence of lymphocytes with reac-
tivity to the donor would ensure that a specific response
to donor antigens could not be induced under any circum-
stances.

Peripheral deletion has also been described for mature
T cells on exposure to antigen in vivo (613–615). Deletion
seems to be the natural consequence, under noninflamma-
tory conditions, of cross-presentation by lymph node DCs
of self-antigen expressed in parenchymal tissues to CD8
CTL (616–618). Peripheral CD8 cells may undergo clonal
deletion in a process termed exhaustion in the presence
of a large antigen load that persists (619,620). A possibly
related phenomenon has been observed for host-reactive
CTL in the context of GVHD (621,622). Peripheral deletion

of donor-reactive T cells has been demonstrated in several
transplantation tolerance models involving costimulatory
blockade with donor lymphocyte or bone marrow infu-
sion (485,623,624) and was suggested in recipients of allo-
grafts with anti-CD154 and rapamycin (625). In addition,
veto cells (see later discussion) can delete alloreactive CTL
precursors. Recently, a non-veto mechanism mediated by
CD4−CD8− cytotoxic regulatory cells has been reported to
lead to the deletion of alloreactive CD8 T cells with the
same specificity as the regulatory cells (626).

Anergy
Anergy is a state that may result when T cells recognize

peptide/MHC complexes, but without receiving adequate
accessory or costimulatory signals (600,627,628,629). A
lymphocyte is considered to be “anergic” if it cannot pro-
liferate in response to the antigen for which it is specific.
T-cell anergy has been associated with altered signaling
and tyrosine phosphorylation patterns (630–633) and with
a lack of IL-2 production. T-cell anergy can often (634),
but not always (635), be overcome by providing exogenous
IL-2. In some cases anergy has been associated with TCR
down-modulation (615,636–638).

T cells may become anergic if they encounter antigen
without costimulation (639), or if they encounter peptide
ligands for which they have low affinity (604,605). In ad-
dition to mature peripheral T cells, thymocytes are also
susceptible to anergy induction by antigens presented on
hematopoietic (607) or nonhematopoietic stromal (640–
642) cells. Anergy is generally reversible in vivo and can
be overcome by infection (643) or by removal of antigen
(644–647), and therefore may not be as robust a form of
tolerance as deletion. Although deletion has been reported
to follow the induction of anergy of T cells in the continued
presence of antigen (648,649), this is not a universal out-
come, and anergic T cells may persist for long periods of
time (650,651). In a transplantation model involving BMT
under cover of costimulatory blockade, peripheral donor-
reactive CD4 T cells have been shown to be rendered aner-
gic prior to their deletion over a period of weeks (652). An-
ergic T cells may also down-regulate the activity of other T
cells, so that they function as “suppressor” or “regulatory”
T cells (653,654). This regulation may occur via condition-
ing of an APC by an anergic T cell so that naı̈ve T cells
recognizing the same or different antigens on the same
APC are also tolerized (655).

Anergy is an important tolerance mechanism for the
many self-reactive B cells that escape deletion in the bone
marrow (656,657). Most of these B cells die within the
peripheral lymphoid tissues or are anergic, particularly
if they recognize abundant but low-avidity antigens (591,
reviewed in ref. 593). Anergy requires persistent antigen
and is characterized by Ig receptor down-regulation (591),
altered signaling patterns, and increased apoptosis on
antigen encounter (592). The failure of anergic B cells
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to up-regulate BAFF receptors plays an important role in
their inability to compete for survival in germinal centers.
T-cell tolerance and the resulting absence of help is
important for the maintenance of B-cell anergy, as anergic
B cells can be activated in the presence of high-avidity
antigen and T-cell help (593). Anergy is responsible
for the early tolerance of natural antibody-producing
B-1 cells in mice rendered mixed chimeric with bone
marrow cells expressing an antigen recognized by natural
antibody-producing cells in the recipient (155,596,597).

Suppression
Regulatory T Cells. The concept of antigen-specific sup-

pression and the existence of a specialized population of
T cells, known initially as suppressor cells and more re-
cently as regulatory T cells (Treg), that could control im-
mune responsiveness originated in the 1970s from the
studies of Gershon and Kondo (658) among others, who
demonstrated the existence of complex regulatory net-
works involving several levels of T-cell–mediated suppres-
sion. In the specific setting of transplantation, a role for
suppressor cells in transplantation tolerance was also iden-
tified (659). However, despite the efforts of many groups
through the. 1980s, the cellular and molecular characteris-
tics of these suppressor cells were never defined with any
precision, even though the phenomenon of suppression
was highly reproducible in vivo, particularly in transplant
models.

In 1990, Hall and colleagues (660) re-examined the
function of T-cell subpopulations present in rats with
long-term surviving cardiac allografts after cyclosporine
treatment and, interestingly, reported that tolerance could
be adoptively transferred by CD25+CD4+ cells. However,
interest in characterizing suppressor/regulatory T cells
was not fully revived until Sakaguchi and colleagues (661)
followed up on data showing that susceptible strains of
neonatally thymectomized mice developed multiorgan
autoimmune disease. These workers found that neonatal
thymectomy resulted in a loss of T cells with suppressor
or regulatory properties that could be enriched among T
cells expressing CD25, the alpha chain of the IL-2 receptor.

Naturally occurring CD25+CD4+ T cells with regulatory
properties are generated in the thymus through interaction
between the developing thymocytes with an intermediate
affinity ligand, too low for negative selection, expressed
on nonhematopoietic cells of the thymus for their positive
selection (662,663). Cortical thymic epithelium has been
found to be the site of the MHC class II expression required
for the development of functional Treg (601). In addition to
the naturally occurring populations of CD25+CD4+ T cells
with regulatory activity, populations of T cells with regu-
latory properties that also express CD25 can be induced in
the periphery following exposure to antigen under certain
conditions (664). It is likely that following transplantation
or exposure to alloantigen, Treg that can control the im-

mune response and prevent rejection will be derived from
both the naturally occurring and induced populations (see
later discussion). In addition to the wealth of data in mice,
CD4+ T cells expressing high levels of CD25 in the periph-
eral blood and thymus have also been shown to have sup-
pressive activity in humans (665–670) and are present in
transplant recipients with long-term surviving allografts
(671).

CD25 is by no means an exclusive marker for T cells
with regulatory activity. Although the kinetics of expres-
sion are different, CD25 is also expressed by activated T
cells. Indeed in transplantation, monoclonal antibodies
targeting CD25 are licensed for use as antirejection ther-
apies. Thus, there is a need to define other markers for
Treg. The list of potential cell surface markers has been
growing steadily, and includes CD152 (CTLA4), CD103,
and glucocorticoid-induced TNFR-related protein, among
many others. However, as yet, the “perfect marker” has
not been identified. As well as cell surface and intracel-
lular proteins, transcription factors can also potentially
provide a tool for identifying committed cell lineages. In
both humans and mice, foxp3, a forkhead/winged-helix
transcription factor designated Scurfin in mice has been
shown to be a potential master regulator for the devel-
opment and function of Treg as mutations in the Fox p3
gene lead to uncontrolled activation/expansion of CD4+

T cells (672,673). A direct link between Foxp3 expression
and regulatory activity came from retroviral gene trans-
fer studies where transduction of naı̈ve mouse T cells
with foxp3 resulted in acquisition of regulatory function
(674). This correlation between Foxp3 and regulation has
been strengthened by the generation of Foxp3 transgenic
mice where cells expressing Foxp3 protein express either
green (675) or red fluorescent protein (676), allowing such
cells to be identified and their function explored. Although
in mice the relationship between Foxp3 expression and
regulation may be tightly linked, the situation may not
be so straightforward in humans, as Foxp3 protein has
also been found in activated T cells in some situations
(677).

Recipient-derived CD25+CD4+ T cells were shown to
have potent regulatory properties in both the induc-
tion and maintenance phases of tolerance to alloantigens
in vivo in mice (e.g., 678,679,680,681). In BMT, donor
CD25+CD4+ T cells present in the bone marrow inoculum
were found to protect from GVHD (682,683,684). In hu-
mans, CD25highCD4+ T cells have been found in the periph-
eral blood of immunosuppression-free allograft recipients
(671) and their presence may contribute to long-term graft
survival. As mentioned previously, Treg with capacity to
control immune responses to a transplant most likely com-
prise naturally occurring and induced Treg populations.
Naturally occurring Treg present in naı̈ve, unmanipulated
adult mice have been shown to be capable of prevent-
ing rejection of allografts mismatched for a single minor
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histocompatibility antigen, for example, H-Y. However,
they appear to be much less potent than Treg induced fol-
lowing exposure to alloantigen, as studies comparing the
activity of naturally occurring and induced Treg directly
suggest that 10 times fewer induced Treg are needed to pre-
vent allograft rejection. These findings may explain why in
situations where grafts are mismatched for multiple major
and minor histocompatibility antigens, it has sometimes
been difficult to demonstrate that naturally occurring Treg
can control the rejection response.

After transplantation, the ability to generate Tregs
in vivo may be influenced by the microenvironment. It
has been shown that the balance between the presence
of IL-6 and TGF-β in vivo can have a dramatic impact on
which T-cell population develops. Importantly, Treg gener-
ation can be prevented by inflammation (685,686), a sit-
uation that occurs commonly in vivo after cell or organ
transplantation, leading instead to the generation of cells
capable of mediating tissue damage, including TH17 cells
(685–687).

The mechanisms of regulation effected by Treg to pre-
vent allograft rejection involve a variety of different path-
ways. When Tregs are reactivated by their cognate anti-
gen through TCR they can rapidly and transiently produce
IFN-γ that is needed to mediate their regulatory activity
and prevent rejection (517). Interestingly, IFN-γ has been
shown previously to be an essential mediator for the induc-
tion of tolerance in mouse models in which costimulation
blockade was used to prevent graft rejection (688). The
transient production of IFN-γ by Tregs can have multiple
effects on cells with which they interact (689), including
other T cells, mediated either directly or indirectly through
effects on APCs (690). Treg activity can result in inhibition
of cytokine production and secretion, down-regulation of
costimulatory and/or adhesion molecule expression, inhi-
bition of proliferation, induction of anergy, elimination of
the effector population by promoting cell death, or even
conversion of naı̈ve and/or effector T cells to a regula-
tory phenotype, a process known as infectious tolerance
(691–694). IL-2, IL-10 and TGF-β may have roles in this
phenomenon (695). If this process is effective, any new T
cells entering the repertoire after transplantation where
immunoregulation is the dominant mechanism of toler-
ance will be converted to Treg, thereby propagating and re-
inforcing the tolerant state throughout the posttransplant
course.

Indoleamine 2,3 dioxygenase (IDO), an enzyme that
catalyses the initial and rate limiting step of the kynure-
nine pathway of tryptophan catabolism, is known to be
subject to transcriptional regulation by IFN-γ (696–699),
dependent on STAT-1 signalling (698). IFN-γ released by
Treg can lead to the development of IDO-competent DCs
that may acquire the capacity to control T cells locally
through tryptophan depletion; overexpression of IDO in-
hibits alloimmune responses (e.g., [699–701] ). The molec-

ular mechanism responsible for the conversion of DCs to
become IDO competent requires further investigation, but
roles for TGF-β and IL-10 have been suggested (692,693).

In addition, the activity of Treg in vivo in transplant
models has been shown to be dependent on IL-10 (680),
TGF-β (702), and CTLA-4 (e.g., refs. 492,679,703–706).
CTLA-4 (CD152) is constitutively expressed by Treg and
engagement of CD80/86 on DC can also induce IDO (707).
In addition, CTLA-4 has been found to modulate T-cell
motility by activating LFA-1 clustering and adhesion (708),
thereby altering the threshold for T-cell activation (709).
Although the mechanistic links between each of these me-
diators still requires clarification, it is important to note
that many of the same molecules have also been found
to be required for Treg activity in other settings, includ-
ing autoimmune diseases, suggesting that Treg capable of
controlling disease states in vivo have many properties in
common.

One property of Tregs that can potentially be exploited
in the context of transplantation is their ability to medi-
ate bystander regulation in a defined microenvironment
in vivo. To elaborate their functional activity, Treg need to
be activated through their TCR. Data obtained by Thorn-
ton and Shevach (709) in vitro showed that reactivation of
Treg with a defined antigen specificity through their TCR-
enabled the cells to suppress the response of other cells
present in the same in vitro cultures. Karim and colleagues
(710) have shown that it is possible to exploit this observa-
tion in vivo to enable Tregs that are generated and respond
to an unrelated protein antigen, such as human gamma
globulin, to control rejection when the cells are restimu-
lated through TCR immediately before they are asked to
function in vivo.

Despite the current interest in the role of CD25+CD4
Treg, it is important to remember that regulatory activ-
ity is not exclusive to CD4 T cells, and CD8 (711–713),
CD8CD28− (714), TCR+CD4−CD8− (“double negative”)
(626), and NKT cells (377,715) have also been shown to
have regulatory activities in different situations after trans-
plantation. In fact, regulatory mechanisms in both the in-
nate and adaptive immune systems will most likely con-
tribute to the overall outcome after transplantation. This
is highlighted by the finding that both NKT cells and
CD25+CD4 Treg play a role in preventing acute GVHD af-
ter allogeneic BMT (682,683,684,715) and a recent study
showing that inhibitory NK cell receptors can play a regu-
latory role in T-cell homeostasis (716).

It may be possible to exploit Treg to control the immune
response after transplantation either by developing strate-
gies using immunosuppressive agents that promote Treg
generation and/or do not inhibit their function or by gen-
erating Treg ex vivo and using them as a cellular therapy
at different stages in the posttransplant course to prevent
rejection and re-establish control. Understanding the im-
pact of immunosuppressive drugs on Treg generation and
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function is an important part of using the potential of Treg
in vivo. Data from mouse models suggest that the cal-
cineurin inhibitors have the capacity to inhibit T-cell apop-
tosis after activation, thereby preventing a reduction in the
frequency of effector T cells that would allow Tregs to as-
sume a more dominant functional role (625,717; Bushell
and Wood, personal communication). Similarly, admin-
istration of anti-CD25 monoclonal antibodies after the
induction of Treg can prevent long-term graft survival
(Figure 44.11). On the other hand, other classes of im-
munosuppressive drug, such as the mTOR inhibitors
sirolimus and everolimus, may enhance the generation of
Tregs. Strategies to generate and/or expand Tregs ex vivo
for therapeutic purposes are being developed with poten-
tial application in cell and organ transplantation. A variety
of different approaches have been shown to be successful
for generating and/or expanding T cells with regulatory
capacity in both mice and humans including exposure to
TGF-β, IFN-γ , and stimulation with anti-CD3/CD28 in the
presence of IL-2, to name just some (e.g., refs. 718 and 719).
The development, maintenance, and expansion of Treg is
critically dependent on IL-2 (720,721). In each case at the
end of the culture period, T cells that emerge have been
shown either in vitro, and in some studies in vivo, to have
regulatory activity that can prevent allograft rejection or
GVHD (722).

Antibody-mediated Suppression. Idiotypes are unique
antigenic determinants that characterize the binding sites
of antibody or T-cell receptors. These determinants can be
antigenic and induce the production of anti-idiotypic anti-
bodies (723). Antibody-mediated suppression could the-
oretically occur through the recognition of idiotypes of
antidonor Ig receptors. Anti-idiotypic antibodies can sup-
press antibody reactivity by directly binding to the antigen-
binding site of the antibody, and the development of such

antibodies has been suggested as one of the possible bene-
fits of pre–kidney transplant blood transfusions. Such anti-
bodies have also been suggested to contribute to the appar-
ent hyporesponsiveness to noninherited maternal antigens
in renal allograft recipients. In the past, it was also con-
sidered possible that anti-idiotypic antibodies might in-
hibit T-cell recognition of antigen, but this now seems un-
likely, given that T cells recognize peptide/MHC complexes,
whereas antibodies recognize epitopes of intact molecules.
It continues to be an intriguing question whether normal
regulatory mechanisms for B-cell responses might include
anti-idiotypes, as suggested by Jerne. However, efforts to
control transplantation using exogenous anti-idiotypic an-
tibodies to either T- or B-cell receptors have been disap-
pointing (724).

Antibodies can also induce tolerance through a pro-
cess known as enhancement. Enhancement is defined as
prolongation of graft survival achieved by the presence of
antigraft antibodies (725). This phenomenon was first de-
scribed in experiments involving allogeneic tumor growth.
Subsequently, enhancing regimens using anti-MHC anti-
bodies and/or soluble antigen were shown to produce long-
term tolerance for rodent allogeneic kidney transplants
(726). The simple interpretation was that anti-MHC anti-
bodies bind to the antigen and thereby block the immune
response, but this explanation has not turned out to be
sufficient. For example, tolerance following enhancement
can be transferred by cells and not serum from enhanced
recipients. Apparently, the administered antibody sets up
a host reaction that leads to specific immunosuppression.
An idiotype/anti-idiotype network would be an attractive
explanation for this phenomenon. Unfortunately, the spec-
tacular success obtained using enhancement for kidney
graft survival in rats has not been observed for grafts in
other species and this approach has largely been aban-
doned, at least for the present.
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LYMPHOCYTES IGNORING GRAFT ANTIGENS (‘‘IGNORANCE’’).

Experimental situations have been described in which
antigens are ignored by T cells (638,727,728) or B cells
(591) that could potentially recognize them. This may be
due to the presentation of these antigens by “nonprofes-
sional APCs,” which are unable to activate T cells, or it
may reflect a failure of recipient T cells to migrate to the
antigen-bearing tissue, as has been described in murine
solid-tumor models (729). The level of peripheral antigen
expression, how recently the responding T cell has
emerged from the thymus (638,730), and the presence
of proinflammatory cytokines (731,732) and up-regulated
costimulatory molecules within peripheral tissues (733)
may all influence the decision of a T cell to ignore or re-
spond to peripheral antigens. However, “ignorance” may
be a precarious state that can be upset by additional im-
munologic stimuli provoked by inflammation that may be
induced, for example, by infection (728) or by presenta-
tion of antigen on professional APCs, as has been described
for endocrine allografts that are depleted of APCs prior to
transplantation (734).

Strategies for Inducing Transplantation Tolerance

Strategies to Achieve Central Tolerance
Mixed Chimerism. It has been known for 60 years

that hematopoietic chimerism induced in utero is asso-
ciated with transplantation tolerance (reviewed in ref.
735). The capacity of hematopoietic cells to induce tol-
erance results largely from their ability to induce in-
trathymic clonal deletion of thymocytes that recognize
them. Thus, bone marrow engraftment can reliably in-
duce tolerance to the most immunogenic allografts, such
as fully MHC-mismatched skin and small bowel grafts
(368,736,737). Despite this powerful tolerance-inducing
capacity, HCT has not yet been routinely applied to the
induction of tolerance in man. HCT for tolerance induc-
tion in rodents originally involved recipient treatment with
lethal whole-body irradiation. Removal of mature donor
T cells before transplantation was shown to prevent GVHD
(738–741), which allowed the development of a new im-
mune system that is tolerant to both donor and recipi-
ent antigens. For wide application for organ allograft tol-
erance, HCT must be successful and safe across MHC
barriers. However, MHC-mismatched allogeneic HCT in
larger animals, including humans, has proved to be less
successful and more dangerous than in rodents because
of the toxicity associated with myeloablative condition-
ing, and the inordinately high risks of GVHD and engraft-
ment failure (reviewed in ref. 742). Marrow rejection is
increased when donor marrow is T-cell–depleted to pre-
vent GVHD. Therefore, it will be essential to develop more
specific and effective methods of overcoming the barriers
to marrow engraftment with minimal GVHD risk before
this highly effective approach to tolerance induction can

be routinely used in patients to achieve organ allograft
tolerance.

Achievement of a state of mixed rather than full al-
logeneic hematopoietic chimerism would be desirable
for the purpose of allograft tolerance induction for sev-
eral reasons. First, mixed chimerism can be achieved
with less toxic (nonmyeloablative) conditioning regimens
than those that lead to full donor chimerism. In addi-
tion to being less toxic than myeloablative condition-
ing, nonmyeloablative regimens allow recovery of host
hematopoiesis, so that life-threatening marrow failure
does not occur, even in the event that rejection of donor
marrow occurs. Secondly, compared with fully allogeneic
chimeras, improved immunocompetence has been ob-
served in mixed chimeras, which contain host-type APC
in the periphery, allowing optimal antigen presentation
to T cells that have developed in the host thymus, and
which therefore preferentially recognize peptide antigens
presented by host-type MHC molecules (120,743). Al-
though the premise that hematopoietic cells do not par-
ticipate in positive selection is controversial and has re-
cently been challenged (744), studies of antiviral CTL
responses in mixed chimeras showed exquisite specificity
for recipient-derived MHC-restricting elements (745).
Third, mixed chimeras contain hematopoietic cells from
both the recipient and the donor in the thymus and hence
delete both host-reactive and donor-reactive T cells, re-
sulting in a peripheral T-cell repertoire that is deleted
of cells that recognize the donor or the host (746,747).
Although nonhematopoietic thymic stromal cells have
some capacity to induce deletional tolerance, the capac-
ity of hematopoietic cells, especially DCs, to do so, is
particularly powerful. Thus, intrathymic deletion of host-
reactive cells in addition to donor-reactive cells occurs in
mixed chimeras to a greater extent than in full chimeras
(746,748). As might be expected, tolerance induced by in-
trathymic deletional mechanisms is systemic, as shown by
both in vivo and in vitro studies (reviewed in ref. 599).

Several nonmyeloablative approaches have been re-
cently developed to permit the use of BMT to achieve mixed
chimerism and specific tolerance, bringing the approach
toward clinical application. In mixed chimeras prepared
with a nonmyeloablative regimen consisting of low-dose
(3-Gy) TBI, T-cell depleting mAbs and thymic irradiation
(368), intrathymic deletion was shown to be the major
mechanism maintaining donor-specific tolerance (746). Al-
though anergy may play a role in tolerizing the few periph-
eral T cells that escape depletion with mAbs in this model,
long-term tolerance appears to be maintained purely by
a deletional mechanism. Administration of donor MHC-
specific antibody to eliminate donor chimerism from es-
tablished mixed chimeras results in loss of tolerance, and
in the de novo appearance in the periphery of T cells
with receptors that recognize donor antigens. However, if
the recipient thymus is removed prior to elimination of
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chimerism with antidonor antibody, specific tolerance to
the donor is preserved, and donor-reactive TCRs do not
appear in the periphery (749). Thus, chimerism is needed
only in the thymus and not in the periphery in order
to ensure persistent tolerance. This is consistent with a
purely central deletional mechanism, as peripheral anergy
and suppression generally require the relevant antigen to
maintain the tolerance. Because thymic APCs are continu-
ally turning over, this observation emphasizes the need for
hematopoietic stem cell engraftment at sufficient levels in
order to ensure an uninterrupted supply of donor APCs in
the recipient thymus for the life of the mixed chimera. The
absence of suppressive tolerance mechanisms makes these
animals particularly vulnerable to breaking of tolerance
when nontolerant T cells emerge from the thymus after
intentional depletion of donor antigen, or after exogenous
administration of nontolerant host-type T cells (652,749).

These and other studies have led to an evolving under-
standing of the minimal requirements for achievement of
lasting chimerism. These requirements are summarized
in Figure 44.12. T-cell alloreactivity in both the thymus
and periphery must be overcome in order to permit allo-
geneic stem cell engraftment and early seeding of the thy-
mus with allogeneic APC. Intrathymic alloreactivity can
be overcome with thymic irradiation (368), high doses of
T-cell–depleting antibodies (750), or costimulatory block-
ers such as anti-CD154 or CTLA4Ig (751,752). Periph-
eral T-cell–mediated alloreactivity can be overcome with
T-cell–depleting mAbs (368,753), or with costimulatory
blockers (751). Low-dose TBI or busulfan is often used in
nonmyeloablative regimens to achieve mixed chimerism,
creating an environment that facilitates the engraftment
of donor hematopoietic stem cells in the host (750,754).
Although such myelosuppressive treatments can be omit-

ted by administering very high marrow doses (753), and all
preconditioning can be eliminated by giving a high dose of
fully MHC-mismatched donor marrow followed by a sin-
gle injection of each of two costimulatory blockers (755)
or repeated injections of anti-CD154 (756), methods of ob-
taining sufficient donor stem cells to permit engraftment
without some minimal host myelosuppression do not yet
exist clinically. The mechanisms of peripheral tolerance
achieved with the combination of costimulatory blockade
and allogeneic BMT are discussed later in the section on
peripheral tolerance (see “Costimulatory Blockade with In-
fusion of Donor Hematopoietic Cells.”).

Mixed chimerism induced with costimulatory blockade
or T-cell–depleting antibodies is associated with a systemic
state of tolerance, as evidenced by specific unresponsive-
ness to the donor in mixed lymphocyte response and CML
assays and the acceptance of donor skin grafted at any
time post-BMT (368,752,755,757). In contrast, tolerance
approaches that do not lead to mixed chimerism generally
do not induce systemic tolerance, suggesting that tolerance
might be less robust.

Additional approaches to achieving mixed chimerism
for tolerance induction include the use of total lymphoid ir-
radiation plus BMT, which has been more successful in ro-
dents (758,759) than in humans (760,761). Other regimens
involving various combinations of anti–T-cell antibod-
ies, irradiation, and immunosuppressive drugs have also
permitted the achievement of mixed chimerism in both
large (762,763–765) and small (766–769) animals. The suc-
cessful induction of tolerance in a primate model using a
nonmyeloablative approach to inducing mixed chimerism
(762), combined with murine studies demonstrating the
utility of mixed chimerism followed by delayed donor
lymphocyte infusions (DLI) as an approach to achieving

intravenously.

cells (e.g., anti-T

FIGURE 44.12 Requirements for
induction of long-term mixed
hematopoietic chimerism. GVHD,
graft-versus-host disease.
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GVL effects without GVHD (545,546), has been used as
the basis for a clinical trial of mixed chimerism induc-
tion followed by DLI for the treatment of patients with
hematologic malignancies (770,771). Success with this ap-
proach led to a pilot evaluation of combined HLA-identical
kidney and bone marrow transplantation with this non-
myeloablative regimen in patients with renal failure due to
multiple myeloma, which provided the first demonstration
that transplantation tolerance could be intentionally in-
duced in humans (772).

The ability to replace recipient T-cell depletion with co-
stimulatory blockade in the murine models is encouraging
for several reasons. First, it has been difficult to achieve T-
cell depletion with antibodies in large animals and humans
that is as exhaustive as that achieved in the previously
mentioned rodent models, perhaps because of the use of
inadequate doses or suboptimal reagents. A second con-
cern is that, if sufficiently exhaustive T-cell depletion could
be achieved in humans, T-cell recovery from the thymus
might be dangerously slow, especially in older individuals
(reviewed in ref. 773). The ability to replace some (757)
or all (751,755,756) T-cell depleting antibodies with co-
stimulatory blockade is therefore of considerable interest.

GVHD does not occur in the rodent models previously
discussed, despite the use of unseparated donor bone mar-
row cells. This is most readily explained by the continued
presence of the T-cell–depleting or costimulatory blocking
antibodies in the serum of the hosts at the time of BMT
(774). These levels are sufficient to prevent alloreactivity
by the relatively small number of mature T cells in the
donor marrow.

An alternative to using allogeneic hematopoietic en-
graftment to achieve tolerance is to reconstitute recipi-
ents with autologous bone marrow cells that have been
transduced with genes encoding foreign transplantation
antigens (775). Although this approach is limited because
the full spectrum of donor antigens cannot be transduced,
active regulatory mechanisms may allow the tolerance to
spread from those transduced into the donor stem cells to
others expressed by the graft (776).

Extension of the Mixed Chimerism Approach to Xeno-

transplantation. Host treatment with mAbs to T cells and
NK cells along with a low dose (3 Gy) of total body ir-
radiation has also permitted rat marrow engraftment in
mice, resulting in mixed xenogeneic chimerism and donor-
specific tolerance (369). Both γ δ T cells and NK cells play
an important role in resisting xenogeneic marrow engraft-
ment (370). Costimulatory blockade with anti-CD154 mAb
can overcome the requirement for CD4 cell depletion to
achieve engraftment of rat marrow (777). Once mixed
chimerism is achieved in the rat to mouse species com-
bination, donor-specific tolerance is observed at the level
of both T cells and B cells (59,369,778–780). Pigs are widely
believed to be the most suitable xenogeneic donor species

for transplantation to humans, but transplantation from
this species is impeded by the presence in human sera of
“natural” antibody (Nab) that cause hyperacute rejection
of porcine vascularized xenografts. The major specificity
recognized by human natural antibody on porcine tis-
sues is a ubiquitous carbohydrate epitope, Galα1–3Galß1–
4GlcNAc-R (αGal). Humans lack a functional α1–3Gal
transferase (GalT) enzyme, as do GalT knockout mice,
which also make anti-αGal Nab. Both pre-existing and
newly developing B cells producing anti-αGal antibod-
ies are tolerized by the induction of mixed chimerism
in GalT knockout mice receiving αGal-expressing allo-
geneic or xenogeneic marrow (156,596,781). The induc-
tion of mixed xenogeneic chimerism prevents hyperacute
rejection, acute vascular rejection, and cell-mediated re-
jection of primarily vascularized cardiac xenografts (779).
Long-term mixed xenogeneic chimeras produced in GalT
knockout mice lack anti-Gal surface Ig-bearing cells in the
spleen, and show tolerance in ELISPOT assays (596,779).
The major IgM Nab-producing cell population in mice is
a B-1b cell population in the spleen (594), and these are
tolerized rapidly by an anergy mechanism, which is fol-
lowed later by clonal deletion and/or receptor editing of
Gal-specific B cells (597). Splenic B cells, possibly of a simi-
lar subset, are also, along with immature plasma cells, the
major anti-Gal IgM-producing population in nonhuman
primates and baboons (782).

Studies in mixed allogeneic chimeras show that recipi-
ent NK cells are tolerized to the donor (783) and studies in
the rat to mouse combination also indicate a state of tol-
erance (784). Despite this T, B, and NK cell tolerance, the
levels of donor chimerism decline gradually over time, the
result of a competitive advantage of recipient mouse mar-
row over xenogeneic rat marrow as the host recovers from
low-dose TBI (785). Species specificity or selectivity of cy-
tokines, adhesion molecules, and other interactions that
regulate hematopoiesis (786) probably account for this
advantage. Achievement of xenogeneic hematopoietic re-
population has proved to be an even more formidable chal-
lenge in highly disparate (discordant) species combina-
tions. Administration of exogenous donor species-specific
cytokines can partially overcome this barrier (787,788),
and high levels of porcine hematopoietic stem cell en-
graftment have been achieved in immunodeficient mice
transgenically expressing the porcine hematopoietic cy-
tokines IL-3, stem cell factor, and GM-CSF (789). The use
of these mice has permitted demonstration that mouse T
cells (790) and, importantly, using a humanized mouse
model, that human T cells (791) can be centrally tolerized
to porcine xenoantigens via induction of mixed xenogeneic
chimerism.

Macrophages also play a significant role in resisting en-
graftment of xenogeneic marrow from highly disparate
species (389,390). It seems likely that macrophages and
other cellular components of the innate system recognize
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foreign lipids and carbohydrates on highly disparate xeno-
geneic cells via specific activating receptors and that the
failure of inhibitory interactions may increase suscepti-
bility to destruction by such cells, as suggested by recent
studies (400).

Xenogeneic Thymic Transplantation
An alternative approach to achieving xenogeneic T-cell

tolerance involves replacement of the recipient thymus
with a xenogeneic donor thymus after host T-cell deple-
tion and thymectomy. Immunocompetent mice treated in
this way reconstitute CD4+ T cells in xenogeneic porcine
thymic grafts (792). These cells repopulate the periphery,
are competent to resist infection (793), and are tolerant of
porcine donor antigens (792,794). Tolerance to both donor
and host develops, at least in part, by intrathymic dele-
tional mechanisms in these animals, reflecting the pres-
ence of class IIhigh APCs from both species within the
thymic graft (794,795). T cells that differentiate in a xeno-
geneic thymus respond to peptide antigens presented by
host MHC (793). Studies using TCR transgenic mouse re-
cipients showed that positive selection in such grafts is
mediated only by porcine thymic MHC, with no influ-
ence of mouse MHC (796,797). However, the excellent im-
mune function achieved in these mice (793) and in humans
receiving HLA-mismatched allogeneic thymic transplan-
tation for the treatment of congenital thymic aplasia (Di-
George syndrome) (798,799), suggests that “restriction in-
compatibility” due to MHC disparity between the positive
selecting cells in the thymus and the APCs in the periph-
ery may not be a major obstacle to the achievement of ad-
equate immune function, perhaps reflecting the fact that
MHC reactivity is inherent in unselected TCR sequences
(33,38). Importantly, human T cells can also be rendered
specifically tolerant of the porcine donor by developing
in xenogeneic porcine thymus grafts (800). This approach
has been applied and has demonstrated promise in pig-to-
primate xenograft models (801,802).

Transplantation of allogeneic (803) and concordant
xenogeneic (804) thymic epithelial tissue obtained from
fetuses before seeding with hematopoietic cells can also
induce tolerance. The mechanism of tolerance in such
animals seems to predominantly involve generation of
donor-specific regulatory cells (805,806). Transplantation
of xenogeneic thymic tissue into congenitally athymic re-
cipients has frequently resulted in the development of
a multiorgan autoimmune syndrome, possibly resulting
from the lack of recipient-type thymic epithelium needed
for the development of regulatory cells with specificity
for certain recipient antigens (601,602,807,808,809,810).
This complication occurs much less frequently in thymec-
tomized, T-cell–depleted mice than in congenitally athymic
mice receiving porcine thymic transplants (811), probably
because of the persistence of regulatory cells derived from
the host thymus prior to thymectomy and T-cell depletion.

Development of Chimerism Without Host Conditioning
Developmentally Immunoincompetent Recipients.

One of the first demonstrations of acquired tolerance was
obtained in Freemartin cattle, which are fraternal twins
that share a placental circulation and develop mixed
chimerism spontaneously in utero (812,813). Because
prenatal diagnosis of a number of congenital diseases
has become possible, injection of allogeneic PHSC to
preimmune human fetuses has been explored and used
successfully to correct immunodeficiency diseases diag-
nosed in utero (814,815,816). Chimerism was detected
in the T-cell compartment afflicted by the congenital
deficiency, and not in other hematopoietic lineages. Low
levels of chimerism have also been achieved in preim-
mune normal mouse fetuses and sheep receiving in utero
transplants (817). In a large-animal model, successful
engraftment of enriched human PHSC populations has
been successfully achieved without GVHD (818,819,820).
Although the ability of in utero HCT to induce trans-
plantation tolerance has been somewhat unpredictable
(821,822), durable chimerism and renal allograft toler-
ance have recently been achieved in a porcine model
involving in utero transplantation of T-cell–depleted adult
bone marrow (823).

Acquired immune tolerance was first demonstrated by
Billlingham and colleagues (824), who injected allogeneic
cells and tissue lysates into untreated neonatal mice,
which then demonstrated unresponsiveness to donor
skin grafts. Lasting microchimerism and even suffi-
cient levels of chimerism for flow cytometric detection
(macrochimerism) have been observed in some neonatally
tolerized mice (825,826,827). Both intrathymic and ex-
trathymic deletional mechanisms of tolerance have been
implicated in some strain combinations (825,826). The
presence of microchimerism does not predict skin graft
tolerance in perinatally injected mice, and nontolerant an-
imals can maintain microchimerism following donor graft
rejection (828,829). Regulatory cells probably play a role
in rodents in which neonatal tolerance has been induced,
as tolerance cannot be easily broken by the infusion of
nontolerant host−type lymphocytes (825,830,831). In
contrast, when deletional tolerance is induced in animals
in which the pre-existing peripheral T-cell response has
been fully ablated (e.g., mixed chimeras prepared with the
myeloablative or nonmyeloablative regimens previously
described), the absence of suppressive cell populations
makes it easy to abolish tolerance by the infusion of
nontolerant host-type lymphocytes (749,832). Neonatal
mice tend to produce Th2 responses, which may promote
donor-specific skin graft acceptance (413,414). However,
neonatal mice are capable of mounting CTL and Th1
responses under certain conditions (833,834). The ability
of allogeneic spleen cell infusions to induce tolerance
may also reflect the high ratio of non-costimulatory APCs
(T and B cells) in donor inocula to recipient T cells in
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the neonate, rather than to any unique susceptibility to
tolerance induction (835).

Adult Recipients. Based on the recent observation that
microchimerism can exist for many years in the tissues
of human recipients of solid-organ allograft recipients
who did not receive hematopoietic cell transplants (836),
it has been hypothesized that microchimerism, resulting
from emigration of passenger leukocytes from the graft to
recipient tissues, leads to donor-specific tolerance (837).
“Microchimerism,” which requires highly sensitive tech-
niques for its detection, should be distinguished from the
mixed chimerism previously discussed, in which multi-
lineage chimerism is readily measurable by flow cytome-
try. Mechanisms by which microchimerism might conceiv-
ably promote peripheral T-cell tolerance include nonpro-
fessional APC function of donor-derived B or T cells (838–
840) and veto activity of T cells, NK cells, and other cell
types, eliminating CTL reactive against antigens expressed
on the veto cells (841). If low numbers of donor hematopoi-
etic stem cells engraft, donor leukocytes migrating to re-
cipient thymi might induce central tolerance among T
cells that develop subsequently. Adult rodent liver grafts
contain self-renewing hematopoietic stem cells (842,843),
and DC progenitors have been detected in the marrow
of mice that spontaneously accept mouse liver allografts
(844).

However, the hypothesis that microchimerism leads to
tolerance is controversial (845), and it is currently un-
clear whether microchimerism is even associated with tol-
erance. Lasting microchimerism does not appear to play
a role in several animal models of tolerance in which
the issue has been carefully examined (846–848), and tol-
erance is by no means assured in the presence of mi-
crochimerism (849). It is also clear in humans that mi-
crochimerism neither denotes a state of tolerance nor is
required to maintain an allograft under all circumstances
(845,849–851).

Recently, several groups have evaluated the ability of
donor bone marrow cell infusions given without recipi-
ent myelosuppression or T-cell depletion to enhance graft
survival in recipients of standard chronic immunosuppres-
sive therapy (852,853). Such transplants can be associated
with significant risks from possible immunosuppressive ef-
fects of the transplant and from GVHD (854,855). Although
no significant impact on acute rejection episodes or im-
munosuppressive medication doses were observed (854),
the incidence of chronic renal allograft rejection was sig-
nificantly reduced on longer follow-up in one of these se-
ries (856). Studies with living donor renal transplantation
(857) or cadaveric liver transplantation (858) did not re-
veal significant improvements in outcomes or reductions
in immunosuppression in recipients of donor bone mar-
row, despite the persistence of and gradual increase in low
levels of chimerism (857).

These studies did not include intentional peripheral T-
cell depletion of the hosts. In a nonhuman primate model
that includes recipient pretreatment with antilymphocyte
serum for T-cell depletion, and, for optimal results, total
lymphoid irradiation (TLI), veto cells in donor bone mar-
row that inactivate recipient CTLp may promote graft ac-
ceptance (859). However, only a fraction of recipients show
long-term graft acceptance, with the best results obtained
when the donor and recipient share a DR class II MHC
allele (860). The combination of anti-lymphocyte globulin
and TLI with donor BMT has begun to be evaluated in pi-
lot clinical studies (see “From Animal Models to Clinical
Transplantation Tolerance”).

In contrast to the model using anti-lymphocyte serum
without irradiation, macroscopically detectable, though
transient, chimerism has been observed in an otherwise
similar primate model that includes a sublethal dose of
host irradiation (762). The mechanism by which myelo-
suppressive conditioning promotes marrow engraftment
may include both the creation of physical niches due to
the destruction of host hematopoietic cells, and the up-
regulation of cytokines that promote hematopoiesis. Re-
cent studies have implicated up-regulation of chemokine
SDF-1, which binds to stem cell CXCR4, and comple-
ment (C3) cleavage fragments in radiation-induced mar-
row injury and promotion of stem cell homing to that mi-
croenvironment (861). In mice, myelosuppression is re-
quired to promote engraftment of syngeneic marrow cells
given in numbers similar to those that could be obtained
from marrow of living human allogeneic marrow donors
(750). However, this requirement can be overcome by the
administration of very high doses of syngeneic marrow
(862,863). Furthermore, engraftment of high doses of allo-
geneic marrow can be achieved without myelosuppressive
treatment in mice that receive T-cell–depleting mAbs (753)
or costimulatory blockade (755,756). This approach has
been successfully extended to a full haplotype-mismatched
porcine model (764). These studies demonstrate that mul-
tilineage mixed chimerism and lasting, systemic deletional
tolerance can be achieved without requiring recipient T-
cell depletion or myelosuppression. However, practical ap-
proaches to obtaining such numbers of allogeneic PHSC
in humans have not yet been developed.

Strategies to Achieve Peripheral Tolerance

Donor Specific Transfusion/Gene Therapy with
Autologous Cells

In rodents, donor-specific transfusions (DSTs) have the
ability to prolong allograft survival (864), and in certain
donor/recipient combinations have been shown to induce
operational tolerance (865). In most other species, DST
alone has a less dramatic impact on graft outcome, but
there is no doubt that it can influence graft survival in a
positive manner and even in humans has been shown to be
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beneficial to graft outcome (866,867). However, along-
side these potential positive effects, infusion of cells
expressing alloantigens from the organ donor can also
have negative effects, including sensitizing the recipient to
donor alloantigens, thereby increasing the risk of hypera-
cute rejection. Moreover, with the introduction of erythro-
poietin into clinical practice there was no longer a medical
need to use transfusions to treat dialysis patients on trans-
plant waiting this; thus, the practice has largely stopped.

Investigations into the mechanisms by which alloanti-
gen infusion or donor antigens released from the graft at
the time of transplantation can manipulate the immune
response to a subsequent transplant have provided impor-
tant insights into how the adult immune system can be
manipulated in vivo. Studies in rodents have shown that
the level of unresponsiveness induced varies considerably
depending on the quantity and source of alloantigen in-
fused as well as the immune status of the recipient (868).
Interestingly, it was not found necessary to pretreat recipi-
ents with every donor major and minor histocompatibility
antigen they would subsequently encounter on the allo-
graft. Exposure to a single-donor alloantigen was sufficient
to induce some graft prolongation as long as the allograft
also expressed the same alloantigen (869,870). This phe-
nomenon was demonstrated in a number of experimental
systems both in models of transplantation and autoim-
mune disease and is referred to as linked unresponsive-
ness or suppression (871,872,873). The mechanisms un-
derpinning this effect have subsequently been elucidated
and involve regulatory or suppressor T cells (874) that once
activated can mediate so-called bystander suppression, a
mechanism identified initially in vitro (709) that also oper-
ates in vivo, thereby influencing the functional activity of
other leukocytes present in the same microenvironment in
vivo (710).

An alternative strategy to using allogeneic cells for in-
ducing specific unresponsiveness is to manipulate recipi-
ent cells to express defined MHC molecules that are subse-
quently expressed by the graft. The first proof of concept
study using this approach transfected a fibroblast cell line
of recipient origin with a mouse MHC class I gene, H2Kb

(870). When the transfectants were used to pretreat recip-
ient mice before transplantation, graft survival was pro-
longed. Obviously, cell lines are not applicable to the clin-
ical situation and therefore recipient or autologous bone
marrow cells and hematopoietic stem cells were investi-
gated as alternatives. This approach, using either replica-
tion defective retroviral or adenovirus constructs, has per-
mitted markedly prolonged survival of class I–disparate
skin grafts bearing the class I gene that was introduced into
the autologous marrow (775) and fully allogeneic heart
allografts (875). In some settings, tolerance to the trans-
duced antigens can be induced either by infusing the trans-
duced cells alone (876), or by combining the transduced
cells with other immune modulating agents (776,877,878).

As with other approaches to tolerance induction, the per-
sistence of the antigen, either in the form of the transduced
cells, or after transplantation, from the graft is critical to
the maintenance of the unresponsive state in vivo (879).

Tolerogenic APCs
DCs are central to the activation/priming of an immune

response, but paradoxically they can also promote the de-
velopment of tolerance (880,881). The key to both func-
tions center on the state of maturation of the DC when
it functions in vivo and/or its lineage. Initially, immature
myeloid DCs that express low levels of MHC class II and
costimulatory molecules at the cell surface were identified
as the dominant form of DC that had the capacity to in-
duce T-cell tolerance. In contrast, mature myeloid DCs that
express much higher levels of both MHC and costimula-
tory molecules were required for priming T-cell responses.
However, mature DCs have subsequently also been shown
to have the capacity induce tolerance; therefore, the re-
lationship between the state of maturity of a DC and its
tolerogenic potential is now less clear. In addition, plasma-
cytoid DCs (pDCs) have also been found to have a role in
tolerance induction. pDCs were originally defined by their
capacity to secrete large amounts of type I interferons in
response to viruses and to play an essential role in protect-
ing individuals against inflammatory responses to harm-
less antigens but they have now also been shown to be able
to induce human regulatory T cells in vitro that produce
significant amounts of IL-10, low IFN-γ , and no IL-4, IL-5,
or TGF-β (712). pDCs, unlike myeloid DCs, can rapidly ex-
press ICOS-L (ligand of inducible costimulatory protein)
on maturation, which has been found to play a key role in
the generation of IL-10–producing regulatory T cells (882).
In mice, preplasmacytoid DCs appear to be capable of facil-
itating hematopoietic stem cell engraftment, thereby pro-
moting donor-specific skin graft tolerance in allogeneic re-
cipients (883). However, the exact role and practicality of
using preplasmacytoid DCs in this setting requires clar-
ification, as T cells are more abundant and hence more
powerful in promoting engraftment. Significantly, donor-
derived preplasmacytoid DCs infused 7 days before trans-
plant were found to prolong subsequent heart allograft
survival (from 9 to 22 days) in the absence of immuno-
suppressive therapy (884), but this effect was markedly
enhanced by anti-CD154 mAb administration (885).

Immature DCs have been shown to promote tolerance
to solid-organ allografts and bone marrow grafts. For ex-
ample, a single injection of immature donor-derived DCs
7 days before transplantation of an MHC-mismatched
heart allograft extends (886) or prolongs survival in-
definitely (887) in a donor-specific manner. The poten-
tial tolerogenic effects of immature DCs can be poten-
tiated by the coadministration of immune modulating
agents such as costimulation blockade (888). Among sev-
eral distinct approaches to generate stably immature DCs,
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pharmacologic manipulation may offer a promising and
clinically applicable option. For example, sirolimus has
been found to inhibit DC maturation and effector function
(889). “Alternatively activated” or “regulatory” DCs, which
have low costimulatory ability, were also found to protect
MHC-mismatched skin grafts from rejection (890) and to
protect mice from lethal acute GVHD when administered
7 days before transplantation (891).

Reports showing that mature DCs can induce toler-
ance despite expressing high levels of MHC and costim-
ulatory molecules include in vitro data with human cells
demonstrating that maturation of human monocyte-
derived DC with TNF-α and prostaglandin E2 triggered
cross-priming and proliferation of CD8+ T cells with
tolerogenic properties (892) and that mature but not im-
mature DCs can prime CD4+ T cells that inhibit allogeneic
mixed leukocyte reactions (893). In vivo, bone marrow-
derived DC matured with TNF-γ , but not lipopolysaccha-
ride or antibody to CD40, protected mice from CD4+ T
cell-mediated experimental autoimmune encephalomyeli-
tis, despite the expression of high levels of MHC class II
and costimulatory molecules (894).

Taking the data using different populations of DC to-
gether, it seems that both myeloid and pDCs can promote
tolerance, and that maturation by itself is not the distin-
guishing feature that separates their immunogenic from
their tolerogenic function. Indeed, maturation is more of
a continuum than an “on-off” switch, and a “semimature”
state, in which DCs are phenotypically mature but remain
poor producers or proinflammatory cytokines, appears to
be linked to tolerogenic function (895). The combination
of DCs administered with costimulatory blockade may be
the most promising approach identified thus far.

T-cell Depleting Antibodies
Many tolerance induction strategies that have been in-

vestigated in small- and large-animal studies have used de-
pletion of leukocytes (antithymocyte globulin, anti-CD52)
or T cells (anti-CD3 with or without immunotoxin, CD2,
CD4, and CD8) to create an environment in vivo that allows
“reprogramming of the immune system” (896). In small an-
imals, the short-term depletion of T cells, in combination
with an allograft, appears to be sufficient in some situa-
tions for tolerance to develop and be maintained in the
long term. The success rate can be enhanced by remov-
ing the thymus before transplantation to prevent repopu-
lation of the periphery with T cells after transplantation
(897). Initial data from primates using immunotoxin con-
jugated anti-CD3 alone before transplantation or in combi-
nation with deoxyspergualin, a drug which inhibits NF-κB
and therefore monocytes and macrophages, at the time of
transplantation suggested that T-cell depletion can be used
to induce tolerance to donor alloantigens (898–900). How-
ever, follow-up trials in humans undergoing renal trans-
plantation and T-cell depletion with the anti-CD52 mono-

clonal antibody alemtuzumab with or without deoxysper-
gualin revealed that neither profound T-cell depletion
alone or in combination with deoxyspergualin induced
tolerance in humans (901,902). However, clinical results,
across organ systems, reveal that steroid-free regimens
with reduced maintenance doses of immunosuppression
may be used after alemtuzumab therapy (903,904,905).

Depletion of leukocytes at the time of transplanta-
tion creates a transient immunodeficiency in the recip-
ient, compromising the recipient’s ability to reject the
transplant. The degree and duration of leukocyte deple-
tion achieved determine how effective and for how long
the graft is protected from immune attack (906,907).
The downstream events that occur once leukocytes be-
gin to reappear in the recipient’s circulation are not un-
derstood clearly. Studies using TCR transgenic recipients
have shown that when leukocytes are depleted, the mainte-
nance of tolerance depends on transplantation of the graft
within a time window of depletion of donor-reactive cells
in the thymus and periphery (908). If the organ graft is
transplanted at the appropriate time, donor-reactive cells
fail to repopulate from the thymus in an antigen-selective
manner. Although donor-reactive cells do not reappear in
the periphery, cells with reactivity to other antigens re-
populated the periphery of recipients with long-term sur-
viving organ grafts. These data can be used to suggest
a mechanism for the long-term survival observed in pri-
mates treated with anti-CD3 immunotoxin complex. In
this case one can argue that the CD3+ T cells are de-
pleted by the immunotoxin before transplantation. A win-
dow of opportunity is created such that when a renal allo-
graft is transplanted, no donor-reactive cells are present in
the periphery. As cells repopulate the periphery with time
after the transplantation, donor-reactive cells are deleted
or eliminated as a result of the presence of the surviving
graft.

Costimulatory Blockade and Other Biological Proteins
With Solid Organs. T-cell activation, and hence rejec-

tion, depends on multiple signals. Cell-surface costimula-
tory molecules provide “signal 2.” which, when combined
with “signal 1” through TCR, triggers the activation of
naı̈ve T cells (909,910). When signal 1 is forced to act on its
own, T cells have been shown to undergo anergy or apop-
tosis (627). The original concept of a single costimulatory
pathway has long been superseded and it is now clear that
there are multiple levels at which costimulation can partic-
ipate both in initiating and determining the direction that
an immune response takes (911). Nevertheless, targeting
costimulatory pathways with either monoclonal antibod-
ies or recombinant fusion proteins specific for the costim-
ulatory molecule itself or the ligand with which it interacts
can be very effective at suppressing immune responses and
in some cases may have the capacity to induce tolerance
to donor antigens in vivo.
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Members of the immunoglobulin and TNF/TNFR su-
perfamilies make up many of the costimulatory molecules
that are integral to positive costimulation in the pathway
of T-cell activation. Two pairs of ligand-receptor interac-
tions that seem to play key roles in positive costimulation
are CD40/CD40-ligand (CD154), which are members of the
TNF/TNFR superfamily and CD80/CD86 and CD28, which
belong to the Ig superfamily (911). Although the precise
role that each of these costimulatory pathways plays dur-
ing rejection and tolerance is still not completely under-
stood, the complete abrogation or attenuation of either of
these pathways can modulate the immune response to an
allograft in vivo. Recent development of CD28 blockade by
CTLA-4Ig (Abatacept) for rheumatoid arthritis and clinical
trials with modified CTLA-4 Ig (Belatacept) for transplan-
tation shows promise for the utilization of costimulation
blockade in suppressing effector responses (912,913).

The B7:CD28/CTLA-4 Pathway. CD80(B7-1) and
CD86(B7-2) are expressed as cell surface molecules by
APCs and are responsible for delivering additional signals
to T cells when they interact with CD28. CD86 and CD80
can also interact with a second molecule, CD152 (CTLA4),
which is expressed by T cells later in the activation process
and is expressed constitutively by regulatory T cells. CD86
and CD80 can exhibit preferential binding to CD28 and
CD152, respectively (914). In contrast to CD28, CTLA4
negatively regulates T-cell activation when it engages its
ligand on the APC and, as described previously, is impli-
cated in normal homeostasis in the immune system (915).
However, the precise role that CTLA4 plays during T-cell
activation and regulation requires further clarification
(916). CTLA4 is pivotal in regulating the threshold of
signals during T-cell activation and recent findings suggest
that up-regulation of CTLA-4 expression increases T-cell
motility and overrides the TCR-induced stop signal re-
quired for stable conjugate formation between T cells and
APCs. This results in reduced contact periods between T
cells and APCs, leading to decreased cytokine production
and proliferation (916).

Using the B7:CD28/CTLA-4 Pathway for Therapeutics.

When CTLA4Ig, an immunoglobulin fusion protein of
CTLA4, was produced, it was shown to inhibit graft
rejection in xenogeneic and allogeneic systems (917,918).
In rodent models, CTLA4Ig therapy has been shown
to have the capacity to induce tolerance to some types
of grafts (917,919), an effect that was enhanced when
infused donor antigen was included in the treatment
protocol (919,920,921). This effect has not been found
in every experimental model examined, however. For
example, the use of CTLA4Ig monotherapy in primates
has not been reported to be capable of inducing long-term
graft survival (922).

The mechanism by which CTLA4Ig promotes graft sur-
vival has been investigated in a mouse model. Blockade of
CD80 and CD86 at the time of alloantigen recognition has
been suggested to trigger T-cell apoptosis in the early phase
after transplantation (625); however, it should be noted
that no specific markers for alloantigen-specific T cells
were incorporated into this analysis and therefore more
detailed studies to confirm this property would add value.
When an antiapoptotic gene, bcl-xL , was expressed in the
responding lymphocytes, deletion did not occur, and graft
prolongation was prevented. This finding suggests that
CTLA4Ig facilitates the development of long-term graft
function by reducing the number of donor-reactive cells
that have to be controlled downstream in the posttrans-
plant course.

Although primate models using CTLA4Ig to induce tol-
erance proved to be largely unsuccessful, the theoretical
foundation of blocking this pathway to promote graft sur-
vival continued to intrigue researchers. Additionally, it was
known that the binding properties of CTLA4 could be ma-
nipulated to optimize the ligation of both CD80 and CD86,
a crucial component to experimental efforts at tolerance
induction (912).

Belatacept. Experiments using CTLA4Ig laid the
groundwork for further development of therapeutic
agents targeting the B7:CD28/CTLA4 pathway. Belatacept,
LEA29Y, was originally derived from the fusion protein
CTLA4Ig, or Abatacept (913,923). It differs from CTLA4Ig
by two amino acids, conferring an approximately twofold
increased binding capacity to CD80 and CD86. This
increase in avidity allows for a tenfold increase in the in
vitro suppression of T-cell activation when compared with
CTLA4Ig and in nonhuman primate studies, Belatacept
was found to prolong renal allograft survival and inhibit
donor-specific alloantibody production both alone and in
combination with other traditionally used immunosup-
pressive regimens (923). These and other findings allowed
for the translation of LEA29Y to renal transplant patients
in the clinics. To date, results of phase 2 trials comparing
Belatacept with cyclosporine in partially randomized
studies across 22 centers in North America and Europe
of more than 200 patients suggest that Belatacept is
not inferior to cyclosporine. In fact, results of this trial
revealed that patients with Belatacept-based therapy had
improved renal function, reduction in chronic allograft
nephropathy, and decreased calcineurin-related toxicity
(924). Additionally, recent experiments in nonhuman
primates using neonatal porcine islet grafts have revealed
long-term xenograft survival under the cover of CD28-
CD154 blockade with maintenance immunosuppression
of sirolimus and Belatacept (925). Although promising,
further trials and vigilant follow-ups are necessary to
accurately assess the efficacy of these new therapeutic
regimens.
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CD40-CD154 Pathway. The CD40-CD154 pathway
has been targeted to inhibit graft rejection using mono-
clonal antibody therapy either alone (926,927,928) or in
combination with alloantigen infusion (929). CD154, or
CD40-ligand, is a type 2 membrane protein of the TNF
family and is expressed predominantly by activated CD4+

T cells and by a small proportion of CD8+ T cells, NK
cells and eosinophils (930), and, significantly, on platelets
as well (931). Structural models predict that CD154 forms
a homotrimer that binds to CD40 on the surface of APCs.
CD40 is expressed by B cells, macrophages, DCs, thymic
epithelium, and is inducible on the surface of endothelial
cells and fibroblasts.

The CD40-CD154 pathway interaction is pivotal for the
induction of humoral and cellular responses to nominal
antigens as well as alloantigens. A CD40-Ig fusion protein
and a blocking monoclonal antibody to CD154 were shown
to inhibit B-cell cycling, proliferation, and differentiation
into plasma cells in response to T-cell–dependent anti-
gens (932). In vivo studies using CD154 monoclonal anti-
body or CD40 or CD154 knockout mice (933,934) demon-
strated a crucial role for this interaction in the generation
of primary and secondary humoral responses to T-cell–
dependent antigens, class switching, and development of
germinal centers. The lack of a humoral response in the
absence of CD40-CD40L interaction is caused not only by
a lack of signalling through CD40 on the B-cell surface,
but also the inhibition of priming of CD4+ T cells through
CD40L (935).

CD40 triggering on the APC primes the APC for stim-
ulation. Signals through CD40 have been shown to up-
regulate expression of CD80 and CD86, as well as induce
IL-12 (936). Activation of DCs through CD40 promotes
their ability to present antigen to T cells; this may explain
why targeting CD154 and blocking its ability to interact
with CD40 has a profound effect on T-cell–dependent im-
mune responses in vivo. If modification of APC function is
also a route to the development of tolerance in vivo, as pre-
viously outlined, blocking CD154-CD40 interactions may
also influence tolerance induction by altering both the in-
teraction and signals between APC and immunoregulatory
and suppressor T cells (937).

Using the CD40-CD154 Pathway for Therapeutic Inter-

vention in Cell and Organ Transplantation. Long-term ac-
ceptance of cardiac, renal, and islet allografts in several
mouse and nonhuman primate models has been achieved
with CD40 blockade using anti-CD154 monoclonal anti-
body as monotherapy or in conjunction with CTLA4Ig
(926,929,938,939). With the exception of BMT, in which
durable chimerism and tolerance can be achieved with
anti-CD154 mAb (see later discussion), so-called tolerant
states generated by anti-CD154 therapy alone have been
shown to disappear when therapy is withdrawn, leading to
rejection. Even with CD28 blockade, anti-CD154 therapy

must be sustained to promote permanent engraftment of
cardiac or islet grafts (938,940,941).

Although promising results were reported in experi-
mental models, anti-CD154 therapy was found to have the
unexpected complication of thrombogenesis. It was then
that CD154 was found to play key roles in coagulation and
clotting, with some reports suggesting that CD154 acts to
stabilize thrombi while others implicate CD154 in platelet
activation (933). Whatever the role that CD154 may play
in transplantation tolerance, it is clear that this molecule
acts via independent pathways in a variety of cascades un-
related to tolerance induction.

Interest in this approach was also reflected in reports
that a humanized monoclonal antibody specific for CD154
(hu5c8) was capable of prolonging the survival of renal
and islet allografts in rhesus monkeys (922,927,942). The
initial data from these primate studies appeared encour-
aging, with rejection-free survival of the kidney grafts,
provided that antibody therapy at a relatively high dose
(25 mg/kg) was continued in the first 6 months posttrans-
plant. When anti-CD154 therapy was discontinued after
the first month posttransplant, rejection episodes did oc-
cur. Analysis of the status of recipients with long-term sur-
viving grafts showed that peripheral lymphocytes from the
monkeys failed to respond in vitro to donor antigens, but
the recipients developed antidonor antibodies, and biopsy
samples from some of the long-term surviving grafts re-
vealed T-cell infiltrates. Together, these observations were
sufficiently encouraging to initiate a pilot clinical study us-
ing hu5c8 in renal transplantation. In this study, hu5c8 was
administered to seven patients with low-dose steroid alone
and five patients experienced episodes of rejection (943).

Other variants of costimulatory blockade that target dif-
ferent epitopes of CD154 have been developed with hopes
of improved tolerance induction and without promotion
of thrombogenesis. Recent experimental results in car-
diac allografts of cynomolgus monkeys treated with an
inhibitor of CD154, IDEC-131, either alone or in combina-
tion with leukocyte depletion in the form of antithymocyte
globulin prolonged allograft survival; however, tolerance
was not induced, as alloantibody production and trans-
plant vasculopathy, while delayed, still occurred (944). Re-
cently, the utilization of triple therapy with an abbreviated
course of mTOR inhibition (sirolimus), a donor-specific
transfusion, and IDEC-131 prevented allograft rejection
and induced operational tolerance in rhesus monkeys un-
dergoing MHC-mismatched renal transplantation (945).
Still other anti-CD154 antibodies, such as ABI793, have
been developed, but have also been plagued with contin-
ued thromboembolic complications (946).

To understand why CD154 blockade was effective in
some but not other settings, an analysis in the mouse revea-
led that that only when rejection depended on CD4+ T cells
was CD154 blockade on its own effective at prolonging
graft survival. In fact, in donor-recipient combinations in
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which CD8 T cells also play a role in rejection, many stud-
ies have shown that the CD8 T cell subset is unaffected by
CD154 monoclonal antibody therapy (947,948) such that
CD8 T cells become activated, proliferate, and home to the
graft in the presence of high-dose continued anti-CD154
monoclonal antibody therapy in vivo (948).

Further studies have been undertaken to evaluate anti-
bodies to CD40 in order to bypass the potential ramifica-
tions of CD154 blockade. Initial animal knockout models
revealed a propensity of CD154 knockout mice to develop
unstable thrombi, a phenomenon not seen in CD40 knock-
out mice (949). Preliminary studies in the rhesus mon-
key renal allograft model reveal somewhat promising re-
sults with a short course of low-dose calcineurin inhibitor
administered concomitantly with anti-CD40/anti-CD86 co-
stimulation blockade (950). In this study, two of four an-
imals developed 3-year drug-free graft survival, and none
of the animals developed alloantibodies to the donor, sug-
gestive of tolerance induction (950).

Targeting CD3 and Accessory Molecules. Initially, ad-
ministration of depleting anti-CD4 and anti-CD8 mono-
clonal antibodies was shown to result in prolonged graft
survival (951–953). That this treatment strategy resulted
in antigen-specific tolerance was first shown most clearly
when a protein antigen was administered in conjunction
with a depleting anti-CD4 monoclonal antibody (954–956).
Refinements of these types of protocols have resulted in
the ability to achieve long-term T-cell unresponsiveness to
protein and alloantigens in the absence of T-cell depletion
in experimental models (957–959). In fact, many other ac-
cessory molecules, other than anti-CD4 and anti-CD8, have
been targeted in an attempt to induce tolerance in models
of bone marrow (960,961), islet (962–964), renal (965), and
cardiac allografts (961,966,967), to name a few.

OKT3, a murine antihuman CD3 monoclonal antibody,
received approval for human use in 1986 in kidney trans-
plant patients undergoing rejection and eventually for
liver and cardiac transplant recipients as well (968). Al-
though widely used, OKT3 brings with it the undesired
complications of the human antimouse antibody response
as well as a first-dose reaction characterized by fevers,
chills, gastrointestinal, respiratory, and cardiac complica-
tions (969,970). These ramifications are thought to be the
result of T-cell activation and subsequent cytokine release
(968). Therefore, many investigators have attempted to
construct pharmacotherapeutics that mimic the efficacy
of OKT3 with less immunogenicity. A few of these OKT3-
derived molecules in preliminary studies such as hu12F6,
hOKT3gamma1 (Ala-Ala), and ChAglyCD3 have proven to
be more effective in T-cell suppression and less immuno-
genic when compared with OKT3 (968,971,972).

Along with anti-CD3, antibodies to CD11a (leukocyte
function associated antigen-1, LFA-1) and its ligands,
ICAM-1, -2, and -3, have been investigated and have led

to prolonged graft survival in many of the aforemen-
tioned models. LFA-1 has been implicated as an essential
molecule for cellular trafficking and motility as well as T-
cell activation (973,974). Additionally, reports also suggest
that the interaction of LFA-1 and the ICAM molecules serve
as a costimulatory pairing for T-cell activation (975).

Operational tolerance induced by these strategies has
been shown to develop over several weeks after the ini-
tial antigen encounter (976,977). When a combination of
donor antigen and monoclonal antibody therapy target-
ing accessory molecules is used, the precise mechanism
of tolerance induction in part depends on the amount of
antigen infused (959). Deletion also may be used as one of
the mechanisms of tolerance initially (868,978), but in the
absence of complete deletion of donor-reactive cells, im-
munoregulation develops. When antibodies targeting ac-
cessory molecules are used as therapeutic agents at the
time of transplantation, immunoregulation is the domi-
nant mechanism that comes into play to maintain toler-
ance in the longer term (979).

In these systems, tolerance to donor antigens is induced
and/or maintained as a result of the development of a popu-
lation of regulatory and suppressor T cells that can mediate
unresponsiveness to the initiating donor antigen as well as
other antigens present on the graft, the phenomenon of
linked unresponsiveness (980). In mice and rats, this type
of tolerance has been shown to be infectious (691); it can
be transferred from one generation of cells to another, pro-
vided there is sufficient period of contact between the two
populations.

The maintenance of tolerance in these systems requires
the persistent presence of antigen in the form of the organ
when the thymus is still functional (981). In the absence of
donor antigen, tolerance is eventually lost, presumably as
a result of the export of naı̈ve cells T cells from the thymus
into the periphery. Quantitatively, if these cells fail to en-
counter antigen, they eventually outnumber the unrespon-
sive T cells induced by the monoclonal antibody therapy.

Costimulatory Blockade with Infusion of Donor
Hematopoietic Cells

Although long-term tolerance is maintained by in-
trathymic deletion in mixed chimeras prepared with co-
stimulatory blockade (751,755,757), initial tolerance of pe-
ripheral T cells involves specific deletion of donor-reactive
CD4 (652,751,982,983) and CD8 (485) T cells. The deletion
of CD4 cells achieved following BMT with anti-CD154
is not due to binding of anti-CD154 mAb to activated
T cells, and only requires failure of the CD154-CD40 in-
teraction (984). This CD4 cell deletion is Fas-independent
and is not blocked by cyclosporine, arguing against a
role for “activation-induced cell death” (983), which, in
contrast, is thought to be involved in tolerance induction
with anti-CD154 mAb plus rapamycin (717). Peripheral
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deletion of donor-reactive CD8 cells has been observed
both in mice receiving donor-specific transfusions and/or
BMT with costimulatory blockade (485,623,624). CD8
deletion occurs within 1 to 2 weeks and requires the pres-
ence of CD25-negative CD4 cells (485). CD4 regulatory
cells are not required for maintenance of tolerance after
this initial 2-week period (485). Deletion of donor-reactive
CD4 cells occurs more slowly, over 4 to 5 weeks, and is
preceded by a state of specific anergy toward the donor
(652,984). Regulatory cells do not appear to play a major
role in maintaining the long-term tolerance induced by
costimulatory blockade with BMT because tolerance and
chimerism are obliterated by the infusion of relatively
small numbers of nontolerant recipient-type spleen cells
in this model and linked suppression is not observed (652).
Because hematopoietic stem cell engraftment ensures
complete central deletional tolerance in these long-term
chimeras (751,755,757,982), and specific peripheral
deletion is quite complete, there may be insufficient
donor-reactive T cells present to induce the expansion and
maintenance of specific regulatory cells.

Administration of DST under cover of blocking
anti-CD40L mAb prevents islet allograft rejection (938).
Like BMT, the use of DST involves administration of
hematopoietic cells, but only BMT with mixed chimerism
induction leads to engraftment of hematopoietic stem
cells and intrathymic deletion as the mechanism main-
taining long-term tolerance (752,755). In thymectomized
mice, the combination of DST and anti-CD40L leads to
long-term skin graft survival in fully MHC-mismatched
recipients (491). In euthymic mice, only a small fraction
of animals achieve long-term skin graft survival with this
treatment (929) indicating the failure to establish central
tolerance without hematopoietic stem cell chimerism
(623). In addition, the inability to resist breaking of toler-
ance by new thymic emigrants in this model argues that
powerful peripheral regulatory mechanisms (suppression)
are not operative in these animals. However, regulatory
mechanisms may play a role in the initial suppression
of alloresponses, as depletion of CD4 cells abrogated
skin graft acceptance (491). Both CTLA4 and IFN-γ have
been shown to play an important role in the induction of
tolerance in this model (491,496,985). CTLA4 appears to
also be critical for the achievement of mixed chimerism
and tolerance with BMT and anti-CD154 mAb (J. Kurtz
and M. Sykes, unpublished data, 1998), but IFN-γ and
IL-2 do not play a requisite role (485), consistent with the
lack of requirement for “natural” regulatory cells. DST in
this model promotes peripheral deletion of donor-reactive
CD8 T cells (623), and can be replaced by CD8 depletion
with mAb (985). The combination of anti-CD154, BMT
and DST seems to be particularly effective in achieving
mixed chimerism, largely because of the capacity of DST
to overcome residual CD8 T cell-mediated alloresistance
(624,986).

Costimulatory blockers have been explored for the in-
duction of graft-versus-host tolerance in order to prevent
GVHD in BMT recipients. GVHD has been inhibited by
B7/CD28 blockade or anti-CD154 mAb (987–989). Pre-
BMT exposure of donor T cells to recipient alloantigens
in the presence of anti-CD40L inhibits GVHD via a mech-
anism involving CD25+ regulatory CD4 cells (682). Clin-
ically, a reduced incidence of acute GVHD has been ob-
served in leukemic patients receiving HLA-mismatched
bone marrow transplants that had been exposed to recip-
ient alloantigens in the presence of CD28 blockade with
CTLA4Ig (990). Blockade of 4–1BB/4–1BBL costimulatory
interaction can also suppress GVHD and GVL (991).

A Large-animal Tolerance Model

MHC-defined, inbred miniature swine have provided an
instructive model for delineation of the role of various
histoincompatibilities in tolerance and rejection in large
animals. Studies of pig renal transplantation have demon-
strated that spontaneous tolerance can be induced by or-
gan grafts when MHC antigens are matched. The abil-
ity to achieve such tolerance depends on one or possibly
two non–MHC-linked genetic loci in the recipient ani-
mals. The presence of the “acceptor” phenotype also per-
mits the spontaneous acceptance of single haplotype class
I–mismatched kidney grafts (9). Graft acceptance is asso-
ciated with donor-specific CTL unresponsiveness, appar-
ently because of a deficiency in help for these CTL, and
not because of a deletional mechanism. Thus, in class
II–matched, class I–mismatched porcine donor-recipient
pairs, a 12-day course of high-dose (10 mg/kg/day) CsA
permits long-term renal allograft acceptance in 100% of
cases (9).

The requirement that class II antigens be matched be-
tween donor and recipient in order for this tolerance to be
achieved may reflect the influence of a major difference in
class II antigen expression that exists between large and
small animals. Unlike large animals and man, in which
class II antigens are expressed constitutively on vascu-
lar endothelial cells, the corresponding endothelial cells
of rodent species do not express MHC class II molecules
(992,993). Consistent with this interpretation, the use of
a short course of CsA can facilitate the ability of renal al-
lografts to induce tolerance in rodents across fully MHC-
mismatched barriers, but tolerance induction in swine re-
quires class II matching between donor and recipient for
uniform success.

Animals accepting class II matched allografts are sys-
temically tolerant to the donor’s class I and minor anti-
gens, as indicated by the fact that the accepted graft can
be removed and replaced by a second donor-matched graft,
which is accepted without immunosuppressive therapy.
This ability of CsA to facilitate tolerance induction, and
the ability of exogenous IL-2 to prevent the induction of
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tolerance in this model (9), are consistent with the in-
terpretation that induction of tolerance of donor class I–
reactive CTL is due, at least in part, to the absence of
adequate T-cell “help” during the time of initial exposure
to antigen. A selective decrease of expression of the Th1-
associated cytokine IFN-γ relative to the Th2-associated
cytokine IL-10 has been observed in these accepted grafts
(994). The thymus appears to play a role in the induc-
tion of tolerance among pre-existing peripheral T cells in
this model, as removal of the host thymus prior to kid-
ney allotransplantation leads to rejection (995). The pos-
sible mechanisms responsible for this role of the thymus
in inducing peripheral tolerance phenomena are discussed
elsewhere in this chapter. The kidney allograft itself clearly
plays an important role in the tolerance induced in this
model. Class II–matched cardiac allografts are not ac-
cepted after a similar short course of CsA, but they are
accepted if grafted to animals that are tolerized in this
manner to kidney allografts bearing the same mismatched
class I alleles as the donor heart (538). The mechanisms
of this tolerance have been demonstrated to involve regu-
latory T cells that can specifically suppress antidonor CTL
responses (996,997,998,999).

The Relationship Between Peripheral T-Cell
Tolerance and Central Tolerance

In the pig model previously described, the thymus plays a
role in the induction of tolerance among pre-existing pe-
ripheral T cells (995). It is possible that T cells that are
activated in the periphery by the organ allograft recircu-
late to the thymus (1000), and may be tolerized there, with
or without encounter with donor antigen. Alternatively, the
migration of donor antigens or cells to the thymus may in-
duce the development of regulatory T cells that specifically
recognize the donor antigens and down-regulate alloreac-
tive T cells when they enter the periphery (1001,1002). The
role of the thymus in the development of Treg has already
been discussed previously. Finally, it is possible that recent
thymic emigrants are required for the peripheral develop-
ment of regulatory cells.

A second model involving the thymus in peripheral
tolerance involves injection of donor antigens intrathymi-
cally. The initial idea underlying this approach was to use
antibody treatment to deplete peripheral T cells and to in-
duce central tolerance among recovering T cells by direct
introduction of antigen into the thymus. However, more
recent studies have shown that tolerance can be induced
by intrathymic injection of soluble alloantigens without
peripheral T-cell depletion (1003). Because removal of the
thymus before or within the first few days of allografting
results in rejection of the allograft (1004), the thymus
must play an active role in tolerizing pre-existing periph-
eral T cells, possibly by one of the mechanisms proposed
in the preceding paragraph. Evidence has been obtained

for recirculation of activated donor-reactive T cells to the
recipient thymus in this model (1005,1006), and active
regulatory cell populations have been described (1007).
Transferable tolerance is not induced by intrathymic
marrow injection alone without an organ allograft in rats
(1008), suggesting that the graft itself helps to tolerize the
pre-existing T-cell repertoire. The intrathymic injection
approach has not been successful in “high-responder” rat
strain combinations (1008,1009), and has not successfully
allowed xenotolerance induction. Furthermore, chronic
rejection of cardiac allografts was not prevented by
intrathymic injection of donor spleen cells in antilympho-
cyte serum-treated rats (1010). While one attempt to use
this approach in nonhuman primates was discouraging
(1011), donor-specific skin graft prolongation was re-
ported in three animals receiving allogeneic or xenogeneic
(human) CD34+ cells intrathymically (1012).

From Animal Models to Clinical
Transplantation Tolerance

Almost every transplant clinician has treated patients who
have chosen to withdraw immunosuppressive therapy for
a variety of reasons. The majority of such patients re-
ject their allograft, but rare cases achieve “spontaneous”
tolerance in this manner, demonstrating that tolerance
can be achieved in humans. Extensive efforts are un-
derway to identify markers that would distinguish such
tolerant patients prospectively before withdrawal of im-
munosuppression, but so far none have been proven to
be reliable. Although clinical trials have already begun
in which tolerance-inducing strategies are combined with
conventional pharmacologic immunosuppression, none of
the strategies for achieving transplantation tolerance have
been used to replace such chronic therapy in a large clin-
ical series. In general, short-term results of most organ
allograft transplants are excellent, making it essential to
have extremely reliable methods of inducing tolerance in
order to ethically justify their use in place of conventional
chronic immunosuppressive therapies. Because the risk of
rejection due to immunosuppression withdrawal is diffi-
cult to accept in patients, it is our opinion that extension
of results from animal models to humans should only be
attempted after: (i) rodent studies have demonstrated ro-
bust tolerance in multiple strain combinations using exten-
sively histoincompatible, highly immunogenic grafts such
as skin; (ii) efficacy has been demonstrated in large ani-
mal models; and (iii) acceptable toxicity has been demon-
strated in large-animal models. When complete removal of
immunosuppression can be achieved, the level of toxicity
accepted in the short term may be somewhat higher than
that which could be accepted on a long-term basis.

Although induction of central deletional tolerance with
hematopoietic cell grafts is a reliable and durable approach
to achieving permanent graft survival, earlier techniques
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for achieving central tolerance have involved more vigor-
ous ablation of the lymphohematopoietic system than can
be safely achieved in larger animals. Thus, the major chal-
lenge in bringing the mixed chimerism/central tolerance
approach to clinical application is to develop highly spe-
cific, nontoxic methods of conditioning the host for ac-
ceptance of a hematopoietic allograft or xenograft. The
extensive animal data that have been accumulated on the
ability of mixed chimerism induced with reduced inten-
sity conditioning to achieve robust transplantation toler-
ance, including its demonstration in large-animal mod-
els (762,1013), combined with clinical data obtained in
patients with a more conventional indication for HCT,
have allowed clinical evaluation of this approach for tol-
erance induction. Mixed chimerism can be achieved with
reduced toxicity using nonmyeloablative conditioning in
patients with hematologic malignancies (770), and lym-
phohematopoietic GVH reactions induced by DLI can be
used to achieve graft-versus-tumor effects (771). These ob-
servations provided an opportunity to evaluate the po-
tential of this approach to induce transplantation toler-
ance in patients with a hematologic malignancy, multiple
myeloma, and consequent renal failure. Six patients have
received a simultaneous nonmyeloablative bone marrow
transplant and renal allograft from HLA-identical siblings,
and have accepted their kidney grafts without any im-
munosuppression for periods as long as 9 years, with very
good tumor responses. Similar to the primate model pre-
viously described, in which BMT has been shown to be
essential for tolerance induction (1014), chimerism in sev-
eral of these patients was only transient (772), suggesting
that the kidney graft itself may participate in tolerance in-
duction and/or maintenance after chimerism has played
its initial role. Mechanistic studies performed in these pa-
tients suggest that tolerance may be specific for donor anti-
gens expressed by the kidney, while responses to antigens
expressed on hematopoietic cells but not the kidney may
even be sensitized (772). Additional data suggest a pos-
sible role for regulatory cells in maintaining tolerance in
such patients, but the precise nature of these cells is un-
clear (772). The promising results obtained in these pa-
tients have provided an important proof of principle, and
another trial has now been initiated at the Massachusetts
General Hospital in patients without malignancy who re-
ceive HLA-mismatched haploidentical bone marrow and
kidney grafts with a regimen that leads to transient mixed
chimerism without GVHD. Four of five patients receiving
combined kidney and bone marrow transplantation with
this protocol have achieved graft survival of immunosup-
pression for periods of one to >4 years. These patients
show in vitro evidence of systemic donor-specific under-
esponsivness (1015). Thus, proof of principle has been
obtained that organ allograft tolerance can be achieved
across HLA barriers in humans using non-myeloablative
bone marrow transplantation. Efforts to achieve HLA-
mismatched kidney allograft tolerance with donor BMT

using the TLI/anti-thymocyte globulin conditioning regi-
men were unsuccessful (761), but this approach did suc-
ceed in one patient receiving an HLA-identical donor trans-
plant (1016).

Most techniques to achieve peripheral tolerance in
larger animals have not been as effective as in ro-
dent models. Furthermore, peripheral mechanisms alone
have not been sufficient to reliably overcome the most
stringent transplantation barrier imposed by fully MHC-
mismatched primary skin allografts in rodents. The “in-
fectious” nature of suppressive mechanisms of tolerance
makes them potentially attractive as a means of induc-
ing robust and durable tolerance. However, it will be diffi-
cult to control the development of such mechanisms until
they are better understood. It seems likely that the optimal
approach to achieving clinical transplantation tolerance
might require combinations of both central and periph-
eral strategies.

TRANSPLANTATION OF SPECIFIC ORGANS
AND TISSUES

Kidney Transplantation

Kidneys are the most frequently transplanted human or-
gans, with approximately 10,000 kidney transplants being
performed annually in the United States. Renal allograft
survival has increased steadily since its inception, and at
present there is more than 95% patient survival and more
than 91% organ survival at 1 year (1017) However, even
well-matched recipients of renal transplants must con-
tinue to take immunosuppressive medications for the rest
of their lives, with complications including an increased
risk of infection, cancer, hypertension, and metabolic bone
disease. In addition, even when immunosuppression is
well managed, there is an inexorable loss of kidneys to
chronic rejection at a rate of approximately 5% to 7% per
year. Both of these problems might be eliminated by the in-
duction of tolerance. However, the success of clinical trans-
plantation using immunosuppressive drugs has made it
difficult to justify the risk of new approaches to tolerance.
Only recently have clinical trials of tolerance induction for
renal transplantation begun in earnest ([772,1015,1016]
and see previous section).

As for other organs, a major obstacle in kidney trans-
plantation is the shortage of organs, which has been a
paradoxical consequence of the success of this field. Unlike
hearts and livers, where the inadequate supply of cadaveric
organs spells death for many potential recipients, candi-
dates for renal transplants are instead faced with long pe-
riods on dialysis while they wait for a kidney. This waiting
time can be 4 or more years even for unsensitized candi-
dates, and even greater for those with high levels of sensi-
tization. To avoid this delay, many patients are now being
offered kidneys from living donors, and in many trans-
plant centers the number of living donor renal transplants
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performed per year now exceeds the number of transplants
from cadaveric donors.

Sensitization of renal transplant candidates usually
results from prior antigen exposure, either by blood trans-
fusions or previous transplants. Such highly sensitized
patients are said to have “high panel reactivity”; they
may wait many years to obtain a kidney that is cross-
match–negative, and some never receive a transplant
at all. Indeed, as discussed later, these patients may be
among the first to benefit if and when xenotransplantation
becomes a clinical reality (1018).

Finally, as previously discussed, “chronic rejection” of
kidney transplants is a continuing problem to the field and
probably involves both immunologic reactivity and other
factors, including the effects of the early ischemic injury
and the ongoing effects of drugs and metabolic abnormal-
ities in the recipient (452). This process leads to an inex-
orable loss of organs at the rate of approximately 5% to
7% per year. Thus, although the 1-year survival rate for
kidney transplants has improved from approximately 40%
to more than 90% during the past 40 years, at 5 years there
is only 71% graft survival and the half-life for kidney trans-
plants has barely increased, remaining less than 10 years.

Liver Transplantation

Transplantation of the liver represents a major technical
challenge. For this reason the organ and patient survival
rates have not been as high as those for renal transplanta-
tion, but have nevertheless increased yearly, with a current
1-year organ survival rate of about 80% and patient sur-
vival rate of about 86% (1017). There are currently about
6,000 liver transplants carried out in the United States per
year. The severe shortage of available organs has recently
led to use of living donors, although the number is still
small, accounting for only about 5% of liver transplants,
or about 300 cases per year in the United States. Living do-
nation constitutes a higher proportion of liver transplants
in countries such as Japan, where cadaveric donation is
less widely accepted.

Immunologically, the liver is relatively resistant to early
antibody-mediated rejection, allowing successful trans-
plantation even across blood group barriers and in the
face of a positive crossmatch, although a negative cross-
match is generally considered preferable (1019–1021). In
addition, long-term survival of liver transplants does not
appear to be improved by HLA matching between donor
and recipient (1021). Both of these immunologic features
may be responsible for the fact that the long-term results of
liver transplantation are almost as good as those for kid-
ney, with 65% graft survival and 71% patient survival at
5 years. Finally, transplantation of the liver carries with it
large numbers of donor lymphoid cells, thus creating the
potential for inducing GVHD (1023). The symptoms can
range from antibody-dependent hemolysis of recipient red

blood cells across a blood group incompatibility to severe
or even fatal, full-blown GVHD.

Heart and Lung Transplantation

There are approximately 2,000 heart transplants per-
formed annually in the United States. As might be expected
for this vital organ, the 1-year statistics for heart transplan-
tation are approximately the same for patient (87%) and
graft (86%) survival (1017). One of the immunologic issues
of particular importance in heart transplantation is the
high rate of atherosclerotic disease in the coronary arteries
of the donor organ, due at least partly to chronic rejection,
as previously discussed. Nevertheless, patient and graft
survivals are about 70% for heart transplants at 5 years.

The number of lung transplants performed annually in
the United States is approximately 1,200, while only about
30 combined heart and lung transplants are performed.
The statistics for lung transplant survival are about the
same as for liver (82% graft survival and 83% patient sur-
vival) over the first year, but then decrease much faster,
with 5-year survivals of only about 45% for grafts and 46%
for patients (1017). A major cause of graft loss is a process
called bronchiolitis obliterans, thought to be the pulmonary
manifestation of chronic rejection (1024). However, these
patients are also highly susceptible to pulmonary infec-
tions, which undoubtedly contributes to the poor long-
term statistics.

Pancreas and Islet Transplantation

Transplantation of the whole pancreas was almost with-
out success until about. 1980, largely for technical rea-
sons. More recently, successful pancreas transplantation to
treat diabetes mellitus has been achieved using new tech-
nical approaches, and with success rates of about 92% at
1 year, approaching those for kidney transplantation, as
long as the two organs are transplanted together. There are
approximately 850 simultaneous kidney/pancreas trans-
plants per year in the United States. The lower survival
rates (77% graft survival at 1 year) achieved when pan-
creas transplantation is performed alone (about 500 cases
annually) probably reflect the difficulty in diagnosing re-
jection episodes involving this organ. By the time blood
sugar levels begin to rise, destruction of the pancreas is
generally so far advanced that it cannot be reversed by
immunosuppressive therapy. Measurement of the serum
creatinine, reflecting early dysfunction of a simultaneous
kidney transplant, allows much earlier detection of rejec-
tion activity and, thus, better outcomes.

Simultaneous transplantation of both a kidney and a
pancreas from a single donor has demonstrated, surpris-
ingly, that rejection activity in one organ is not always as-
sociated with rejection activity in the other. It is not known
whether this occasional dichotomy reflects tissue-specific
antigens or localized inflammatory events in one, but not
the other organ.
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Most pancreas transplantation is carried out as a cu-
rative treatment for diabetes mellitus. For this purpose,
the potential also exists of transplanting only the insulin-
producing islet cells rather than the whole pancreas. In
rodent models, both allogeneic and xenogeneic islet trans-
plants have successfully achieved normoglycemia in dia-
betic animals (1025,1026). Attempts to extend these re-
sults to patients, however, have met with limited success
(1027,1028), and until recently, the results of whole-organ
pancreas transplantation in correcting the hyperglycemia
of diabetes have been far superior to those of islet trans-
plantation (1029–1031). In 2000, the “Edmonton Protocol”
(1032) showed much improved survival of islet transplants
at 1 year in 4 of 12 patients, using a new combination of im-
munosuppressive drugs that appeared to cause less dam-
age to transplanted islets. However, this protocol required
use of two or sometimes three pancreases for a single re-
cipient, and by 5 years, in a much larger series of patients,
only 10% of patients have remained insulin-independent
(1033–1035). Thus, these results, while representing an im-
provement, remain much inferior to the results of whole-
organ pancreas transplantation.

Hematopoietic Cell Transplantation

Bone marrow transplants, and more recently, transplants
of hematopoietic stem cells and progenitors mobilized
from the marrow into peripheral blood by treatment
with G-CSF, are used most commonly for the treat-
ment of otherwise incurable leukemias and lymphomas,
aplastic anemia, and congenital immunodeficiency states.
Additional applications include hemoglobinopathies and
inborn errors of metabolism. Autologous HCT is used
for hematologic rescue following high-dose chemother-
apy/radiotherapy for the treatment of malignancies and is
currently being explored as a treatment for autoimmune
diseases. However, autologous HCT will not be considered
further here as it does not involve the broaching of any
immunologic barriers.

One fundamental difference between HCT and the
transplantation of all other organs is that the recipient’s
treatment for his or her malignancy usually results in ab-
lation of the immune and hematopoietic systems prior
to transplantation, that is, the “conditioning” for trans-
plantation is myeloablative. Originally, hematopoietic cell
allografts were administered only as a means of replac-
ing ablated host hematopoiesis. However, clinical experi-
ence revealed that one of the main therapeutic benefits
of allogeneic HCT is due to the GVL effect of donor lym-
phocytes (reviewed in ref. 1036). With the recognition of
this immunotherapeutic benefit of allogeneic HCT, clini-
cians began to evaluate less toxic, nonmyeloablative con-
ditioning as a means of allowing allogeneic marrow to
engraft so that donor lymphocytes can mediate GVL ef-
fects (770,771,1037,1038). In contrast to HCT for malig-
nancies and other indications in immunocompetent re-

cipients, transplantation for immunodeficiency states does
not require myeloablation or immunoablation in order to
achieve alloengraftment, which is often associated with re-
constitution only of the deficient immune system and not
other hematopoietic lineages.

Another major distinguishing feature of HCT is that the
recovering immune system in bone marrow transplant re-
cipients is tolerant to the donor alloantigens, so there is no
requirement for immunosuppressive therapy to prevent al-
lograft rejection once the initial immune resistance to the
allograft has been overcome.

A third unique feature of HCT (as well as transplants
of other organs that are rich in lymphoid tissue, such as
small intestinal grafts and, to a lesser extent, liver grafts)
is the ability of T cells in the allograft to mount an im-
munologic attack on the recipient’s tissues, resulting in
GVHD. GVHD rates and severity are reduced using pro-
phylaxis with nonspecific immunosuppressive drugs, but
still afflicts about 50% of recipients of HLA-matched sib-
ling HCT. The frequency and severity of the GVHD that
develops when extensive HLA barriers are traversed has es-
sentially precluded the routine performance of such trans-
plants, making HCT unavailable to many for whom no
other curative treatment exists. The establishment of large
marrow donor registries has permitted the performance
of closely matched transplants from unrelated donors, but
these transplants are also associated with a high incidence
of severe GVHD, resulting from the existence of HLA mis-
matches that are undetected by conventional serologic
HLA typing techniques (1039), which are now being re-
placed by more specific molecular typing techniques (see
“HLA and Hematopoietic Cell Transplantation”). Addition-
ally, greater minor histoincompatibilities can be expected
in unrelated compared with related donor transplants.

The GVL effect of allogeneic lymphocytes, especially T
cells, transferred with the donor graft, is due largely to
recognition by donor T cells of host alloantigens, which
are also expressed on malignant cells. Therefore, while T-
cell depletion of the donor graft decreases the incidence
of GVHD, this benefit is offset by increased relapse rates
(1040) and increased risk of engraftment failure due to
rejection (1041). Graft rejection can be offset by more
intensive host conditioning and high doses of donor
hematopoietic stem cells, even with extensively (one hap-
lotype) HLA-mismatched stem cell grafts (1042), but at the
expense of delayed immune reconstitution (1043). While
T-cell–mediated GVL effects due to GVH reactivity are
greatly diminished with such an approach, this may be
compensated for by the ability of NK cells to mediate GVL
when the host lacks inhibitory MHC ligands recognized
by the donor, at least for patients with acute myelogenous
leukemia (346). Such alloreactive NK cells may also help
to promote donor engraftment by eliminating alloresistant
host T cells (346).

A major and elusive goal in the HCT field has been
to separate the GVL effect of donor T cells from their
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potential to cause GVHD. Recently, several new ap-
proaches for inhibiting GVHD have been attempted. The
use of costimulatory blockade has already been dis-
cussed. Because these approaches might be expected
to block donor-antihost responses, including those that
eliminate residual leukemia in the host, it seems quite
likely that they would also impair GVL responses and
might have their greatest utility in the treatment of non-
malignant diseases. Alternative approaches involve im-
munostimulatory cytokines such as IL-2, IFN-γ , IL-12,
IL-11, and IL-18, all of which, paradoxically, inhibit
GVHD in mouse models (503,520,1044,1045). These cy-
tokines have been shown to preserve or enhance GVL
effects while GVHD is inhibited (518,1046–1048). The
inhibitory effect of IL-12 on GVHD is mediated by
IFN-γ , which also promotes the GVL effect of CD8 T
cells (436,1050). Keratinocyte growth factor also appears
to inhibit GVHD while preserving GVL and promoting
alloengraftment, through mechanisms that are not fully
understood (1051,1052). Blockade of Fas/FasL, perforin,
TNF-α, and IL-1 pathways have shown some efficacy in
animal models and the latter have entered clinical trials
(reviewed in ref. 437). Many other strategies, such as im-
mune deviation and the use of NKT cells have been dis-
cussed elsewhere in the chapter.

Another approach to separating GVL from the GVHD-
inducing capacity of MHC-directed alloreactivity is to sep-
arate the hematopoietic cell transplant and the adminis-
tration of donor T cells in time, so that the T cells are
given after some host recovery from the initial condition-
ing regimen has occurred. Mixed chimeras are immuno-
logically tolerant of their original marrow donor’s anti-
gens and a GVH reaction occurs after administration of
nontolerant DLIs, resulting in conversion of mixed
hematopoietic chimerism to full donor chimerism. Re-
markably, this powerful GVH alloreaction against lympho-
hematopoietic cells is not associated with GVHD in mice,
even though donor T cells are given in numbers that would
cause rapidly lethal GVHD in freshly conditioned recipi-
ents (545,546). Although antihost MHC alloreactivity me-
diates the most potent GVL effects (1053,1054) and GVH-
reactive donor T cells can clearly be shown to be activated
and proliferating in mixed chimeric recipients of DLI (547,
1054), these cells do not migrate to epithelial GVHD tar-
get tissues in the absence of inflammatory signals in those
tissues (547), as is discussed in the section “Role of Graft
and Tissue Injury.” The observation that GVH reactions can
be confined to the lymphohematopoietic system suggests
an approach to separating GVHD from GVL reactions, as
hematologic malignancies reside largely in the lymphohe-
matopoietic system. Proof of principle has been obtained
that similar results can be achieved in patients receiving
nonmyeloablative BMT with in vivo T-cell depletion of the
donor and recipient, followed by delayed DLI for the treat-
ment of lymphomas (772,1055), but the desired outcome
is not always achieved, and further understanding should

lead to refinements in this approach. In addition to recov-
ery of epithelial GVHD target tissues from conditioning-
induced injury, increasing resistance to GVHD with time
may be conferred by recovering T-cell populations that
down-regulate GVH reactions (1056,1057) while permit-
ting GVL effects to be achieved (1058). Eradication of
relapsed leukemia following delayed DLI is somewhat
variably associated with GVHD in patients, but gen-
erally to a lesser degree than would be expected in
freshly conditioned recipients of similar cell numbers
(1036,1059).

Additional strategies for separating GVHD from allo-
geneic graft-versus-tumor effects include the transduction
of donor T cells with suicide genes so that the alloresponse
can be turned off at will, hopefully after residual tumor has
been eradicated (1060,1061). Another approach is to avoid
the GVH alloresponse, and try to target the donor immune
response to tumor-specific antigens (1062). Idiotypic de-
terminants associated with unique Ig receptors and TCRs
on the surface of B- and T-cell malignancies, respectively,
may trigger an immune response when presented by pro-
fessional APCs such as DCs (1063,1064). However, limi-
tations to this approach include the low frequency of tu-
mor antigen-specific T cells pre-existing in a given T-cell
repertoire. These frequencies are even lower than those
against minor histocompatibility antigens, and the gen-
eration of meaningful tumor-specific responses is likely
to necessitate donor presensitization along with in vitro
expansion of tumor-specific effector cells, a process that
can limit the homing capacity of injected cells. Such pro-
longed cultures may be impractical for use in the setting
of HCT, in which leukemia-reactive cells must eliminate
exponentially expanding leukemic cells. Immunization of
HCT donors with tumor antigens could potentially over-
come these limitations. Minor histocompatibility alloanti-
gens expressed by lymphohematopoietic cells (including
leukemias and lymphomas) but not by the epithelial GVHD
target tissues may also be targeted using in vitro expanded
CTL. Such antigens have recently been identified (72). Re-
cently, it was shown that administration of primed T cells
specific for a single immunodominant class I-restricted mi-
nor histocompatibility antigen could mediate GVL with-
out GVHD. Avoidance of GVHD was dependent on the
absence of GVH-reactive T cells with additional specifici-
ties in the donor inoculum (1065). In theory, the less-risky
strategy of generating tumor-specific responses from au-
tologous T cells could achieve similar outcomes. However,
T-cell immunity may be markedly impaired in the tumor-
bearing host (1066), and the use of immunologically unim-
paired allogeneic donors is therefore appealing. Another
approach to overcoming such immune suppression, which
may be mediated in part by regulatory T cells, is to use
chemotherapy to deplete regulatory cells and create space
for lymphopenia-driven expansion of autologous lympho-
cytes, which may then mediate significant antitumor ef-
fects (1067).
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Xenogeneic Transplantation

During the past decade, the increasing shortage of allo-
geneic donor organs has evoked a worldwide resurgence
of interest in xenotransplantation, that is, the replacement
of human organs or tissues with those from a donor of a
different species. Routine clinical application of this ther-
apeutic modality is still in the future. However, recent
progress, which is reviewed briefly here, offers cause for
optimism.

Concordant versus Discordant
Xenotransplantation

Xenotransplants have been classified into two groups—
“concordant” and “discordant”—on the basis of phyloge-
netic distance between the species combination, speed of
the rejection, and levels of detectable preformed antibod-
ies (1068). Animals that are evolutionarily closely related
and that have minimal or no preformed natural antibodies
specific for each other are called concordant, while animals
that belong to evolutionarily distant species and reject or-
gans in a hyperacute manner are termed discordant. There
are, of course, many gradations between these extremes,
and there are also a variety of known exceptions to the rule,
making this nomenclature less than ideal.

Choice of Donor Species for Clinical
Xenotransplantation

From a phylogenetic viewpoint, nonhuman primates
would undoubtedly be the most similar to allotransplants
immunologically. However, because of considerations of
size, availability, and likelihood of transmission of infec-
tious disease, most investigators have decided against the
use of primates as a future source of xenogeneic organs.
Instead, the discordant species, swine, has been chosen
by many as the most suitable xenograft donor. The pig
has essentially unlimited availability, as well as favorable
breeding characteristics, and many of its organ systems
are similar to those of humans. Partially inbred miniature
swine are a particularly attractive choice because of their
size (adult weights of approximately 120 kg), their phys-
iology (also similar to humans for many organ systems),
and their breeding characteristics, which have permitted
inbreeding and genetic manipulation (1069).

Mechanisms of Xenograft Rejection

Xenografts are subject to all four of the rejection mech-
anisms described earlier in this chapter and give rise to
more powerful immune responses than allografts, proba-
bly for each type of rejection. There are two fundamen-
tal reasons for this finding. First, xenografts offer more
foreign antigens as targets for an immune response. Sec-
ond, there are frequently molecular incompatibilities be-
tween members of different species that prevent the nor-

mal function of receptor–ligand interactions. Because in
many cases the occurrence of “homologous restriction” for
receptor–ligand pairs has been found to impair the regula-
tory processes that normally control immune and inflam-
matory responses, the result is that rejection mechanisms
that may be relatively weak in allogeneic combinations be-
come explosive following xenogeneic transplantation.

The well-recognized susceptibility of xenografts to hy-
peracute rejection illustrates both of these fundamental
problems. As is discussed in the section on transplanta-
tion antigen, (see “Species-specific Carbohydrate Determi-
nats”) primates have large amounts of anti-αGal natural
antibodies that then react with pig tissues after xenotrans-
plantation, causing vigorous rejection.

As already discussed, the hyperacute rejection that oc-
curs with pig-to-primate transplantation is more vigorous
than in the case of allogeneic blood group disparities, at
least in part because the complement regulatory proteins
expressed by pig endothelium are less efficient in control-
ling human complement activation than are the human
regulatory proteins expressed by human organs. Thus,
these molecular incompatibilities also contribute to the in-
creased intensity of the hyperacute rejection mechanism.

Similarly, the factors responsible for accelerated graft
rejection are more prominent in xenogeneic than in al-
logeneic transplantation, probably also because the pro-
cess is magnified considerably by the failure of regulatory
molecules to function effectively with human coagulation
factors, thus increasing the tendency toward intravascular
thrombosis (163). The biological reasons for the likely par-
ticipation of NK cells in this form of xenograft rejection
(1070) have been discussed previously.

The available evidence also suggests that cell-mediated
immune responses to xenografts are more powerful than
those directed to allografts (1071). Initially, there was some
uncertainty about this point because cell-mediated im-
mune responses to xenogeneic stimulating cells were first
studied using mouse T cells, for which molecular incom-
patibilities with human cells lead to weaker direct recog-
nition of xenogeneic than allogeneic stimulators in vitro.
In this case, the incompatibilities turned out to involve the
accessory molecules that are required for T-cell activation
rather than a lack of antigens that stimulate TCRs. Thus, it
seemed that cell-mediated rejection in vivo might also be
weak. However, cell-mediated xenograft rejection, even by
mice, has consistently been found to be extremely power-
ful in vivo, apparently initiated by CD4+ T cells responding
to the many additional antigenic peptides through the in-
direct pathway.

For reasons of potential clinical applicability, greatest
attention has been directed at investigation of the human-
antipig cellular response. In contrast to the murine stud-
ies, direct responses by human CD4 and CD8 T cells to pig
stimulators can be readily measured in vitro (1072). In ad-
dition, the cell-mediated reaction in vitro has been found
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to include a significant contribution by NK cells that can
lyse pig targets. Most of the other molecular interactions
involved in cellular immunity that have been examined ap-
pear to be at least partially functional in primate antipig
responses. Therefore, human-antipig T-cell responses are
likely to be as great as or greater than those in allogeneic
combinations.

Therapeutic Strategies for Xenotransplantation

There are three main strategies that have been pursued to
achieve long-term survival of xenogeneic transplants. The
first has been to seek nonspecific immunosuppressive drugs
that might prove especially effective for xenotransplanta-
tion. Unfortunately, none of the new drugs that have con-
tributed to improved outcomes for allografts have proven
sufficient to make xenografting possible, and consider-
ing the immunologic barriers to xenotransplantation dis-
cussed earlier, it is unlikely that any such drug exists.
Furthermore, the heightened immune response to xeno-
grafts compared with allografts suggests that larger amounts
of exogenous immunosuppression will be required to
achieve xenograft survival comparable to that of allografts.
Given the narrow therapeutic window that already exists in
allogeneic transplantation, most investigators believe that
more than just immunosuppressive drugs will be needed to
accomplish widespread clinical application of xenogeneic
transplantation. Data so far for long-term survival of func-
tioning pig-to-primate transplants of organs (802) and of
islets (925,1073) support this impression.

The second therapeutic approach has been to use ge-
netic engineering of donor animals to lessen the immuno-

logic barriers to xenografts. Because the two features
that distinguish xenografts from allografts are the larger
number of antigens and the molecular incompatibilities
between species, these genetic modifications have been
aimed primarily at correcting these two disadvantages of
xenografts (Figure 44.13). The first transgenic pigs pro-
duced by genetic engineering for xenotransplantation at-
tempted to make use of the species specificity of com-
plement regulatory proteins. Transgenic pigs were pro-
duced that expressed human genes for several of these
proteins. Organs from animals expressing one of these
molecules (hDAF) have been studied extensively, and ap-
pear to be more resistant to hyperacute rejection than are
those from wild type pigs (1074), but nevertheless suscep-
tible to acute humoral rejection (1075). Numerous other
transgenes (Figure 44.13) have been tested in attempts to
further alter the primate host’s humoral response to pig
xenografts, but none to date has prolonged the survival
of organ transplants beyond the survivals achieved with
hDAF organs (163).

The alternative genetic engineering strategy to the ad-
dition of transgenes is the removal or inactivation of genes
through knockout technology (1076). In mice, the avail-
ability of embryonic stem cells has made it possible to use
homologous recombination to generate numerous knock-
outs (1076,1077), including mice that do not express the
α-1,3-galactosyltransferase that is responsible for generat-
ing the Gal determinant. Until recently, this technology was
not available in larger animals because embryonic stem
cells have only been derived in certain strains of mice.
However, the advent of cloning through nuclear trans-
fer technology, first demonstrated in the famous sheep

Transgenics Knockouts
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                  or RNAi)
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–   Tissue Factor Pathway Inhibitor

–   CD46

–   CD59
Fertilized egg

DNA

FIGURE 44.13 Genetically modified pigs as xenograft source animals. GF, growith factors; NK,
natural killer; PERV, pig endogenous retroviruses.
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“Dolly” (1078), has made knockout technology possible
in several large-animal species, including pigs. Because,
as described earlier, the major stumbling block in pig-to-
primate xenotransplantation has been the large amount
of natural antibody directed toward the Gal determinant,
investigators have used this technology to eliminate the
Gal-producing enzyme from pigs (1079,1080–1082). These
new knockout pigs (called GalT-KO), like humans and Old
World primates, do not put Gal onto the surface of their
cells. As a result, xenotransplants can now be performed
without the powerful rejection previously caused by natu-
ral anti-Gal antibodies. The results have been remarkable,
with increased survivals of both heart and kidney trans-
plants from pigs to baboons (802,1083). Using immuno-
suppressive drugs, organ survivals were prolonged using
these new Gal knockout (GalT-KO) pigs, but new anti-
bodies soon appeared, causing rejection (802,1083). How-
ever, using a regimen directed toward induction of toler-
ance (see later discussion), organ survivals were prolonged
markedly, and no rejection was seen (802). There are still
problems to be resolved before such transplants will be at-
tempted in patients, but survivals are now being measured
in months rather than in days, as they were only a few years
ago.

The third strategy to achieve successful xenotransplan-
tation is the induction of tolerance to donor antigens.
Potential applications of this strategy have been described
earlier in this chapter, with reference mainly to transplan-
tation in rodent models (see previous discussion). There
have been attempts to use either mixed chimerism or
thymic transplantation to induce tolerance across xeno-
geneic barriers in primates. So far, long-term success by
the mixed chimerism approach has been attained only for
concordant cynomolgus monkey-to-baboon renal trans-
plants (1084). Both mixed chimerism and thymic trans-
plantation approaches had been attempted for the dis-
cordant pig-to-baboon combination before the availability
of GalT-KO swine, but with limited success (1085–1087).
However, combining the thymic transplantation approach
with the use of the GalT-KO as a source of pig kidneys
has extended survivals to more than 3 months (802). Thus,
it seems possible that elimination of the natural antibody
problem along with tolerance induction could make dis-
cordant xenotransplantation as successful as allogeneic
transplantation in providing a long-term solution for pa-
tients waiting for transplants. Of course, it is possible that
when these barriers are overcome, other obstacles, not yet
apparent, will still limit the survival of xenogeneic trans-
plants, and additional measures will be required to achieve
success.

Nonimmunologic Barriers to Xenotransplantation

In addition to the immunologic mechanisms that prevent
successful xenografting, there are two other potentially im-

portant obstacles to clinical application. First, molecular
incompatibilities between species may cause physiologic
dysfunction of xenogeneic organs. This kind of incompat-
ibility is least likely for the heart, for which the function,
albeit vital, is relatively simple. It could certainly become
an obstacle, however, for the liver, as the liver is known
to produce so many different products, including serum
proteins and enzymes, that it is likely that at least some
of these products may not function properly in a primate
host. On the other hand, if the number of incompatibilities
leading to physiologic dysfunction is limited, they could be
correctable through knockout and transgenic technology.
Thus, the physiologic dysfunction of xenogeneic organs is
unlikely to be an insurmountable barrier to xenotransplan-
tation.

The other nonimmunologic barrier to xenotransplan-
tation is the risk of cross-species transfer of infectious
agents, potentially creating a health hazard, not only for
the recipient, but also for society as a whole. This possibil-
ity has gained significant attention, both in the scientific
literature and in the lay press, and the issue has become
confused by enormous uncertainties about the true risks
that are involved. Zoonosis is a term that has been used for
some time to describe the general process of cross-species
infection, and the term xenozoonosis has been developed
to describe infection transmission that might occur as a
result of xenotransplantation (1088). It is important to re-
alize that from the point of view of the individual recipient,
the risk of transmitting infection by xenotransplantation
is likely to be less than by current clinical allotransplanta-
tion, both because of the natural resistance to cross-species
transmission of infectious diseases and because it should
be possible to screen for and eliminate the presence of
known pathogens from the herd of donor pigs.

The major infectious concern, therefore, is that endoge-
nous retroviral sequences from donor cells might infect
the recipient’s cells, giving rise to previously unrecognized
pathogenic viruses (1089). The concern has been raised
that such new viruses might prove hazardous to other hu-
man beings in addition to the xenograft recipient (1090).
However, to date there is no evidence that such cross-
species transfer after a pig-to-human transplant would
generate a virus that would be infectious or pathogenic.
Indeed, studies of humans exposed to pig tissues have
not revealed any cases of detectable pig endogenous retro-
viruses (1091,1092). Nevertheless, the concern about in-
fections from xenotransplantation involves fear of the un-
known, for which it is impossible to assign an accurate
level of risk. At this time, therefore, public health agen-
cies and members of the transplant community are at-
tempting to design rational approaches for identifying the
true risks of xenotransplantation and detecting untoward
events rapidly, while at the same time allowing further
progress in this potentially enormously important field of
transplantation (1093).
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Clinical Progress in Xenotransplantation

Early clinical efforts in xenotransplantation took place
in the 1960s, and involved organ transplants from non-
human primates (163). One of the patients survived for
9 months with normal renal function provided by the
kidney of a chimpanzee (1094). Additional clinical trials
thereafter, using baboon hearts and livers, were consid-
erably less successful. More recent clinical trials have in-
volved fetal pig cells transplanted into the brains of pa-
tients with Parkinson or Huntington diseases. Survival
of pig tissue 8 months after the transplant was docu-
mented in a patient taking only moderate doses of im-
munosuppression (1095). These studies suggest that cel-
lular xenotransplantation may be achieved more easily,
and thus may be performed sooner, than solid-organ trans-
plants, especially because free cellular transplants lack the
vascular endothelium that is the target for both hypera-
cute and accelerated rejection. For organ xenotransplan-
tation, most investigators believe that further clinical tri-
als should await a reasonable expectation of success on
the basis of pig-to-nonhuman primate experimental stud-
ies, a goal that is becoming closer but has not yet been
realized.

SOME IMMUNOLOGIC ISSUES IN CLINICAL
TRANSPLANTATION

The Effect of Antigen Matching on Organ
Graft Survival

Clinical Data

In the absence of transplantation-antigen disparities, graft
rejection does not occur. However, the importance of anti-
gen matching is one of the controversial issues in clinical
transplantation. The debate is frequently confused by fail-
ure to focus on the quantitative issue of whether improved,
but incomplete, antigen matching influences the outcome
of organ transplantation sufficiently to warrant its logisti-
cal difficulties.

The evidence from transplantation of kidneys using liv-
ing related donors provides a clinical demonstration of
the importance of antigen matching in subsequent graft
survival. Two siblings may share all of their HLA anti-
gens (25% likelihood), half of their HLA antigens (50%
likelihood), or none of their HLA antigens (25% likeli-
hood). Identical twins share all of their transplantation
antigens, but siblings are generally matched for only about
half of the minor antigens that distinguish their parents,
even if they are HLA-identical. Data from a large interna-
tional database on kidney allograft survival from 1985 to
1999 showed a survival half-life of HLA-identical sibling
allografts of 23.4 years, as compared with 12.8 years for
haploidentical-related allografts (14). These data support

the basic concept that antigen matching matters, and for
related donors, MHC antigen matching is widely agreed to
be advantageous.

In the absence of a living related donor, transplanta-
tion is performed with organs from unrelated donors, usu-
ally from cadaveric sources. Because of the extensive poly-
morphism of MHC antigens, unrelated donors selected in
a random fashion would not be expected to share many
HLA antigens with the recipient. Similarly, there would
only be sporadic matching of the minor histocompatibil-
ity antigens. Correspondingly, the survival of organs from
cadaveric donors (half-life of 11.1 years in the large reg-
istry referred to previously [14]) has generally been shorter
than that of HLA-identical or one-haplotype–mismatched-
related transplants. Although longer ischemic time of ca-
daveric compared with living donor kidney transplants
could account for some of this difference, a significant
inverse correlation between graft survival and number of
(serologically determined) HLA mismatches was evident
among cadaveric donor recipients, and was still evident
among the subgroup with short ischemic times. A similar
effect could also be seen in recipients of living unrelated
donor transplants with various mismatches (14). A long-
term benefit for increased HLA matching could also be
seen in recipients of cardiac, but not liver, allografts (14).
Because all of these analyses are retrospective, an unan-
swered question is whether the potential added ischemic
time required for nonrandom distribution of cadaveric
organs to achieve a larger number of matched antigens
would lead to better results.

A second question for all unrelated transplants is
whether the more specific information provided by molec-
ular typing confers a graft survival advantage over sero-
logic typing. It appears that the typing for loci that cannot
be typed serologically, such as HLA-DP, as well as DNA typ-
ing within a serotype, can benefit the survival of cadaveric
transplants in heavily presensitized recipients, but proba-
bly not in unsensitized recipients (14). Thus, for the ma-
jority of recipients, it remains unclear that the distribution
of organs to achieve better matching would be worth the
effort, expense, and increased ischemic time, which might
negatively affect outcome.

Experimental Data

As previously discussed, miniature swine provide a
particularly useful large-animal model for testing exper-
imentally the importance of antigen matching. Over the
past 30 years, three herds of these animals have been
developed for studies of transplantation biology, with
each herd bred to homozygosity for a different allele at
the MHC (termed SLA in swine) (Figure 44.3). Subsequent
breeding was intentionally randomized within herds
in order to maintain a variety of segregating minor
histocompatibility loci, so that transplants among these
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◗ TABLE 44.7 Graft survival and antigen matching in
minipigs

Mismatch

Minors Major and
Graft only minors Class I a Class II a

Skin 11.8 ± 0.9 7.0 ± 0.4 10.8 ± 2.3 7.8 ± 1.0
Kidney 30.0 ± 15.0 (2/3) 12 ± 1.9 19.5 ± 6.8 (2/3) 21.8 ± 10.4

>120 (1/3) >120 (1/3)

aSingle haplotype mismatch.

animals resemble the situation within human families,
that is, HLA-identical versus nonidentical siblings.

Studies of skin and renal allografts between these ani-
mals produced the results shown in Table 44.7. The dif-
ference observed for skin graft survival between SLA-
matched and SLA-mismatched animals was modest, but
matching had a much more profound effect on kidney graft
survival. One third of the grafts between SLA-matched an-
imals survived indefinitely without immunosuppression,
despite the existence of multiple minor histoincompatibil-
ities. The ability to reject renal allografts across minor dif-
ferences was found to depend on an autosomal dominant
gene, not linked to the MHC (9).

Using intra-MHC recombinants between miniature
swine haplotypes, the relative importance of class I ver-
sus class II matching on renal allograft survival was ex-
amined in these large animals (9). The survival of renal
allografts with class I–only differences and with class II–
only differences is shown in Table 44.7. As in the mouse,
both class I and class II differences appeared sufficient to
cause prompt skin graft rejection. However, for kidney al-
lografts, class II matching was of particular importance
in determining the outcome. In fact, the results for minor
plus class I differences were indistinguishable from those
for minor histocompatibility antigen differences alone.

These experimental data were obtained without the ex-
ogenous immunosuppression always administered in clin-
ical studies. They demonstrate the biological principle that
antigen matching is important to graft survival and further
indicate that class II antigen matching is likely to be par-
ticularly important. No experimental system is likely to
settle the empirical issue in clinical medicine, however, of
how much benefit will be obtained under the conditions of
current practice.

HLA and Hematopoietic Cell Transplantation

In contrast to the results described previously for solid-
organ transplants, the importance of HLA matching for
unrelated HCT is unquestioned. Until quite recently, HCT
was performed almost exclusively in HLA-identical (or sin-
gle HLA-antigen mismatched) sibling pairs. Although this

restriction has severely limited the use of HCT (only 25%
of individuals have an HLA-identical sibling; another 5%
has a single antigen-mismatched–related donor), the com-
plications of HLA-mismatched transplantation have pro-
hibited its widespread use. Among these complications,
GVHD is the most prevalent and severe, with a severe form
of the disease occurring in 75% to 80% of recipients of re-
lated donor transplants differing at one to three HLA A, B,
or DR loci (1096). Additionally, the incidence of marrow
graft rejection increases in the presence of HLA disparity:
while only 2% of HLA-identical related donor grafts are
rejected, the figure increases to approximately 12% in re-
cipients of unmodified haploidentical-related donor grafts
(1039,1097).

Similar to solid-organ graft rejection, GVHD appears to
be a particularly severe problem in the setting of class II
MHC mismatching (1039,1098), but class I mismatching
can also confer GVHD risk (1099) and synergizes with class
II disparity (1039).

With respect to marrow graft rejection, class I (includ-
ing HLA-A,B, and C) disparities have been most strongly
associated with increased risk, which increases in propor-
tion to the number of such disparities (14,1039,1097). Al-
though the importance of class I mismatching, and par-
ticularly that of HLA-C, might suggest a role for NK
cell-mediated rejection, antidonor NK reactivity was not
demonstrable during the time of rejection in a patient re-
ceiving marrow from a donor whose HLA class I alleles
would be incapable of triggering recipient KIRs recogniz-
ing recipient class I alleles (1100). Thus far, a role for NK
cells in mediating marrow allograft rejection has not been
demonstrated in heavily conditioned hosts, but their role
may become more significant if mismatched transplants
are attempted with less toxic, nonmyeloablative regimens.
In contrast, a role for classical CTL is well established in
the rejection of even HLA-identical donor marrow follow-
ing myeloablative conditioning (1011). Rejection of HLA-
identical HCT is rare unless the donor product is T-cell
depleted (1038,1102,1103), but occurs quite frequently in
the setting of HLA-mismatched transplants, even without
T-cell depletion (1097), and increases even further with
T-cell depletion (1104,1105). Antidonor CTL specific for
the mismatched donor class I allele have been associated
with marrow rejection following unrelated donor trans-
plantation (1105). Class II disparities may also play a role
in unrelated donor stem cell graft rejection (1039), and
such rejection may be mediated by CD4+ CTL (29).

High resolution, PCR-based HLA typing methods have
increased the capacity to avoid HLA disparities that would
have previously (when only serologic HLA typing was
available) gone unrecognized. However, higher-resolution
HLA typing will obviously reduce the chance of finding
a fully matched unrelated donor, even with the availabil-
ity of large registries such as the National Marrow Donor
Program in the United States, which currently contains
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more than 5 million volunteer registrants. Already, many
patients do not succeed in finding an unrelated donor, and
thus the identification of “acceptable” mismatches in the
unrelated donor setting is of the utmost importance.

Crossmatch

There are several tests designed to detect pre-existing an-
tibodies with specificity for donor antigens in the serum
of potential recipients. First, recipients and donors must
be matched for ABO blood type because, with the ex-
ception of organs from donors of the A2 blood group,
transplantation across blood group barriers may cause
hyperacute rejection (see previous discussion). Second,
immediate pretransplant sera from prospective recipients
are tested for reactivity against lymphocytes of potential
donors. This “crossmatch” is generally performed by a
two-step, antibody-mediated, complement-dependent cy-
totoxicity assay, although methods using flow cytometry
are now becoming more popular in many centers.

”Sensitized” Candidate for Organ
Transplantation

Because kidneys and many other vascularized organs can-
not be transplanted safely into recipients with pre-existing
antibodies, the clinical goal is to avoid the formation of an-
tibodies reactive with donor antigens or to find organs that
do not express the particular HLA antigens against which
the recipient has been sensitized. Except for blood group
antibodies, recipient sensitization to transplantation anti-
gens generally occurs by prior exposure to allogeneic tis-
sue. This may occur as a result of blood transfusion, as
a result of previous organ transplantation, or, in women,
by exposure to paternal antigens on fetal cells during par-
turition. The degree of sensitization of a potential kidney
recipient is measured regularly by testing sera on a panel
of lymphocytes selected from individuals who collectively
express a broad representation of the HLA antigens, re-
sulting in assessment of high panel reactivity, as defined
earlier. Highly sensitized candidates may wait many years
to receive a kidney transplant.

The level of sensitization manifested by transplantation
candidates fluctuates over time. As a result, it is possi-
ble for recipients to have a negative crossmatch with a
donor’s cells using recently obtained serum, but a positive
crossmatch using previously collected sera. Transplanta-
tion in the face of this “historical positive crossmatch”
has been performed successfully. Obtaining crossmatch-
negative donors by locating well-matched organs or wait-
ing for a decline in the level of sensitization represent the
primary solutions currently available for sensitized pa-
tients. Recently, however, there have been successful re-
ports of renal transplants in the face of antidonor anti-
bodies as a means of using otherwise available kidneys,
through plasmapheresis and treatment with anti-CD20

mAb and/or IVIG, followed by immunosuppression geared
toward preventing antibody responses (1107,1108).

The Diagnosis of Rejection

In clinical organ transplantation, the most obvious man-
ifestation of the rejection process is usually diminished
function of the transplanted organ, but it is important to
confirm the immunologic origin of the event before in-
creasing immunosuppression. Unfortunately, no clinical
sign is by itself sufficient to diagnose rejection and in vitro
assays have been disappointing. Recent reports suggest
that measurement of urinary perforin and granzyme B lev-
els may be useful in this diagnosis (285,1109,1110). Never-
theless, the gold standard remains histologic examination
of the biopsy of the transplanted organ itself. Pathologists
have been able to identify the abnormal lymphocytic infil-
trate within grafts, to grade the intensity of the infiltrate,
and, for some organs, to describe histologic findings char-
acterizing the effects of immunologic injury (1111). Some
pathologic changes, including a lymphocytic infiltrate of
the vascular wall, seem to be well correlated with rejection
activity (1011,1012). In addition, pathologic changes sug-
gesting nonimmunologic causes of renal dysfunction may
be helpful in patient management. Recently, the immuno-
histologic finding of deposition of the complement compo-
nent C4d in the peritubular capillaries has been reported to
be indicative of rejection, especially in the kidney (1113),
although controversy remains as to whether this finding
can also be indicative of accommodation (1113,1114), the
phenomenon of organ graft prolongation in the presence
of antidonor antibodies (see previous discussion).

Despite the widespread reliance on the biopsy to de-
fine episodes of rejection, however, diagnosis of rejection
is often difficult even by this means because of problems
differentiating this diagnosis from drug toxicity and/or vi-
ral infection. Furthermore, when routine “protocol” biop-
sies of transplanted organs have been performed instead
of biopsies for suspected rejection, they have revealed a
poor correlation between histologic findings and clinical
evidence of rejection. These results are consistent with
several experimental models of tolerance induction that
have shown intense lymphocytic infiltrates in organs that
go on to survive indefinitely and/or in recipients who de-
velop tolerance to the donor antigens (117,1114). These
studies suggest that the amount of lymphocytic infiltrate
detected pathologically may not be helpful in diagnosing
rejection episodes and determining the need for treatment.

How Much Immunosuppression Is Enough?

Although the majority of transplant recipients respond im-
munologically to their new organ despite immunosuppres-
sion, some patients seem never to generate any rejection
activity and maintain their transplanted organ with very
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small doses of immunosuppressive drugs. Indeed, a few
patients have been known to stop all of their medications
but have kept their transplant for years without rejection.
On the other hand, some patients seem to require and tol-
erate very high doses of exogenous immunosuppression,
while others seem to be severely immunocompromised by
low doses of these drugs. These observations make it clear
that the amount of immunosuppression that is required
or that is safe is not the same for every individual or for
all grafts. Unfortunately there is no well-established assay
to determine the amount of immunosuppression an indi-
vidual requires and can safely tolerate for their particular
transplant.

CONCLUSION

The great danger in any textbook chapter is that the need
to summarize what we think is known will obscure the
much greater amount still left to be learned. In recent
years, enormous progress has been made in the study
of the major histocompatibility antigens, yet we still
know too little about the products of the numerous other
histocompatibility loci that encode the minor histocom-
patibility antigens. Recently we have gained important
insight into the role of antigen-presenting cells in T-cell
sensitization, but we still have not explored adequately
the role that indirect presentation of alloantigens plays
in graft rejection. During the past 2 decades we have
learned much about the generation and function of cyto-
toxic T lymphocytes and about their likely role in some
mechanisms of graft rejection and GVHD; however, our
understanding of noncytolytic mechanisms of rejection
and GVHD, which clearly exist, is much more limited.

Finally, this chapter has outlined several techniques for
the generation of immunologic tolerance to alloantigens in
experimental systems; however, as is described earlier, the
first human beings have only recently been transplanted
with a tolerance-inducing regimen (nonmyeloablative al-
logeneic BMT with simultaneous donor kidney transplan-
tation) that allows the early discontinuation of nonspe-
cific immunosuppression. The encouraging initial results
achieved with this approach raise hopes that routine toler-
ance induction may soon become a clinical reality. It is, of
course, the great fascination of transplantation immunol-
ogy that new insights into basic immunologic issues will
likely have important consequences for clinical transplan-
tation in the future.
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INTRODUCTION

In recent years, the field of tumor immunology has grown
explosively, and the boundaries of the field, never particu-
larly clear, have become less distinct. If one were to con-
sider tumor immunology as comprising all of the possi-
ble interactions of immune cells with tumors, it seems
that the topic of tumor immunology is enormous and
would include components of fields as diverse as angio-
genesis and carcinogenensis. Although our focus in the
present chapter is on harnessing the immune system to
control tumor growth, it has become clear that tumor
growth can be promoted by inflammatory immune re-
sponses. Immune cells have been shown to express a vari-
ety of factors that promote angiogenesis as well as metas-
tasis (1). Anti-inflammatory medications reduce the rate
of intestinal neoplasia, and ulcerative colitis is associated
with an increase in the incidence of human colorectal can-
cers (2). Studies in murine model systems indicate that
pro-inflammatory cytokines such as tumor necrosis fac-

tor (TNF)-α play a role in enhancing cell growth and de-
velopment through activation of NF-κB, which enhances
the expression of a variety of anti-apoptotic genes (3–5).
The complexity of these regulatory pathways was revealed
by a recent report demonstrating enhanced tumorogeneis
in hepatocytes that fail to up-regulate NF-kB, an effect that
results from sustained activation of c-Jun N-terminal ki-
nase in response to TNF-α treatment (6). In a recent report,
production of interleukin (IL)-23 appeared to play role
in up-regulating expression of pro-angiogenic factors in
the tumor environment (7). Although transforming growth
factor (TGF)-β has been shown to suppress tumor growth,
in some circumstances it can actually promote the growth
of tumor cells that have developed resistance to the pro-
apoptotic actions of TGF-β (reviewed in [8]). In a murine
model system, catecholamines produced in response to
stress were found to promote tumor growth by stimulating
angiogenesis (9). Overall, these results indicate that the im-
mune system can act through a variety of mechanisms to
promote rather than suppress tumor growth. Nevertheless,
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results of a variety of animal model studies as well human
clinical trials have demonstrated that cells of the immune
system can be effective at controlling and eliminating even
large tumor deposits, which is a primary focus of our re-
view.

Studies first carried out in the 1940s using trans-
plantable murine tumors indicated that T cells could rec-
ognize antigens expressed on tumor cells and that these
cells were capable of mediating tumor regression. These
findings lead to the identification in the 1980s of genes that
encoded tumor rejection antigens expressed on murine tu-
mors as well as the subsequent identification of antigens
recognized by human tumor reactive T cells. The observa-
tion that many of the human tumor antigens represented
widely expressed, nonmutated gene products lead to the
expectation that effective vaccine therapies could be de-
veloped for the treatment of cancer patients. The results
of vaccination therapies that boost the immune response
of individuals with cancer have, however, to this point
been disappointing. Vaccination with virus like particles
expressing human papilloma virus (HPV) proteins appear
to be successful in preventing the establishment of cervi-
cal cancer, which should lead to a significant reduction
in the mortality resulting from this form of cancer. How-
ever, the HPV vaccine prevents viral infection, interfering
with events that lead to cellular proliferation and transfor-
mation. Thus the HPV vaccine represents and extension
of the success of vaccines against infectious disease and
should not be viewed as a therapeutic cancer vaccine per
se: In spite of the presence of highly immunogenic HPV
epitopes, vaccination appears to be ineffective at treating
patients with existing diseases that appear to result from
infection with this virus. Therapies have been developed,
however, that are capable of resulting in the regression of
large established tumor metastases. In a current clinical
protocol involving the adoptive transfer of melanoma reac-
tive T cells, objective clinical responses have been observed
in approximately 50% of treated patients, and in between
10% and 15% of treated, long-term tumor regression has
been seen. A better understanding of the basic mechanisms
that regulate immune responses will hopefully lead to the
development of even more effective adoptive immunother-
apies and may also lead to the development of effective
cancer vaccines.

INITIAL DEMONSTRATIONS OF TUMOR
RECOGNITION BY CELLS OF THE
IMMUNE SYSTEM

Studies first carried out in the 1980s demonstrated that
normal spleen cells cultured in IL-2, termed lymphokine
activated killer cells (LAK cells), had the ability to lyse fresh
as well as cultured tumor cells. Uncultured cells derived
from normal tissues were not lysed by LAK cells. Lysis

of autologous as well as allogeneic tumor cells was ob-
served, demonstrating that recognition of target cells was
not MHC restricted.

Evidence for specific tumor recognition by cells of
the immune system was obtained in experiments first
conducted over 5 decades ago using murine tumors
generated through the use of the mutagen methylcholan-
threne (MCA). Mice that received a surgical resection
of previously inoculated tumors could be protected
against a subsequent tumor challenge (10); however,
while these mice were protected against challenge with
the immunizing tumor, either no or limited protection
was observed against challenge with other MCA tumors
(11,12). Subsequent observations indicated that CD8+

cytotoxic T cells were the cells that were primarily
responsible for mediating the rejection of MCA induced
tumors as well as other tumors (13,14,15 ).

The nature of antigens recognized by T cells was
first revealed by studies carried out using the mouse
mastocytoma P815. Variants of P815 generated by mu-
tagenesis resulted in the generation of variants, termed
tum-, that were rejected by syngeneic mice (16). The in
vitro stimulation of T cells derived from the mice that had
rejected the tum- cell lines resulted in the generation of
several cytotoxic T lymphocyte (CTL) clones that appeared
to recognize tumor antigens, some of which were also
expressed on the parental P815 cell line. Tumors that
arose following the injection of relatively low numbers
of P815 cells would partially regress in the majority of
injected mice, followed by regrowth of the tumor, leading
to the eventual death of injected mice (17). The recurrent
tumors had lost the expression of antigens detected
with P815-specific T cell clones, indicating that in vivo
immunoselection had occurred and providing evidence
that these antigens represented tumor rejection antigens.

The genes encoding tumor antigens expressed on mu-
tagenized P815 cells that were initially cloned by screen-
ing with tumor reactive CTL clones were found to contain
point mutations (18). These mutations resulted in the gen-
eration of the specific peptide epitopes that were the target
of the CTL clones that appeared to be responsible for tumor
rejection. Subsequent studies, however, indicated that tu-
mor rejection antigens could be derived from normal cellu-
lar genes. The P1A antigen, which was isolated from P815,
represented a nonmutated product (19). This gene prod-
uct was also expressed on a mastocytoma cell line and was
found to represent a differentiation antigen with a limited
tissue distribution. Immunization of mice with a transfec-
tant of L1210 leukemia cells that coexpressed P1A as well
as the costimulatory molecule B7–1 resulted in the pro-
tection against lethal challenge with wild-type P815 tumor
cells (20). These observations, as well as subsequent stud-
ies carried out in human clinical trials, described below,
provide evidence that nonmutated self-antigens represent
potent targets for tumor rejection.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-45 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:33

Tumor Immunology 1491

Approaches to the Identification
of Tumor Antigens
Three major approaches have been used to identify the
molecular nature of antigens that are naturally processed
and presented on tumor cells, which to date comprise more
than 100 antigenic proteins and/or epitopes (Table 45.1).
Most antigens have been identified using T cells with the
ability to recognize intact cancer cells, as assessed by ei-
ther specific cytokine release or lysis when T cells and
cancer cells are co-cultured. These T cells can be derived
by repeated in vitro sensitization with tumor cells or by
the culture of tumor infiltrating lymphocytes (TIL). These
anti-tumor T cells can be used to screen tumor cDNA li-
braries transfected into target cells containing the appro-
priate restriction element. Alternatively, peptides can be
eluted from cancer cells and used to pulse HLA-matched
target cells that are then tested for recognition by the anti-
tumor T cells. To identify HLA class II–restricted tumor
antigens, cellular proteins can be fractionated and fed to
antigen presenting cells (APC) until a single protein species
is identified.

A second approach to identify cancer antigens uses a
“reverse immunology” method in which putative antigens
are used to generate tumor reactive T cells by repeated
in vitro sensitization with candidate peptides from pro-
teins that were primarily identified through the use of
previously described peptide–MHC binding motifs. For

example, the HLA-binding motif for the HLA-A2 class I
molecule, which is expressed by approximately 50% of
Caucasians, consists of an optimal methionine, leucine,
or isoleucine anchor residue at position two and a valine
at the carboxy-terminal anchor residue position, generally
position nine or ten (21). The peptide reactive T cells are
then tested for the ability to recognize intact cancer cells
to determine whether the identified peptides are naturally
processed and presented on the surface of cancer cells.
Alternatively, mice transgenic for human major histocom-
patibility complex (MHC) molecules have been immunized
with candidate antigens and the murine T cells used to test
for cancer cell recognition. Observations indicate that only
a small percentage of the potential epitopes are naturally
presented on the cell surface at sufficient levels to allow
detection by T cells, which results at least in part from the
fact that the majority of peptides that are presented on the
cell surface in association with class I molecules appear to
be processed in the proteasome, a multi-subunit catalytic
complex that is responsible for generating the carboxy-
terminus of processed peptides (22). Thus, although it has
been surprisingly easy to use these techniques to generate
T cells against individual peptides, only a limited number
of these peptides are naturally presented on the surface of
tumor cells.

A third approach to the identification of tumor anti-
gens is a method that has been termed SEREX (serological

◗ TABLE 45.1 Representative Human Leukocyte Antigen (HLA) Class I and Class II Restricted T-cell Epitopes

Tumor Expression

Category Pattern Epitope Amino Acid Element Reference
HLA Restriction

Cancer testis

MAGE-A1 Many EADPTGHSY 161–169 A1 319
MAGE-A3 Many EVDPIGHLY 168–176 A1 25
NY-ESO-1 Many SLLMWITQC 157–165 A2 30
NY-ESO-1 Many SLLMWITQCFLPVF 157–170 DPβ1∗0401/2 35

Melanocyte differentiation antigen

MART-1 Melanoma AAGIGILTV 27–35 A2 40
gp100 Melanoma ITDQVPSFV 209–217 A2 47
gp100 Melanoma YLEPGPVTA 280–288 A2 48
Tyrosinase Melanoma YMDGTMSQV 369–377 A2 136
Tyrosinase Melanoma QNILLSNAPLGPQFP 56–70 DRβ1∗0401 57
Tyrosinase Melanoma SYLQDSDPDSFQD 450–462 DRβ1∗0401 57
gp100 Melanoma TTEWVETTARELPIPEPE 420–437 DRβ1∗0701 61

Overexpressed gene product

PRAME Melanoma LYVDSLFFL 301–309 A24 63
FGF-5 Renal carcinoma NTYASPRFK 172–176 and 204–207 A3 137

Mutated antigen

CDK4 Melanoma ACDPHSGHFV 23–32 HLA-A2 83
p14ARF:125–133, Many AVCPWTWLR 125–133 HLA-A∗1101 87
p16INK4a:111–119 Many AVCPWTWLR 111–119 HLA-A∗1101 87
HLA-A∗1101 Melanoma — — HLA-A∗1101 87
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analysis of recombinant cDNA expression libraries) (23).
This method, which utilizes antisera from cancer patients
to screen cDNA libraries constructed from tumor cells,
has resulted in the identification of thousands of target
molecules (online list available at http://www2.licr.org/
CancerImmunomeDB, registration is required). Although
some of the proteins identified using this technique are
expressed in a tumor-specific manner, many of the pro-
teins identified using this technique are expressed in nor-
mal tissues but appear to be overexpressed in tumor cells.
Normal proteins released from large masses of necrotic
and apoptotic tumor cells may also be processed by den-
dritic cells (DC) and may also lead to the generation of an-
tibodies against intracellular products that are normally
sequestered from the immune system.

CATEGORIES OF TUMOR ANTIGENS CAN
BE DEFINED BY EXPRESSION PATTERNS

Nonmutated Self-antigens Recognized by
CD8+ and CD4+ T Cells

Cancer/Testis Antigens

The genes that encode a wide variety of antigens expressed
in both murine and human tumors have now been identi-
fied either using T cells that have been deliberately sensi-
tized against tumor cells or by culturing TIL cells in vitro
with IL-2. The first antigen shown to be recognized by hu-
man tumor reactive T cells, termed MAGE-1, was isolated
by screening a melanoma genomic DNA library derived
from the MZ2-MEL cell line with a CTL clone that rec-
ognized MZ2-MEL cells (24). MAGE-1 was found to be a
nonmutated gene that was a member of a large, previously
unidentified gene family. The T cell epitope identified us-
ing the MAGE-1 reactive CTL clone was recognized in the
context of the HLA-A1 restriction element. Several addi-
tional members of the MAGE gene family have now been
shown to encode T cell epitopes recognized by tumor reac-
tive T cells (25,26). These genes are expressed exclusively
either in the testes alone or in testes and placenta, but not
in other normal tissues, and have been termed cancer/testis
antigens. These tissues fail to express HLA molecules and
thus are not recognized by T cells reactive with members
of this gene family. Members of the MAGE gene family are
expressed in a variety of tumor types, including melanoma,
breast, prostate and esophageal cancer. Although variable
levels of expression were observed in these tumor types,
DNA methylation was found to play a predominant role
in regulating expression of MAGE family genes. Cells in
which the MAGE-1 gene was highly methylated failed to
express this gene product, and treatment of cultured cells
with the demethylating agent 5-aza-2′-deoxycytidine up-
regulated gene expression in tumor cells as well as normal
cultured fibroblasts (27,28).

The NY-ESO-1 antigen, which was initially identified us-
ing the SEREX technique (29), represents a cancer/testis
antigen that is unrelated to the MAGE family of genes. The
peripheral blood of a melanoma patient with a high serum
titer of anti-NY-ESO-1 antibodies was found to contain
HLA class I–restricted T cells directed against this anti-
gen, and further studies resulted in the identification of
the NY-ESO-1:157-165 peptide as a dominant epitope rec-
ognized by HLA-A2–restricted, NY-ESO-1–reactive T cells
(30,31). The NY-ESO-1 molecule is expressed in approxi-
mately 30% of breast, prostate, as well as melanoma tu-
mors. In contrast to other antigens such as tyrosinase
and MAGE-1, for which infrequent antibody responses
have been observed, 10 out of 12 patients with NY-ESO-
1–positive tumors possessed serum antibodies directed
against this antigen (32). In addition, tumor burden was
positively associated with the titer of anti-NY-ESO-1 anti-
bodies (31), and the presence of NY-ESO-1 antibodies was
associated with the presence of T cells directed against the
NY-ESO-1:157-165 HLA-A2–restricted epitope (33).

The presence of relatively high-affinity anti-NY-ESO-1
IgG antibodies is indicative of the presence of cognate help
resulting either from the recognition of NY-ESO-1 class
II–restricted epitopes that are presented on the tumor cell
surface or epitopes that are processed and presented by
APC that have taken up NY-ESO-1 protein released from
tumor cells. Multiple NY-ESO-1 epitopes that are recog-
nized by CD4+ T cells have been identified by in vitro stim-
ulation with candidate epitopes (34,35,36). It is not clear
that these epitopes are naturally processed and presented
in vivo, however, as evidence that T cells generated in vitro
using these peptides recognized tumor cells or APCs that
have been pulsed with tumor cell lysates was not presented
in many of these studies.

Melanocyte Differentiation Antigens

The gene encoding the melanoma antigen designated
MART-1 (37) or Melan-A (38) was isolated following the
screening of melanoma cDNA libraries with an HLA-A2–
restricted tumor reactive TIL and a CTL clone derived by in
vitro sensitization, respectively. The MART-1 gene encoded
a 118 amino acid protein that is expressed in between 80%
and 90% of fresh melanomas and cultured melanoma cell
lines (39). The majority of melanoma-reactive, HLA-A2–
restricted TIL were shown to recognize MART-1, indicat-
ing that this is a highly immunodominant antigen (40,41).

The MART-1 antigen is representative of a set of
gene products, termed melanocyte differentiation antigens
(MDAs), that are expressed in melanoma as well as in nor-
mal melanocytes present in the skin as well as in the retina.
Tumors arising from glial cells have also been shown to ex-
press MDAs, and low levels of expression of these products
have been detected in normal brain tissue (42–44). Expres-
sion of these genes products results from the activity of

http://www2.licr.org/CancerImmunomeDB
http://www2.licr.org/CancerImmunomeDB
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tissue-specific promoters (45), an observation that is con-
sistent with the fact that that normal melanocytes as well
as glial cells are derived from neuroectrodermal tissue.

In an attempt to identify the dominant T cell epi-
tope recognized by MART-1–reactive, HLA-A2–restricted
T cells, a set of 23 candidate peptides from MART-1 were
synthesized and tested for their ability to be recognized
by MART-1–reactive T cells. The peptides that were syn-
thesized conformed to the optimal HLA-A2–binding mo-
tif, which consists of a leucine, isoleucine, or methion-
ine at the primary anchor position 2 and a valine at the
carboxy-terminal primary anchor position (21). In addi-
tion, MART-1 peptides that contained an optimal residue
at one of the primary anchor positions but a conser-
vative substitution at the second primary anchor posi-
tion were synthesized. The results of peptide screening
assays demonstrated that HLA-A2–restricted, MART-1–
reactive T cells recognized a single nonamer peptide
AAGIGILTV(MART-1:27-35) as well as two overlapping de-
camers EAAGIGILTV and AAGIGILTVI (40). Nine out of
10 HLA-A2–restricted TIL cultures recognized the MART-1
gene product, and each of these cultures recognized that
MART-1:27-35 epitope. Subsequent studies carried out
by mass spectrometric analysis of peptides eluted from
HLA-A2 molecules isolated from the surface of melanoma
cells indicated that the AAGIGILTV(MART-1:27-35) non-
amer represented the predominant MART-1 epitope that
was naturally processed and presented on the surface of
melanomas, as neither of the overlapping decamer pep-
tides were isolated using this technique (46). The MART-
1:27-35 peptide did not conform to the optimal HLA-A2
binding motif, as it contained an alanine residue at the
second position and was found to bind HLA-A2 with a rel-
atively low affinity (47). These results have lead to further
studies to explore the factors that may be involved with
the expansion of T cells reactive with this epitope, as well
as attempts to sensitize T cells using peptide variants that
bind HLA-A2 with a higher affinity, which are discussed
later in this chapter.

Several proteins were initially shown to be involved in
the synthesis of melanin but were subsequently found to
represent MDAs, including the gp100, tyrosinase, tyrosine-
related protein (TRP-1), and TRP-2 gene products. In
one study, pools of peptides eluted from the surface of
melanoma cells were separated on HPLC columns and
tested for their ability to sensitize target cells for T cell
recognition (48). Candidate peptides present in positive
subpools were then sequenced using a triple quadrupole
mass spectrometer. They were then synthesized and tested
for T cell recognition, resulting in the identification of
the gp100 peptide YLEPGPVTA (gp100:280-288) as an epi-
tope that was recognized by 5 out of 5 in vitro cultured
CTL lines. Further studies resulted in the identification
of multiple immunodominant HLA-A2–restricted epitopes
from the 661 amino acid gp100 glycoprotein. Following the

screening of four gp100-reactive TIL lines with 169 pep-
tides from the gp100 protein identified as potential can-
didates based on the use of the HLA-A2 binding motif,
three additional gp100 epitopes, ITDQVPFSA(gp100:209-
217), KTWGQYWQV (gp100:154-162), and VLYRYGSFSV
(gp100:476- 485) were identified (47). As noted earlier for
the MART-1 epitope, the ITDQVPFSA(gp100:209-217) and
KTWGQYWQV (gp100:154–162) peptides do not conform
to the consensus HLA-A2 binding motif, which lead to fur-
ther studies described later in this chapter examining the
antigenicity and immunogenicity of variants of these epi-
topes that conformed to this binding motif.

Epitopes from many of the MDAs have been found to
be recognized in the context of restriction elements other
than HLA-A2, and in addition, epitopes on these molecules
recognized by murine tumor reactive T cells have been
identified. Tyrosinase (49,50), TRP-1- and TRP-2-reactive
T cells (51,52,53) have been shown to these gene products
in the context of a variety of HLA class I alleles. A peptide
epitope recognized by HLA-A2–restricted, TRP-2–reactive
T cells, SVYDFFVWL (TRP-2:180-188), also represented a
dominant epitope recognized by H-2Kb restricted T cells
(54). Adoptive immunotherapy studies carried out using
the B16 murine melanoma also demonstrated that this rep-
resented a tumor rejection antigen.

One of the epitopes of tyrosinase found initially to be
recognized by CD8+ T cells in the context of HLA-A2 was
also found to be recognized by CD4+ T cells (55), an ob-
servation that, while unusual, has been reported for an-
other melanoma-reactive CD4+ T cell (56). The lack of de-
pendence on CD8 for target cell recognition indicates that
these cells may express particularly high-affinity T cell re-
ceptors (TCR).

Several of the MDAs initially identified as the targets
of class I–restricted T cells have also been shown to be
recognized by class II–restricted CD4+ T cells. Two epi-
topes of tyrosinase were found to be recognized in the
context of HLA-DRβ1∗0401 (57). Additional shared class
II–restricted epitopes that have been described include an
epitope that is shared between TRP-1 and TRP-2 (58) as
well as multiples epitopes derived from the gp100 glyco-
protein (59–61).

Overexpressed Gene Products

Gene products that are expressed at low levels in normal
tissues but that are overexpressed in a variety of tumor
types have also been shown to be recognized by T cells.
Screening of an autologous renal carcinoma cDNA library
with a tumor reactive, HLA-A3–restricted T cell clone re-
sulted in the isolation of FGF5 (62), a protein that was
expressed only at low levels in normal tissues but up-
regulated in multiple renal carcinomas as well as prostate
and breast carcinomas. Use of a similar approach with
an HLA-A24–restricted melanoma-reactive T cell clone
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resulted in the isolation of a previously undescribed gene
that was termed PRAME (63). This gene product appeared
to be expressed are relatively high levels in melanomas
as well as additional tumor types, but was also detected
in a variety of normal tissues that included testis, en-
dometrium, ovary, and adrenals. The HLA-A24–restricted
PRAME-reactive T cell clone, however, expressed the nat-
ural killer (NK) inhibitory receptor p58.2, and tumor cell
recognition was dependent upon loss of expression of the
HLA Cw-7 allele that represented the ligand for the in-
hibitory receptor, which may explain the lack of recogni-
tion of normal tissues that express relatively high levels of
this HLA gene product. Products derived from endogenous
retroviral sequences that are overexpressed specifically in
tumor cells have been shown to be recognized by murine
(64) as well as human T cells (65).

Generation of T Cells Using Candidate
Epitopes (“Reverse Immunology”)

Candidate epitope approaches have been utilized to gen-
erate T cells reactive with peptides derived from over-
expressed gene products, as well as to generate T cells
reactive with additional epitopes of previously identified
tumor antigens. In many cases, HLA binding motifs have
been used to identify a panel of peptides that are then
synthesized and tested for their ability to bind to a par-
ticular MHC allele, followed by in vitro sensitization or
in vivo immunization with candidate peptides. Using this
approach, immunogenic peptides have been identified in
the human carcinoembryonic antigen (CEA) (66), a pro-
tein that is overexpressed in colon and breast carcinomas.
Similar approaches have been used to identify epitopes
in proteins that are overexpressed in prostate carcinomas
such as prostate-specific antigen (PSA) (67) and prostate
specific membrane antigen (PSMA) (68).

Attempts to generate T cells reactive with Her-2/neu,
a protein that is frequently overexpressed in a variety
of tumor type including breast carcinomas, have primar-
ily focused on the Her-2/neu:369-377 peptide, a peptide
that binds with high affinity to HLA-A2. Initial studies
indicated that T cells generated with this peptide recog-
nized the appropriate tumor targets (69). Subsequently,
immunization of patients with the same peptide in Fre-
und’s incomplete adjuvant was found to result in the gen-
eration of peptide-reactive T cells following two in vitro
stimulations of postvaccination peripheral blood mononu-
clear cell (PBMC) from three out of the four patients who
were tested (70). Although these T cells recognized targets
cells that were pulsed with relatively low concentrations
of the Her-2/neu:369-377 peptide, they failed to recognize
HLA-A2+/Her-2/neu+ tumor cells, and objective clinical re-
sponses were not observed in this trial.

A peptide corresponding to amino acids 540-548 of the
human telomerase catalytic subunit (hTERT) was initially
reported to generate tumor reactive T cells (71). The re-

sults reported by additional investigators, however, have
failed to provide evidence that T cells generated using this
peptide recognized tumor targets (72,73). Inefficient pro-
cessing may be responsible for these findings, as the in-
cubation of a long peptide corresponding to amino acids
534-554 of the telomerase protein with purified protea-
somes resulted in the production of multiple cleavage
products but did not result in the generation of peptides
containing the appropriate carboxy terminus (72), in con-
trast to results observed with naturally processed T cell
epitopes.

It is not clear why there is disagreement with regard to
the ability of T cells generated using candidate antigens
to recognize unmanipulated tumor cells. Factors such as
patient-to-patient variation, as well as the use of different
treatments, such as incubation of in vitro cultured cell lines
with interferon (INF)-γ , may play a role in these findings.
Inadequate specificity controls as well as the use of bulk,
uncloned T cell lines, however, may also at least in part be
responsible for these discrepancies.

Another factor that appears to contribute to the dif-
ficulty in identifying naturally processed T cell epitopes
is the fact that only a small percentage of the potential
epitopes that are capable of binding to a particular MHC
molecule are naturally processed and presented on the cell
surface at sufficient levels to activate a T cell. The carboxy-
terminus of the majority of processed peptides is generated
within the proteasome, a multi-subunit complex of prote-
olytic enzymes that possess preferential polypeptide cleav-
age sites. Based on these findings, additional techniques
have been used to identify naturally processed peptides. In
one study, 27-mer polypeptides that encompassed 19 po-
tential HLA-A2 binding peptides from the PRAME antigen
were incubated with proteasomes, followed by the analysis
of the peptides that resulted from proteasomal degradation
(75). Four peptides were identified as potential candidates
on the basis of the production of peptides containing the
correct carboxy-terminus as well as the lack of internal
cleavage of the peptides following proteasomal digestion,
and T cells generated using these peptides were shown to
recognize endogenously processed antigen. Using a simi-
lar approach, an immunogenic epitope was identified from
the widely expressed antigen SSX-2 (76).

Another method that has been used to identify natu-
rally processed epitopes is the use of mass spectrometry
to sequence peptides that have been eluted from MHC
molecules isolated from the surface of human tumor cells.
Use of this technique, coupled with microarray gene ex-
pression profiling, resulted in the identification of peptides
that were derived from proteins that were overexpressed
in tumor cells (77). Peptides identified using this approach
may in many cases not be immunogenic, as the expression
of these proteins at some level in normal tissues may lead to
self-tolerance; however, one of the peptides that was identi-
fied in this study also appeared to be recognized by human
tumor reactive T cells.
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Epitopes Identified through the Use of HLA
Transgenic Mice

Transgenic mice that express human HLA molecules have
also been immunized in an attempt to identify T cell epi-
topes that are naturally processed and presented on tumor
cells. Mis-sense mutations have been shown to result in
overexpression of p53 in a wide variety of tumor types;
however, self-tolerance due to the wide expression of p53 in
normal cells appears to be responsible for the difficulty in
generating T cells capable of recognizing nonmutated p53
epitopes (78,79,80). High-affinity, p53 reactive T cells, how-
ever, were generated by immunization of HLA transgenic
mice with the human p53:264-272 peptide that contained
only a single substitution of asparagine for aspartic acid
at the fifth position (81). Human T cells that were trans-
duced with the murine p53 TCR were capable of recogniz-
ing a variety of human tumor cells that overexpressed p53
(82). Both CD8+ and CD4+ T cells that were transduced
with the murine p53 TCR recognized p53 overexpressing
tumors, as expected on the basis of previous observation
of a high affinity.

Transgenic mice expressing human MHC molecules
have also been used to identify HLA class II restricted T
cell epitopes. Mice expressing the human HLA-DRβ1∗0401
class II restriction element were immunized with the NY-
ESO-1 protein and screened for their ability to recognize
peptides derived from the native protein. One of the epi-
topes that was identified using this approach, NY-ESO-
1:160-180, was then used to sensitize human T cells. The T
cells that were generated using this approach were found
to recognize an epitope of NY-ESO-1 in the context of the
HLA-DPβ1∗0401 and 0402 alleles, which are expressed by
more than 80% of patients (35). This epitope overlapped
with a previously described immunodominant HLA-A2–
restricted epitope NY-EOS-1:157-165. Subsequent studies,
however, have failed to confirm the association between
expression of the HLA-DP4 allele and NY-ESO-1 immu-
nity (83), and peripheral CD4+ T cells from 11 out of 13
melanoma patients were found to recognize additional NY-
ESO-1 epitopes in the context of multiple HLA class II alle-
les (36). Immunization of HLA-DRβ1∗0401 mice has also
resulted in the identification of T cells that recognize epi-
topes of gp100 (60).

T Cell Epitopes Identified Using Full Length
Recombinant Tumor Antigens

Recombinant proteins, as well as viruses that en-
code full-length tumor antigens, have also been used to
carry out in vitro sensitization of human T cells to iden-
tify T cell epitopes. Pulsing of PBMC with recombinant
gp100 protein followed by in vitro sensitization resulted
in the identification of an HLA class II–restricted epi-
tope of gp100 (61). The use of T cell–depleted PBMC in-
fected with recombinant adenovirus, vaccinia virus, or
fowl pox virus encoding NY-ESO-1 to stimulate autologous

T cells resulted in the identification of NY-ESO-1 epitopes
that were recognized in a variety of MHC class II gene
products (36).

Mutated Antigens

Mutated Gene Products Recognized by
CD8+ and CD4+ T cells

A variety of mutated antigens have also been identified as
targets of tumor reactive T cells. While these studies have
not providing generally useful targets for therapy, they
have in some cases provided insights into mechanisms in-
volved with tumor development. The CDK4 gene product
that was cloned using a CTL clone contained a point muta-
tion that enhanced the binding to the HLA-A2 restriction
element (84). This mutation, which was identified in one
out of an additional 28 melanomas that were analyzed,
lead to inhibition of binding to the cell cycle inhibitory
protein p16INK4a and may have played a role in the loss of
growth control in this tumor cell. A point-mutated product
of the β-catenin gene containing a substitution of phenyl-
alanine for serine at position 37 was isolated by screen-
ing a cDNA library with an HLA-24–restricted, melanoma
reactive TIL line (85). The peptide epitope corresponded
to amino acids 27 to 35 of the mutated β-catenin gene
product, and the phenylalanine substitution appeared to
have generated an optimal peptide for binding to HLA-
A24. This mutation was found to stabilize the β-catenin
gene product by altering a critical serine phosphorylation
site, and two out of 24 additional melanoma cell lines were
found to express transcripts with identical mutations (86).
Previous studies demonstrating that β-catenin functions
as a transcriptional activator are consistent with the hy-
pothesis that the mutated gene products may have played
a role in the development of these tumors. A mutated
caspase-8 transcript was identified using T cells reactive
with head and neck cancer (87), and overlapping frame-
shifted transcripts of the p14ARF and p16INK4 genes were
found to encode an epitope recognized by melanoma re-
active T cells (88). These observations provide support for
the notion that mutated gene products that play a role in
promoting tumoriogenesis may frequently serve as the tar-
gets of tumor reactive T cells, as there may have been se-
lective pressure to maintain expression of these products
(89–91).

The observations made in murine studies indicating
that immunization against an individual tumor does not
generally result in cross-protection against multiple tu-
mors has lead to the suggestion that mutant T cell epitopes
represent the dominant antigens responsible for tumor re-
jection (92). The identification of mutated antigens is also
more difficult due to the problems with identifying the ap-
propriate class I or class II restriction element and may
have lead to their being underrepresented in studies at-
tempting to identify human cancer antigens. In addition,
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the nature of mutated antigens may make them more po-
tent targets, as T cells reactive with these epitopes may
not have undergone the same degree of negative selection
as those that are reactive with normal, nonmutated self-
antigens. Nevertheless, the studies described in this chap-
ter suggest that normal self-proteins can represent tumor
rejection antigens, as the adoptive transfer of cells whose
predominant reactivity is directed against MDAs such as
MART-1 and gp100 can lead to the regression of even bulky
tumor deposits.

Common Mutations Can Provide Candidate
Epitopes for T Cell Generation

Attempts have been made to generate tumor reactive
T cells using epitopes that result from mutational hot spots
that are present in some oncogenes. This approach has
been used to generate responses against p21ras, which is
frequently mutated at position 12 and 61, as well as pep-
tides that result from junctional sequences present in bcr-
abl fusion products that are frequently expressed in can-
cers such as acute lymphoblastic leukemia (reviewed in
[93]). While caution is needed in evaluating the reactivity
of T cells generated using candidate epitope approaches,
antigen presentation of class II–restricted epitopes may
not result from direct recognition of tumor cells. Constitu-
tive expression of HLA class II has been observed in some
tumor types, in particular melanoma, but is not generally
observed in other tumor histologies. APCs such as DCs and
monocytes, however, can process and present exogenous
proteins derived from tumor cells to class II–restricted T
cells (94). Cross-priming of HLA class I–restricted tumor
reactive T cells has been observed (94,95), and thus it is
also theoretically possible that these epitopes could be pre-
sented by DC. These observations have been made in ex-
perimental systems and may not contribute significantly to
normal in vivo immune responses to human tumors, how-
ever, as tumors generally appear to be capable of directly
presenting HLA class I–restricted epitopes to appropriately
activated T cells.

Cancers with Viral Etiologies May Provide Potent
Targets for Immune Responses

Although the expression of viral oncogenes has been shown
in experimental systems to lead to the development of a
wide variety of cancers, viruses have not been shown to
play a role in the development of the majority of human
cancers. Nevertheless, it is now clear that viruses play an
important role in the etiology of cancers such as genital
and hepatic carcinomas. Infection with papilloma viruses,
a group of double-stranded DNA viruses that infect squa-
mous epithelium, is highly associated with the develop-
ment of a variety of genital lesions that range from warts
to carcinoma. Cancer of the cervix is now the second most

common cancer in women worldwide and poses a particu-
lar threat to women in third-world countries where routine
pap smears are not carried out. Nearly 100 HPV genotypes
have been identified, and infection with HPV 16 and 18
as well as several additional genotypes is highly associ-
ated with the development of genital cancers (reviewed in
[96]). The viral proteins E6 and E7 have been shown to
lead to cellular transformation in vitro (97) and appear to
be responsible for the induction of tumorogeneis following
in vivo infection with HPV. The role of the immune system
in controlling HPV infection and development of malig-
nancy was demonstrated by the observation that neutraliz-
ing antibodies directed against the major viral capsid pro-
tein L1 are highly protective, as demonstrated in passive
transfer studies carried out in animals (98). Cell-mediated
immunity may also play a protective role, however, as
spontaneously regressing genital warts have been found to
contain dense infiltrates of lymphocytes and macrophages
(99). Recombinant vaccines have been produced by the
generation of virus-like particles (VLP), self-assembling
particles that form following the expression of the HPV
L1 protein in recombinant viral and yeast systems, were
initially found to be protective in animal models (98,100).
The results of a phase II trial in which 2,392 women be-
tween 16 and 23 years of age were immunized with HPV16
VLPs indicated that 100% of the vacinees protected against
infection with HPV 16 (101). The results of another hase
II trail carried out with an HPV 6,11,16,18 quadrivalent
vaccine demonstrated a reduction of infection with HPV
6,11,16 and 18 by 90% compared with placebo (102). Al-
though vaccination with VLP does not lead to the regres-
sion of established disease, a variety of therapeutic vacci-
nation strategies are also being tested.

A role for both hepatitis B virus (HBV) and hepatitis C
virus (HCV) infection in the development of cirrhosis as
well as hepatocellular carcinoma has been clearly demon-
strated. Hepatitis is a noncytopathic virus, and infection
of normal healthy individuals generally lead to sponta-
neous regression as a result of immune responses directed
against HBV; however, in about 3% of individuals, chronic
infection leads to cirrhosis and hepatocellular carcinoma
(103). Damage to the liver appears to result in the most part
from immune responses directed against HBV-infected
cells and nonspecific inflammatory responses (reviewed in
[104]). In contrast to HPV, studies have failed to provide ev-
idence that oncogenic proteins derived from HBV or HCV
result in transformation. The increased cell turnover re-
sulting from chronic hepatitis infection may lead to carci-
noma development by increasing the number of somatic
mutations generated in normal hepatocytes (105). Vacci-
nation with HBV has been found to be effective at reducing
the rate of development of hepatic carcinoma; however,
immunization is only partially effective in some popula-
tions, particularly children born to HBV positive women
(106). The challenge for the future is to develop effective
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preventive vaccines for HCV as well as effective therapeu-
tic vaccines for HBV and HCV.

Functional TCR Avidity/Affinity
and Diversity

Observations made in several studies suggest that there
are wide variations in functional avidity of T cells reac-
tive with a particular peptide epitope. Vaccination with
the MART-1:26-35 native peptide was reported to increase
the avidity of T cells present in peripheral blood reactive
with this epitope, as defined by the ability of those cells to
recognize target cells pulsed with titrated doses of the cog-
nate peptide (107). Analysis of the T cell repertoire in this
study indicated that the increase in avidity resulted from
an oligoclonal T cell expansion.

The identification and isolation of T cells with high
affinity has also been carried out through the use of specific
peptide–MHC tetramers, complexes that can be generated
by incubating biotinylated MHC molecules that have been
refolded in the presence of a specific MHC-binding peptide
with streptavidin (108). The levels of binding of HLA-A2
MART-1:27-35 tetramers was found to correlate with func-
tional T cell avidity (109), and similar findings were re-
ported for additional T cell epitopes (110). A lack of corre-
lation between tetramer binding and avidity, however, has
been noted in some studies (111,112), which may reflect
the fact that many variables can affect tetramer binding.
These findings have lead to attempts to devise methods to
more reliably evaluate TCR affinity. Measurement of the
off-rate of tetramer binding has been shown to be more
directly correlated with affinity than direct binding (113).
Tetramers prepared with mutated MHC molecules that fail
to interact with CD8 have also been used to identify high-
affinity TCRs. While the wild-type HLA-A2 molecule was
found to bind to CD8 with an estimated affinity of 137 μM,
binding of an HLA-A2 mutant containing both a substitu-
tion of aspartic acid for lysine at position 227 and of thre-
onine for alanine at position 228, termed D227K/T228A,
to CD8 was essentially undetectable (>10,000 μM) (114).
A comparison of the levels of binding of native and A2
227/228 KA tetramers has provided the means to distin-
guish high affinity from low affinity TCR (115). Further
studies carried out using the D227K/228A mutant have
demonstrated that antibodies to CD8 can enhance or in-
hibit T cell activation, and this activity appears to be inde-
pendent of the binding of CD8 to MHC molecules (116).
Observations indicating that the CD8 molecule present on
the cell surface plays an important role in organizing the
TCR on the cell surface (117) and may in fact directly in-
teract with the TCR (118,119) are consistent with these
findings.

In a recent study, a panel of MART-1 reactive T cell
clones were examined for their ability to recognize tumor
and peptide pulsed target cells, as well as for their ability

to bind to the wild-type or mutant D227K/T228A HLA-A2
tetramers (120). The T cell clones that produced high lev-
els of cytokines in response to tumors as well as peptide
pulsed targets bound to both the wild-type and mutant
tetramers, whereas clones that produced relatively low lev-
els of cytokines bound to the wild type-but not the mutant
tetramer, results that were confirmed by studies carried
out using the TCRs that were isolated from these cells.

Additional studies have provided evidence for a restric-
tion in the repertoire of MART-1 reactive T cells. While
a variety of TCR beta chain variable (TR-BV) sequences
have been associated with recognition of MART-1 (121),
the majority of receptors directed against this epitope were
found in multiple studies to express TR-AV 12 (120,122).
The dominant usage of particular TCR α chains observed
in responses against both tumor and viral antigens sug-
gests that structural features of germline encoded α chain
residues may play an important role in dictating TCR
specificity, while α chain junctional diversity along with
β chain usage may influence TCR affinity (123).

Multiple Mechanisms Involved with
Generating T Cell Epitopes Revealed by
Tumor Antigen Studies

A variety of previously unconventional mechanisms have
been shown to be involved with generating epitopes that
have been identified using T cells derived either by in
vitro or in vivo tumor stimulation. While introns are nor-
mally spliced from RNA transcripts prior to being ex-
ported to the cytoplasm, multiple T cell epitopes have
been found to encoded by intronic sequences (124–127).
Although unspliced transcripts may occur at relatively
low frequencies in both normal and malignant cells,
a transcript containing an intronic sequence of the N-
acetylglucosaminyltransferase V gene that encoded a T cell
epitope recognized by tumor reactive T cells was found to
be expressed in approximately 50% of melanomas (128).
Normal cells did not express transcripts containing in-
tronic sequences, indicating that splicing was altered in
tumor cells. Alternative open reading frames have also
been found to antigens recognized by tumor reactive T
cells (129–132). An influenza epitope translated from an
alternative open reading frame appears to result from read-
through of the normal initiation codon at a low frequency
that is dependent on the context of that codon and the
number of additional start codons that precede the alter-
native open reading frame (133), and the open reading
frame encoding an antigen expressed in renal cancer cells
was initiated from a non-AUG codon (134). A T cell epi-
tope was found be encoded by frame-shifted transcripts
of p16INK4a, and p14ARF was identified using melanoma
reactive T cells (88). Alternative splicing of transcripts
derived from the CDKN2A tumor suppressor gene locus
gives rise to both p16INK4a and p14ARF, and small exonic
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deletions that result in frame-shifted transcripts of this lo-
cus have been frequently observed in tumor types such as
acute myeloid leukemia (AML) and melanoma (135,136).

Unconventional mechanisms of protein processing are
also involved with generating tumor antigen epitopes. An
HLA-A2–restricted epitope from tyrosinase was found to
contain an aspartic acid residue that resulted from degly-
cosylation of an asparagine residue that represented a gly-
cosylation site in the native protein (137). In addition, an
epitope derived from the FGF-5 molecule that was recog-
nized by renal cancer reactive T cells was generated as a re-
sult of protein splicing (138,139), a mechanism of protein
processing that had not previously been shown to occur in
eukaryotes, having only been demonstrated in unicellular
organisms (140) and plants (141).

Additional results have demonstrated altered antigen
processing in cells expressing the immunoproteasome,
which is expressed in professional APCs as well as inter-
feron gamma (IFN-γ )–treated cells and differs in substrate
specificity from the proteasome as a result of the replace-
ment of the β1, β2, and β5 subunits with the INF-γ in-
ducible subunits LMP2, MECL1, and LMP7 (74). The re-
sults of in vitro studies suggested that the MART-1:26–35
and gp100:209-217 epitopes were inefficiently processed
in melanomas that had been treated for several daya with
IFN-γ to induce expression of the immunoproteasome
(142). Expression of the immunoproteasome is needed,
however, for the efficient processing of many additional
T cell epitopes (143,144).

Enhanced Antigenicity and Immunogenicity
of High-affinity Altered Peptide Ligands

Peptide binding studies have revealed that the native
MART-1:27-35 peptide as well as the gp100:209-217 and
280-288 peptides possessed relatively low binding affini-
ties to HLA-A2. The observation that the sequence of these
peptides does not conform to the consensus HLA-A2 bind-
ing motif lead to studies aimed at generating a higher
affinity peptide that is more immunogenic than the native
peptide. The substitution of methionine for the threonine
at position two in the native gp100:209-217 peptide lead
to a peptide with a nine-fold higher affinity for HLA-A2
than the native peptide, and the substitution of an opti-
mal valine for the alanine present at position nine in the
gp100:280-288 peptide lead to a 10-fold higher affinity than
the native peptide (145). Variants containing additional
modifications at these positions as well as at positions
one and three were generated and found in some cases
to bind with higher affinity to HLA-A2 than these variants;
however, gp100 reactive TIL recognized the gp100:209-217
2M and gp100:280-288 9V peptides as well as the wild-
type peptides, in contrast to many of the other variants
tested. Tumor reactive T cells were also more efficiently in-
duced when the modified gp100:209-217 2M and 280-288

9V peptides were used to carry out in vitro sensitizations
of PBMC from HLA A2+ individuals.

Recent results have demonstrated that the off rate of
the gp100:209-217 2M peptide for binding to HLA-A2 is
enhanced by seven-fold over the native peptide, while crys-
tallographic studies have demonstrated that the structure
of the complex of HLA-A2 with both the native and modi-
fied peptides is essentially identical (146). The analysis of
peripheral blood samples from 95 melanoma patients also
indicated that the frequencies of T cells that recognize ei-
ther the native or the modified peptides were essentially
identical, further supporting the use of the gp100:209-217
2M peptide in vaccination strategies.

In murine studies, immunization of mice with a vac-
cinia virus construct encoding the human gp100 protein
resulted in the induction of T cells that cross-reacted with
murine gp100 (147). A dominant T cell epitope that was
recognized in the context of H-2Db, gp100:25-33, con-
tained three differences in the amino terminus of the pep-
tide that were responsible for enhancing the binding of
the peptide to H-2Db by a factor of between 100 and
1,000-fold.

Modified variants of the MART-1 peptide that have
enhanced binding to HLA-A2 have also been identified
and utilized for in vitro sensitization of T cells. The pep-
tides ALGIGILTV (MART-1:27-35[28L]) and AMGIGILTV
(MART-1:27-35[28M]) that contained substitutions of op-
timal position-two anchor residues, leucine or methionine,
for the alanine in the MART-1:27-35 nonamer AAGIGILTV,
bound with high affinity to HLA-A2 (148). Multiple T
cell clones that reacted with the wild-type peptide, how-
ever, failed to recognize the modified nonamers peptides
containing substitutions at the second position. The pep-
tide decamer ELAGIGILTV containing a substitution of a
leucine for the alanine at position two in the MART-1:26-
35 decamer (MART-1:26-35[2L]) bound to HLA-A2 with
a nine-fold higher affinity than the native nonamer. The
majority of T cell clones reactive with the native MART-1
peptide recognized targets pulsed with the MART-1:26-
35(2L) peptide, and the five CTL clones that were tested in
this study recognized targets pulsed with between 30-fold
and 20,000-fold lower concentrations of the MART-1:26-
35(2L) peptide than the native peptide. The MART-1:26-
35(2L) peptide exhibited a significantly slower dissocia-
tion rate from HLA-A2 than the native peptide, which may
be the primary factor responsible for the significant en-
hancement of the antigenicity of the modified peptide. In
addition, in vitro sensitization with the MART-1:26-35(2L)
peptide was more efficient at inducing peptide and tumor
reactive T cells than sensitization with the native peptide.
Modification of the native nonamer by substitution of a
leucine for the alanine at position one, MART-1:27-35(1L),
also resulted in a peptide that appeared to possess in-
creased immunogenicity, although this did not result in
enhanced binding to HLA-A2 (148). Stimulation with the
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MART-1:27-35(1L) peptide was also reported to enhance
the secretion of IL-2 by MART-1 reactive T cells (149).

Additional studies have further extended the observa-
tion that high frequencies of T cells reactive with the
MART-1:27-35 epitope are present in HLA-A2 individu-
als. Limiting dilution analysis demonstrated the presence
of high frequencies of MART-1 reactive T cells in the pe-
ripheral blood of melanoma patients, as the frequency of
MART-1 reactive T cells was found to be >1 in 2,000 pe-
ripheral blood cells in four out of nine melanoma patients
who were analyzed, while in the remaining patients fre-
quencies on the order of 1 in 40,000 cells were detected
(150). Using HLA-A2 tetramers that were prepared with
the MART-1:26-35(2L) peptide because of the instability of
the native MART-1 peptide complexes with HLA-A2, it was
demonstrated that detectable levels of MART-1 reactive T
cells were found in the peripheral blood of 10 out of 13
melanoma patients and 6 out of 10 healthy HLA-A2 in-
dividuals (151). Further investigations have revealed that
MART-1 reactive T cells can recognize peptides derived
from self-proteins as well as foreign pathogens (152,153),
indicating that the relatively high frequencies of T cells re-
active with the MART-1 epitope in normal individuals as
well as melanoma patients may at least in part result from
the presence of subsets of cross-reactive T cells.

The immunogenicity of the dominant NY-ESO-1:157-
165 HLA-A2 epitope was also enhanced by the substitu-
tion of an optimal valine for the carboxyl-terminal cysteine
residue (154). Crystallographic data indicated that comple-
mentarity between the peptide and MHC binding groove,
as well as between the TCR and the peptide–MHC complex
was enhanced by the valine substitution. The immuno-
genicity of the native cysteine containing peptide was also
enhanced by inclusion of reducing agents in in vitro as-
says to reduce cysteinylation as well as dimerization of the
native peptide (155).

Multiple Factors Influence in vivo
T Cell Function
Phenotype of Tumor Reactive T Cells in vivo

Relatively high percentages of tumor reactive T cells have
been detected in both the peripheral blood and tumor tis-
sues of patients with growing melanomas, but far less so if
at all in patients with other types of solid cancers. These ob-
servations in melanoma patients have lead to the analysis
of the state of differentiation and activation of cells present
in these sites. The majority of MART-1:27-35 tetramer re-
active T cells in the peripheral blood of healthy donors
expressed a naı̈ve phenotype, whereas those present in
the peripheral blood of melanoma patients contained a
mixture of T cells with a naı̈ve and effector phenotype
(151,156,157).

The tumor reactive T cells present in melanoma pa-
tients were found in many reports to respond normally

to in vitro peptide stimulation; however, peripheral T cells
isolated from a melanoma patient that were reactive with
the MART-1:27-35 and tyrosinase:369-377 epitopes were
shown in one study to be deficient in their ability to re-
lease cytokines in response to mitogens, as well as their
ability to lyse melanoma target cells (158). Peripheral T
cell responses to recall antigens such as tetanus toxoid,
as well as responses to polyclonal activators, have been re-
ported to be depressed in patients with breast cancer (159)
as well as additional tumor types (160), and specific ef-
fects on the responsiveness of CD4+ T cells has been noted
(161). Diminished immune responses may, however, also
result from chemotherapy or other treatments adminis-
tered to patients, rather than reflecting systemic immune
suppression resulting from tumor cell growth. Peripheral
T cells isolated from the majority of cancer patients do
not, however, appear to exhibit a state of either general-
ized immunosuppression or suppression of specific tumor
antigen responses, as demonstrated by the ability of pa-
tients with progressive disease to respond to vaccination
with tumor antigen peptides (162–164). In addition, many
of the tumor antigen epitopes that have been studied repre-
sent self-antigens that bind MHC molecules with relatively
low affinities and may not efficiently activate peripheral
T cells, which are generally in a resting state.

Immunosuppression in the
Tumor Micro-environment

Considerable evidence exists, however, for the functional
impairment of T cells present within the tumor micro-
environment. The analysis of T cells present within
melanomas as well as tumor-invaded lymph nodes has pro-
vided evidence for the functional impairment of T cells
present at these sites, whereas T cells present in the pe-
ripheral blood analyzed simultaneously did not show ev-
idence for impairment (165). Myeloid cells present in the
tumor micro-environment have also been shown to ex-
press arginase, resulting in down-regulation of TCR zeta
chain expression and impaired T cell function in a mouse
tumor model (166), and have been observed in human
renal cancer patients (167). Expression of arginase as
well as nitric oxide synthase, which also plays a role in
arginine metabolism, has also been observed in human
prostate carcinomas (168). Expression of the inhibitory
molecule indoleamine 2,3 dioxygenase, which is involved
with degradation of tryptophan, was also observed in
plasmacytoid DCs within tumor-draining lymph nodes
(169). Mouse studies have provided evidence that a sub-
population of monocytes that express the Gr-1 molecule
can down-regulate T cell responses (170,171). The abil-
ity of tumors to secrete granulocyte macrophage colony
stimulating factor (GM-CSF) has been associated with
the accumulation of a population of CD34+ suppres-
sor cells that may correspond in humans to a recent
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described population of cells termed myeloid suppressor
cells (172).

The identification of T regulatory (Treg) cells as po-
tent modulators of immune responses has lead to an
examination of their potential role in modulating anti-
tumor responses. In a murine tumor model system, Gr-1+

monocytes have been reported to induce T regulatory
cells (173). Recent analyses carried out using antibod-
ies directed against the Forkhead box P3 (FoxP3) pro-
tein indicate that relatively high numbers of regulatory
T cells may be present in the tumor micro-environment
(164,174,175,176 ), which may act to limit anti-cancer im-
mune responses. The expansion of Treg cells may result
from expression of TGF-β in the tumor environment (177).

Additional data have suggested that the levels of T cell
subsets detected within tumors can be associated with en-
hanced or decreased survival of patients with a variety of
tumor types, including ovarian cancer (178), melanoma
(179), and colon cancer (180). Conflicting data concerning
the exact phenotypic properties associated with prognosis
has led to considerable confusion in this area. These find-
ings may reflect the presence of an ongoing anti-tumor
immune response that may act to limit the growth of ma-
lignant cells. The cross-presentation of tumor antigens by
DC, which can be influenced by many factors (181), may
also be important for priming effective immune responses.
Thus, the balance between factors that act to promote ef-
fective anti-tumor immune responses and suppressive fac-
tors that act to limit those responses may thus be respon-
sible for determining progression of tumor growth.

CANCER THERAPIES

A wide variety of therapies have been evaluated in model
systems and are now being developed for treatment of pa-
tients with cancer, which include those that involve direct
immunization of patients with a variety of immunogens, as
well as the adoptive transfer of activated effector cells. The
identification of multiple antigens recognized by T cells
has provided targets that can be utilized in a variety of
contexts. Vaccination has been carried out using peptides
either in saline or in adjuvants such as incomplete Fre-
und’s adjuvant, DCs that have been pulsed with peptides,
with naked DNA encoding T cell epitopes, preparations of
heat shock proteins prepared from tumor cells, as well as
whole tumor cells and tumor lysates that have been pulsed
on APCs. In addition, recombinant immunogens have been
incorporated into viruses such as vaccinia, bird poxviruses,
and adenoviruses that have been used successfully to pro-
tect against infectious diseases (182). The use of standard
oncologic criteria is, however, needed to properly evaluate
and compare the results of therapy trials. One commonly
used definition of clinical response developed by the World
Health Organization is a decrease in the sum of the prod-
ucts of the perpendicular diameters of all lesions by greater

than 50% with less than a 25% increase in any lesion, a
criterion that has been used to evaluate all of the studies
carried out in the Surgery Branch, National Cancer Insti-
tute (NCI). Another set of criteria that has recently been
proposed is the Response Evaluation Criteria in Solid Tu-
mors (RECIST), which defines a response as a 30% reduc-
tion in the sum of the maximum diameters of all lesions
and no new or progressive lesions. Another important issue
is the application of results obtained from animal model
systems to human clinical trials. Although these have pro-
vided important clues that may lead to improved thera-
pies, it is important to note that model systems that em-
ploy tumor protection do not appear to be relevant to the
treatment of patients with bulky metastases. Short-term
lung metastasis models involve the treatment of relatively
small, nonvascularized tumors, and again may not be di-
rectly relevant to the majority of tumors that are the targets
of current clinical trials.

Nonantigen-specific Therapies

IL-2 Therapy

The best available evidence that immunologic reac-
tions can mediate the regression of large, vascularized
metastatic cancers comes from humans who have received
the administration of recombinant IL-2. Initial murine tu-
mor treatment model studies demonstrated that the ad-
ministration of high-dose IL-2 could result in substantial
tumor regression (183). In subsequent clinical trials em-
ploying treatment with high-dose IL-2, objective tumor re-
gression was observed in between 10% and 20% of treated
melanoma and renal cancer patients (184). Almost half of
the responses are complete, and more than 80% of these
are ongoing beyond 10 years. Thus, although the frequency
of response is relatively low, response durations can be sub-
stantial, and in many cases curative. These results led to the
approval of IL-2 by the FDA for the treatment of patients
with metastatic melanoma and renal cancer. The factors
that influence clinical responses to IL-2 therapy are not
clear; however, recent findings demonstrate that IL-2 ad-
ministration can lead to the expansion of peripheral Treg
cells (185,186). Many tumors have also been shown to con-
tain relatively high frequencies of Treg cells, and thus the
relative balance between Treg and effector T cells within
the tumor environment may at least in part influence the
degree of responsiveness to this therapy.

Anti-CTLA-4 Antibody Therapy

CTL-associated antigen 4 (CTLA-4) is an immunomodula-
tory molecule expressed on both CD8+ and CD4+ T cells
that maintains peripheral tolerance by suppressing T cell
activation and proliferation. Triggering through CTLA-4
results in a decrease in T cell responsiveness and raises
the threshold for T cell activation (reviewed in [187]). Mice
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genetically deficient in the expression of CTLA-4 develop
profound autoimmunity and die of a lymphoproliferative
disease at 4 weeks of age. Similarly, in humans, CTLA-4
gene polymorphisms have been linked to the development
of various autoimmune diseases, including autoimmune
hypothyroidism and type 1 diabetes.

Blockade of CTLA-4 function provides a compelling
means of enhancing anti-tumor immunity since tumors
primarily express nonmutated, self-antigens. Administra-
tion of an anti-CTLA-4 blocking antibody has been shown
to result in enhanced regression in murine tumor model
systems when administered in combination with an anti-
CD25 antibody and tumor vaccination (188) or with an-
tibodies directed against activating molecules such as 4-
1BB (189). More significantly, recent translation of these
findings in clinical trials demonstrated that the adminis-
tration of an anti–CTLA-4 blocking antibody mediates ob-
jective responses in approximately 15% to 20% of patients
with metastatic melanoma (190). Objective responses cor-
related with grade III/IV autoimmune manifestations, in-
cluding dermatitis, enterocolitis, hepatitis, and hypophysi-
tis. Recent evidence using a knock-in humanized CTLA-4
transgenic mouse model indicates that cancer immunity
can occur also in the absence of autoimmune disease (191).

While these results clearly demonstrate the importance
of signaling through CTLA-4 in regulating T cell activa-
tion, the cellular mechanisms underlying the blockade of
CTLA-4 negative regulation remain poorly defined. Some
groups have shown that CTLA-4 blockade directly en-
hances CD8+ T cell activation, proliferation, and cytotoxic
activity even in the absence of CD4+ T cell help (192).
Blockade of CTLA-4 together with GM-CSF–producing
vaccines was ineffective in treating large, vascularized sub-
cutaneous murine tumors, however, and results obtained
by other investigators indicate that the lack of CTLA-4 ex-
pression on CD8+ T cells alone was insufficient to break
peripheral tolerance and enhance effector functions of
self-/tumor reactive T cells (193). In tumor treatment as
well as prevention studies carried out with pmel-1 trans-
genic T cells expressing a TCR directed against an unmu-
tated murine gp100 epitope, deletion of the CTLA-4 locus
through a genetic knockout failed to enhanced the efficacy
of CD8+ pmel-1 T cells. Unlike previous reports indicating
that the absence of CTLA-4 had a greater impact on acti-
vated rather than on naı̈ve T cells (194), CTLA-4 blockade
did not appear to enhance the function of activated pmel-1
T cells.

These findings do not appear to be restricted to self-
antigen systems, because similar results have been ob-
served with T cells that recognize foreign epitopes. The
lack of CTLA-4 did not affect the ability of adoptively
transferred CD8+ transgenic T cells expressing the allo-
reactive 2C TCR on a Rag-2 knockout background to con-
trol B16 SIY growth (195). Moreover, in the lymphocytic
choriomeningitis viral model, the absence of CTLA-4 on
p33-specific transgenic TCR CD8+ T cells did not affect

antiviral T cell responses (196). Removal of CD4+ T cells
by crossing the pmel-1 CLTA-4−/− mouse onto a Rag-1−/−

background resulted in the complete abrogation of CD8+

T cell activation and autoimmune manifestations; never-
theless, the effects of CD4+ CLTA-4−/− T cells were depen-
dent on the absence of CTLA-4 on CD8+ T cells. These re-
sults indicated that dysregulation of CD4+ T cell function
through inactivation of CTLA-4 promoted the autoimmu-
nity as well as tumor immunity that was mediated by CD8+

CLTA-4−/− T cells.

Active Immunization Approaches to
Cancer Therapy

Cancer vaccines aim to stimulate the adaptive arm of the
immune system directly in vivo. Despite a wealth of knowl-
edge relevant to basic aspects of tumor immunology, how-
ever, the clinical realization of effective therapeutic vac-
cines for solid tumors have not yet been convincingly
achieved. There is a telling paucity of murine tumor mod-
els that suggest that active vaccine approaches can mediate
the regression of established vascularized tumors, so it is
not surprising that these approaches have shown little ef-
ficacy in humans. Enthusiasm about the effectiveness of
cancer vaccines has often been grounded in surrogate and
subjective endpoints, rather than reliable objective cancer
regressions using standard oncologic criteria. In a recent
review of 1,306 vaccine treatments, including those con-
ducted in the Surgery Branch at the NCI, a 3.3% overall
objective response rate was observed (197). In addition to
the relatively low response rates observed in these stud-
ies, however, in many cases relatively soft criteria such as
stable disease or the regression of individual metastases
in the presence of progressive disease at other sites have
been reported. The presence of numerous and redundant
negative influences of the host immune system and tumor
microenvironment also may act to limit the effectiveness of
“active immunotherapy” with therapeutic vaccines. These
observations underscore the need to improve current can-
cer vaccines and to develop alternative immunotherapeu-
tic strategies for the treatment of metastatic cancer.

Peptide Vaccines

Multiple trials have also been carried out by administering
peptides to patients either in saline or oil-in-water emul-
sions such as Montanide. Immunization resulted in the ex-
pansion of T cells reactive with peptides such as the dom-
inant gp100:280–288 (198) and tyrosinase:369-377 (199)
peptides; however, the levels of T cells reactive with these
epitopes was generally less than 0.01% of peripheral CD8+

T cells. Similar levels have been observed using recombi-
nant viral vaccines directed against epitopes derived from
carcinoembryonic antigen (200) and prostate-specific anti-
gen (201). Prime-boost regimens employing immunization
with recombinant viral constructs followed by boosting
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with peptide immunization is a strategy that has been
found to result in enhanced frequencies of T cells reac-
tive with viral epitopes. In one study, immunization with a
canarypox (Alvac) recombinant virus containing a mini-
gene construct encoding the HLA-A1–restricted MAGE-
1:161-169 and MAGE-3:168-176 epitopes followed by pep-
tide immunization did appear to enhance the frequencies
of tumor reactive T cells. In this trial, a partial response
was observed in 1 out of the 40 treated patients, but again
the frequency of reactive cell was less than 0.001% of pe-
ripheral blood CD8+ T cells. Further studies revealed that
the frequency of T cells reactive with additional antigens
such as the gp100:209-217 and MAGE-C2:336-344 epitopes
was increased after vaccination to approximately 0.01% of
peripheral blood CD8+ T cells (202). The analysis of in-
dividual T cell clonotypes that recognize these antigens
that were identified on the basis of specific TCR beta chain
variable region (TCR-BV) sequences revealed that the high
frequencies of T cells approached 10% of the CD8+ T cells
in regressing cutaneous metastasis and an invaded lymph
node, while prior to vaccination frequencies of less than
0.1% of CD8+ T cells were observed. The expansion of cells
that recognize epitopes that are not included in the vaccine
may have occurred through a bystander effect; however, it
is difficult to interpret observations made with a single tu-
mor metastasis that may have regressed due to unrelated
mechanisms. The results of in vitro sensitization with the
NY-ESO-1:157-165 peptide demonstrated that peptide re-
active T cells could be induced from PBMC of 2 out of
10 HLA-A2+ melanoma patients who were evaluated (31).
In addition, a low frequency of tetramer+ T cells, corre-
sponding to 0.04% of peripheral blood CD8+ T cells, was
detected in 1 out of the 10 HLA-A2+ patients who were
examined. In an additional trial, immunization with the
modified gp100:209-217 2M peptide in combination with
IL-2 appeared to result in significantly higher response
rates than treatment with IL-2 alone (203); however, the
majority of responses that were observed in this trial were
found to be transient, and most of the responding patients
succumbed to recurrent tumors.

A variety of studies have demonstrated that T cells di-
rected against the MART-1:27-35 epitope can be more read-
ily detected than those directed against additional tumor
epitopes, which are compatible with studies suggesting
that responses against this epitope are highly dominant
in HLA-A2+ melanoma patients. In one study, in vitro sen-
sitization with the MART-1:27-35 peptide resulted in the
induction of tumor reactive T cells from 13 out of 13 HLA-
A2+ melanoma patients, as well as 5 out of 9 HLA-A2+

healthy donors (204). In addition, vaccination appeared to
enhance the generation of tumor reactive T cells resulting
from in vitro peptide sensitization (205). Subsequent stud-
ies carried out with MART-1 tetramers demonstrated that
significant levels of T cells reactive with the MART-1:27-35
epitope could be detected in the peripheral blood of a sig-

nificant percentage of unimmunized HLA-A2+ melanoma
patients as normal individuals. Significant percentages of
T cells reactive with the MART-1 tetramer could be de-
tected in the peripheral blood of 7 out of 10 HLA-A2+

melanoma patients and 6 out of 10 healthy donors at lev-
els between 0.04% and approximately 0.2% of peripheral
CD8+ T cells (151).

Patients have also been immunized with multiple pep-
tides in attempts to circumvent the escape of antigen loss
variants. Evidence has been presented indicating that it
is possible to generate T cell responses directed against
multiple melanoma antigen (206), and increases in the fre-
quency of T cells reactive with multiple peptides used for
immunization were observed in peripheral blood as well as
in sentinel lymph nodes that drain the immunization site
(207). In one report, however, immunization with multiple
peptides mixed together in incomplete Freund’s adjuvant
altered peptide immunogenicity (208).

Synthetic oligodeoxynucleotides containing CpG mo-
tifs that are potent stimulators of the Toll-like receptor
(TLR) TLR9 have been identified and have been used
as adjuvants in peptide vaccination trials (209). In a re-
cent study, immunization with the MART-1:26-35 peptide
in combination with CpG oligodeoxynucleotide Vaccim-
mune/CPG 7909 was found to generate an enhanced fre-
quency of peptide reactive T cells in the blood of melanoma
patients (164). Immunization was not associated with en-
hanced frequencies of peptide reactive tumor infiltrat-
ing T cells, however, but appeared to be associated with
high frequencies of FoxP3+ T regulatory cells within the
tumor.

Several clinical trials have been carried out involving
immunization with serologically defined antigens such
as GM2 ganglioside, which represents one of the most
immunogenic gangliosides expressed on melanoma cells.
Early studies demonstrated that administration of GM2
with combination with Bacillus Calmette-Guérin (BCG)
induced immunoglobulin (Ig)M anti-GM2 antibodies in
the majority of immunized patients, and a correlation be-
tween antibody responses with improved recurrence free
survival and overall survival in stage 3 melanoma patients
was noted (210). Studies comparing different vaccine for-
mulations resulted in selection of a commercial formula-
tion consisting of GM2 coupled to keyhole limpet hemo-
cyanin (GMK) in combination with the QS-21 adjuvant,
which, in contrast to earlier trials, induced high titers of
IgM antibodies in more than 80% of patients as well as IgG
antibodies, which had not been previously observed with
GM2 plus BCG. The results of a large randomized study
comparing GMK to high-dose interferon alpha (IFN-α-2b),
however, indicated that the GMK vaccine was inferior to
IFN-α-2b (211).

Although the expansion of T cells directed against the
immunizing peptide was generally observed in these trials,
generally less than 5% of the treated patients demonstrated
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clinical responses, and strict oncologic criteria have not al-
ways been utilized in reporting these results. One possible
explanation for the lack of clinical responses is the fact
that these immunizations generally have been shown to
result in the stimulation of frequencies of peptide reactive
T cells that are less than 0.1% of peripheral T cells. It has
been estimated that frequencies on the order of 1% or more
of peripheral blood T cells, however, may be required to
mount an effective anti-tumor response (212,213), though
little reliable data is available to support this statement.
Additional findings demonstrate, however, that tumor pro-
gression can occur even in the presence of relatively high
frequencies of tumor antigen reactive T cells. In an adju-
vant trial of patients with no evidence of disease at the
start of the course of vaccination, multiple course of pep-
tide immunization carried out over a course of approxi-
mately 1 year with the modified gp100:209-217 2M pep-
tide was shown to result in the induction of high levels
of peptide and tumor reactive T cells (163). Analysis of
reactivity of PBMC obtained following multiple ELISPOT
assays indicated that in 44% of the immunized patients
between 1% and 10% of all peripheral CD8+ T cells rec-
ognized the immunogen, and in 17% of patients >10%
of peripheral CD8+ T cells recognized this peptide. Al-
though immunoselection for loss of antigen or HLA-A2
expression could have been partially responsible for some
of the recurrences, recurrences of tumors that clearly ex-
pressed both antigen and HLA-A2 were observed in this
trial.

Whole Cell Vaccines

Clinical trials employing whole tumor cells as vaccines
represents can theoretically activate cells reactive against
multiple antigenic targets, and early model studies have
demonstrated the ability of autologous tumor cell vaccina-
tion to protect mice from subsequent tumor inoculation
(11,12 ). In a trial comparing treatment with a combina-
tion of an allogeneic melanoma vaccine with the adjuvant
DETOX, there was no significant increase in relapse free
survival when compared to patients randomized to ob-
servation without further therapy (214). Treatment with a
combination of three irradiated allogeneic melanoma cells
with BCG (Canvaxin trial) resulted in an overall survival
rate of 49%, as opposed to a rate of 37% in patients who
did not receive the vaccine (215). Further evaluation of this
approach in phase III trials, however, showed no signifi-
cant difference in survival of patients with stage III or IV
melanoma receiving this treatment compared to controls
receiving BCG alone (216).

Gene modified cells have been evaluated for their effec-
tiveness in cancer therapy protocols. In a murine model
system, mice that were immunized with B16 melanoma
cells transduced with genes encoding 10 cytokines were
examined for their resistance to a subsequent inoculation

of the wild-type B16 tumor (217). The results indicated
that tumors transduced with the GM-CSF gene provided
significant protection against B16 tumor challenge, and a
lower level of protection was observed in mice immunized
with IL-4 and IL-6 transduced tumors. In a clinical trial
involving immunization of patients with autologous renal
carcinoma cells that had been transduced with the GM-
CSF gene, immune responses against the parental renal
carcinomas were observed, as measured by delayed type
hypersensitivity (DTH) responses, and an objective clini-
cal response was observed in 1 out of the 16 fully evaluable
patients (218). Melanoma patients have also been immu-
nized with allogeneic irradiated melanomas transduced
with GM-CSF. Analysis of DTH responses provided evi-
dence for priming of reactivity against autologous tumor
cells in 17 out of 25 patients, and one complete and one
partial response was observed (219), but again it is diffi-
cult to evaluate the effectiveness of this approach in this
relatively small trial.

DC Vaccines

Other approaches have utilized immunization with profes-
sional APCs such as autologous DC. In one trial, patients
were vaccinated with autologous DC that were pulsed ei-
ther with peptide or melanoma lysates. Objective clinical
responses were observed in 5 out of 16 treated patients
(220); however, follow-up studies involving treatment
of larger numbers of patients using this approach have
not been reported by this group. Another approach has
employed immunization of patients with DCs that have
been transfected either with mRNA encoding individual
tumor antigens or bulk mRNA isolated from tumor cells
(221,222). Although expansion of tumor reactive T cells
following these treatments has been reported, only spo-
radic cases of tumor regression were observed in these tri-
als. In one study carried out by the Dendreon Corporation
(Seattle, WA), an APC vaccine loaded with an antigen called
prostatic acid phosphatase linked to GM-CSF was used to
treat men with hormone-refractory prostate cancer (223),
and in a retrospective subset analysis, limited clinical effi-
cacy was claimed. Additional trials are also being carried
out using DCs pulsed with either tumor lysates or using
hybrids of DCs and cancer cells (224).

Recombinant Vaccines

Multiple trials have been carried out using either recom-
binant viral constructs or naked DNA encoding particular
tumor antigens. In these trials, recombinants containing
either full-length gene products or mini-genes containing
individual or multiple T cell epitopes were evaluated. The
failure in general to detect enhanced precursor frequen-
cies directed against the tumor antigens may have resulted
from the dominance of viral epitopes.
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Attempts have also been made to enhance the potency
of vaccination protocols through the provisions of costim-
ulatory signals. In studies carried out in a mouse model
system, evidence for enhanced immunity was obtained fol-
lowing immunization with a recombinant virus that con-
tained the genes encoding the candidate tumor antigen
CEA along with genes encoding LFA-3, ICAM-1, and B7–1,
termed TRICOM (225). In an ongoing clinical trial, injec-
tion of a vaccinia virus TRICOM construct directly into
melanoma lesion resulted in one partial response and one
complete response out of the 12 treated patients (226). One
objective response was also observed in 58 patients with
advanced CEA-expressing cancers that were treated with
TRICOM-CEA (227), but larger randomized patient stud-
ies will be needed to establish the efficacy of this approach.

Heat Shock Proteins (HSP)

The first autologous HSP vaccine introduced in clini-
cal trials was Oncophage or, HSPPC-96 (heat shock
protein-peptide complex 96; Antigenics Inc., Woburn, MA)
produced from surgically resected cancer tissue and for-
mulated for intradermal or subcutaneous injection. Nu-
merous HSP vaccine trials have been carried out in a
variety of patients including those with resected pancre-
atic adenocarcinoma, renal cell carcinoma, melanoma,
colorectal cancer, non-Hodgkin’s lymphoma, and gastric
cancer. The results of these trials, however, have failed
to demonstrate the effectiveness of HSP-based vaccines
(reviewed in [228]).

Idiotypic Determinants as Therapeutic Targets

The presence of idiotypic determinants on the Ig molecules
expressed by B cell lymphomas has presented investiga-
tors with unique targets for vaccine trials of patients with
hematopoietic malignancies. Immunization with idiotypic
proteins that have been coupled to carrier proteins has
been shown to result in long-term tumor regression in sig-
nificant numbers of treated patients (229). These responses
were associated with serological anti-idiotypic responses
as well as Fcγ RIIIa polymorphisms, suggesting that hu-
moral immunity may play a significant role in these re-
sponses. Immunization with DCs that have been pulsed
with idiotype protein was also shown to result in tumor
regression in 4 out of 10 vaccinated patients (230).

In summary, although some success has been achieved
in clinical vaccination studies carried out with leukemias
and lymphomas, possibly as a result of the unique nature
of the antigenic targets expressed on these tumors, the re-
sults of active immunization trials carried out in patients
with other malignancies have been disappointing. These
have included trials involving treatment of patients with
melanoma, a patient population demonstrating signifi-
cant response rates to cellular therapies, as described later

in this chapter. Many of the murine model systems that
have been studied employed either prevention protocols
in which the vaccination may have prevented implantation
of the tumor or relied on the treatment of relatively small,
nonvascularized tumors. Another problem encountered
in these early trials is the observation that antigenically
complex vaccines such as those employing recombinant
viral constructs contain immunodominant determinants
that overshadow responses to relatively weak tumor anti-
gens present in these constructs.

Passive Immunological Treatments

Adoptive Cell Transfer

The transfer of in vitro cultured LAK cells to syngeneic
mice along with IL-2 was found to lead to the regression of
relatively small established pulmonary metastases as well
as prolonged survival (231). Subsequent studies in human
adoptive immunotherapy trials resulted in durable com-
plete tumor responses (232); however, there was no sig-
nificant differences in long-term survival between patients
treated with LAK cells plus IL-2 compared to IL-2 alone.

Further studies carried out using TILs demonstrated
that cultured TIL contained potent effector cells that, in
mouse models, were between 50- and 100-fold more active
than LAK cells (233) and lead to TIL adoptive immunother-
apy trials. The identification of CD8+ T cells as potent ef-
fectors of the adaptive anti-tumor immune response has
lead to the extensive use of these cells in both experimen-
tal model systems and clinical trials. Tumor-specific CD4+

T cells have been also identified, but their functionality
can be manifold because CD4+ T cells can help or hinder
anti-tumor immune responses. The target antigens recog-
nized by tumor reactive T cells have been described earlier.
A number of advances in basic immunology have made
a substantial impact on therapies based on the adoptive
transfer of T cells. The molecular signals that modulate
T cell activation, function, and memory are being eluci-
dated. Both positive and negative signals from costimula-
tory molecules have been shown to shape the anti-tumor
response. Cytokines, including those with receptors that
contain the common cytokine-receptor γ -chain, have been
shown to alter the programming of T cells.

Adoptive cell transfer (ACT) therapies accomplish T cell
stimulation ex vivo by activating and expanding autolo-
gous self-/tumor reactive T cells to large numbers that
are then transferred back to the patient. Early attempts
of ACT therapies using TILs in immuno-replete patients
met with some success (234), although the lack of persis-
tence of the transferred cells appeared to limit their clinical
effectiveness. Previous preclinical studies, however, had
indicated that immune ablation is an effective precondi-
tioning regimen that can enhance T cell responses after
adoptive transfer (235). The adoptive transfer of TILs after
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FIGURE 45.1 Tumor destruction and autoimmunity following the adoptive cell transfer of TILs,
in the setting of chemotherapy-mediated lymphoablation. A: Computed tomography (CT) scan
of liver metastases in a melanoma patient. Metastatic lesions progressed rapidly before the treat-
ment (from day −45 to day −25), then regressed dramatically after adoptive T cell transfer
(day +34). B: Extensive destruction of normal melanocytes (vitiligo) in a patient who experi-
enced a remarkable clinical response. C: Anterior uveitis (inflammation of the eye) in a patient
who exhibited >99% tumor reduction (320).

nonmyeloablative but lymphodepleting systemic chemo-
therapy can induce objective anti-cancer responses in ap-
proximately 50% of patients with metastatic, multivisceral,
bulky melanoma that is refractory to standard treat-
ments including chemotherapy, radiation therapy, and IL-2
administration (236) (Figure 45.1).

These clinical studies that combine a lymphodepleting
preparative regimen followed by the administration of ac-
tivated anti-tumor T cells and IL-2 provide the clearest
evidence that antigen-specific immunotherapies can re-
sult in cancer regression when appropriate treatment and
host factors are combined. Studies carried out in both an-
imal model systems as well as in patients have now pro-
vided clues as to the factors that influence tumor regres-
sion following the transfer of self-/tumor-reactive T cells
into lymphopenic recipients. Further studies have begun
to elucidate the phenotypic and functional characteristics
of tumor-specific T cells that mediate anti-tumor responses
in vivo. Many of these factors, which are described in the
following section, provide the bases for rational design
of new ACT-based immunotherapies that incorporate vac-
cines, increased intensity preconditioning regimens with
hematopoietic stem cell (HSC) transplantation, and alter-
native methods for the generation and selection of T cells
for transfer.

Lymphodepletion Increases the Efficacy of ACT
through a Variety of Mechanisms

It has long been observed in mice that depletion of
immune cells prior to ACT can dramatically improve the
anti-tumor efficacy of transferred CD8+ T cells, but the
specific mechanisms that contribute to this increased im-
munity have only recently begun to be elucidated. Al-
though it seems counterintuitive that the efficacy of ACT-

based tumor immunotherapy can be improved by the re-
moval of the host immune system, several mechanisms
might underlie the augmented efficacy of tumor reactive
T cells in the lymphopenic environment. These factors in-
clude the elimination of immunosuppressive cells such as
CD4+CD25+ Treg cells, the depletion of endogenous cells
that compete for activating cytokines, and the increased
function and availability of APCs (Figure 45.2).

Elimination of Immunosuppressive Cells
Extensive studies have now demonstrated that Treg cells

are critically involved in the maintenance of peripheral
self-tolerance; however, more recent studies have provided
evidence that Treg cells may also down-regulate anti-tumor
immune responses. These cells constitutively express high
levels of the transcription factor FoxP3 as well as sev-
eral cell-surface molecules associated with T cell activa-
tion. These include IL-2Rα (CD25), which together with
the IL2-Rβ and γ chains forms the high-affinity IL-2 re-
ceptor, glucocorticoid-induced TNF receptor–related pro-
tein (GITR) and CTL-associated antigen-4 (CTLA4). An
exclusive molecular signature for human Treg cells does
not currently exist, however, because activation of CD4+ T
cells can also result in up-regulation of FoxP3 expression.
Experiments using mice lacking Treg cells owing to spe-
cific gene defects, as well as the “add-back” of these cells,
have convincingly shown that they are capable of suppress-
ing the anti-tumor activities of adoptively transferred self-/
tumor reactive T cells. Augmented anti-tumor responses
were observed after ACT of self-/tumor reactive effector
CD8+ T cells to tumor-bearing CD4−/−, but not CD8−/−,
mice, indicating that the immunoregulatory cells are con-
tained in the CD4+ T cell population. The suppressive ac-
tivity was restricted to the CD25+ T cell subset because
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A

B

FIGURE 45.2 The rationale for lym-
phodepletion. A: In immunoreplete
hosts, competition for homeostatic and
activating cytokines such as IL-2, IL-7,
and IL-15 can inhibit the functions
of adoptively transferred T cells. Treg,
NK cells, and other immune cell pop-
ulations (e.g., macrophages) can dis-
play suppressive activity either by di-
rect cell-to-cell contact or release of
suppressive cytokines, and the tumor
itself might act as a negative regu-
lator of T cell activation. B: Lym-
phodepleting preconditioning using
systemic chemotherapy or radiation
can augment the functions of adop-
tively transferred T cells by reduc-
ing competing “cytokine sinks” and
regulatory elements. In addition, the
pro-inflammatory environment can ac-
tivate immature DCs as well as en-
hancing MHC expression on tumor
cells. Abbreviations: DC, dendritic cell;
IL, interleukin; NK cells, natural killer
cells (271).

transfer of CD4+CD25+ Treg cells alone, or in combina-
tion with CD4+CD25− T helper (TH) cells, to mice receiv-
ing CD8+ anti-tumor cells inhibited effective immunother-
apy in lymphopenic mice. By contrast, transfer of TH cells
alone in this setting resulted in profound autoimmunity
and eradication of established tumors. The maintenance
and function of effector CD8+ T cells required the pres-
ence of TH cells able to produce IL-2.

The immunosuppressive role of Treg cells in patients
with cancer has only recently begun to be explored. Treg
cells have been reported to be overrepresented in tu-
mor lesions from patients with ovarian and lung cancer

(237). Cells that possess characteristics of Treg cells have
been isolated following the in vitro culture of melanoma
TIL (238,239), although the in vivo significance of these
observation has not been established. Reduced survival
was reportedly associated with increased tumor infiltra-
tion by Treg cells in patients with ovarian cancer (240),
although these findings have been recently contradicted
(241). Therefore, at present, no conclusive data link the in
vivo function of Treg cells and the progression of cancer.
Nevertheless, the suppressive effects of Treg cells might
contribute to the poor clinical response rates reported
in patients with cancer who receive immunotherapy in
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nonlymphodepleting settings. Selective elimination of Treg
cells from patient TILs might further improve the efficacy
of ACT approaches in the lymphodepleting setting, be-
cause the proliferation of Treg cells can be enhanced by
the lymphopenic environment and the presence of exoge-
nous IL-2. Further, removal of Treg cells from PBMC might
enrich for a TH-cell population able to bolster the response
of self-/tumor-specific CD8+ T cells in vivo.

Other immune cells including NKT cells, NK cells, and
CD11b+Gr1+ myeloid suppressor cells (MSCs) have been
shown to dampen T cell function. Some studies have sug-
gested that NKT cells mediate suppression through the
production of cytokines such as IL-13 (242). Although
the precise lineage of MSCs has not been clearly defined,
these cells appear to comprise a heterogeneous popula-
tion of cells that comprises myeloid cells at various stages
of differentiation, including monocytes, granulocytes, and
a subset of immature myelo-monocytic cells (170). In-
creased frequencies of MSCs are found in conditions char-
acterized by impaired T cell function, including tumors
and chronic infections (243), and MSCs may play an im-
portant role in the induction of Treg cells in the tumor en-
vironment (173). The expression of arginase and inducible
nitric oxide synthase (iNOS) by MSCs leads to the release
highly reactive peroxynitrates may play an important role
in mediating T cell suppression (168), but MSCs may also
mediate suppression through direct contact with T cells.
Depletion of MSCs using a Gr1-specific antibody has also
been shown to result in protection from tumor challenge
(244). Therefore, removal of MSCs, and thereby their sup-
pressive activity, might contribute to the increased anti-
tumor T cell responses observed after ACT in patients who
have been lymphodepleted.

Minimizing Cellular Cytokine Sinks
Transfer of small numbers of antigen-specific T cells

into a lymphopenic host results in T cell clonal expan-
sion and activation, a process known as homeostatic
proliferation. In the lymphopenic environment, antigen-
experienced T cells proliferate independently of self-
peptide–MHC complexes. However, either cotransferring
an “irrelevant” population of T cells or increasing the num-
ber of transferred cells can reduce the level of homeostatic
proliferation in a dose-dependent manner showing that
other elements exist that limit homeostatic proliferation.
Although host-mediated inhibition of the proliferation of
adoptively transferred T cells might involve direct cellular
contact, competition might also exist between transferred
and host T cells for a limited amount of the cytokines that
are required to support CD8+ T cell homeostasis, and such
competition is known as the “cytokine sink” effect.

The importance of the availability of these cytokines
has been shown in experiments in which mice deficient
for IL-7 or IL-15 showed impaired homeostatic mainte-
nance and proliferation of memory CD8+ T cells (245).

Conversely, transgenic mice overexpressing IL-7 or IL-15
have increased numbers of T cells owing to the preferen-
tial expansion of the memory CD8+CD44high T cell pop-
ulation (246). In the pmel-1 mouse model of ACT ther-
apy, lymphodepletion before cell transfer increased the
persistence of self-/tumor-specific T cells, as well as their
effector function and tumor regression, compared to im-
munoreplete hosts (247). Conversely, increased anti-tumor
responses were seen when these cytokines were exoge-
nously administered or when the endogenous competition
(that is host lymphocytes) for these cytokines was removed
by using mice lacking both recombination-activating gene
2 (RAG2) and γC (247). These findings show that a key
mechanism underlying the improved efficacy of ACT ther-
apies after lymphodepletion is the transient eradication of
endogenous lymphocytes, which serve as cellular cytokine
sinks. The use of cytokines such as IL-7, which is capable
of supporting the survival of CD4+ and CD8+ T effector
and memory T cells but does not promote the survival of
Treg cells, might also be advantageous for adoptive cell
transfer therapy. Depletion of cells expressing NK1.1 (us-
ing an NK1.1-specific antibody) improves the efficacy of
ACT therapy in tumor-bearing Rag1−/− mice and impli-
cates NK cells as key players in the cytokine sink effect, a
process that might be mediated by consumption of IL-15,
a critical cytokine for the survival and proliferation of both
T and NK cells in vivo.

Another cytokine whose receptor contains the γ C sig-
naling chain IL-2 is a T cell growth factor commonly
used to promote the expansion and function of self-/
tumor-specific T cell populations in vitro and in vivo. Per-
haps more importantly, however, IL-2 is essential for the
maintenance of peripheral self-tolerance. Mice deficient
in either IL-2 or components of the IL-2 receptor spon-
taneously develop lymphoproliferative and autoimmune
disorders (248). These observations have been linked to
impaired Treg cell homeostasis and “metabolic fitness”
in vivo, rather than suppressive function, because Treg
cells from either IL-2– or IL-2Rα (CD25)–deficient mice
are competent when tested in in vitro assays of suppres-
sive function. More recent findings, however, have shown
that in vivo IL-2 signaling is important not only for main-
taining Treg-cell “fitness” but also for their suppressive
function. The anti-tumor activity of adoptively transferred
self-/tumor-specific CD8+ T cells was inhibited in wild-
type but not IL-2Rα–deficient mice, despite both animals
having comparable numbers of FoxP3+ Treg cells (249).
Further, blockade of IL-2Rα with specific antibody has
been shown to induce profound autoimmunity resulting
from impaired Treg cell function, rather than depletion of
these cells (250). These results indicate that in vivo im-
munoregulation by Treg cells might, in part, be a product
of their constitutive expression of the component of the
IL-2 receptor with highest affinity for IL-2, IL-2Rα (CD25),
and their increased capacity to consume IL-2. Therefore,
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removal of Treg cells by lymphodepletion might result in
increased anti-tumor reactivity of adoptively transferred
CD8+ T cells not only by the elimination of direct cellular
inhibition, but also by increasing the availability of IL-2.

Improved APC Function and Availability
Systemic chemotherapy and total body irradiation have

both been used before ACT to deplete the lymphoid com-
partment of the host and create a niche for the transferred
cells. Investigators have long hypothesized that these treat-
ments might also cause necrosis or apoptosis of tumor
cells, resulting in APC uptake of tumor antigens and the
subsequent cross-presentation of these antigens to the
adoptively transferred self-/tumor reactive CD8+ T cells.
Although lymphodepletion can reduce the absolute num-
ber of APCs in vivo, it can also promote their transition to
an activated state. In mice, the expression of the activation
markers CD86 and I-A (MHC class II) has been reported
to be up-regulated on the surface of splenic DCs after ir-
radiation (251). Further, DCs isolated after irradiation re-
leased substantially more IL-12 in comparison with DCs
isolated from nonirradiated mice (252). Activation of DCs
after chemotherapy or irradiation might be triggered by
translocation of bacterial products, such as lipopolysac-
charide (LPS) and other TLR agonists, into the blood-
stream following damage to the integrity of mucosal bar-
riers. The production of pro-inflammatory cytokines such
as TNF, IL-1, and IL-4 by host cells might be also involved
in mediating DC maturation. In addition, the lymphopenic
environment might facilitate the activation of transferred
self-/tumor reactive T cells through decreased competition
at the surface of antigen-bearing APCs. Although the net
effect of lymphodepletion on APC function is less clear
than its impact on Treg cells and cellular cytokine sinks,
ablation might ultimately increase the anti-tumor reactiv-
ity of transferred T cells by increasing the activation and
availability of APCs.

T Cell Differentiation State and ACT-Based
Immunotherapies

Lymphodepletion can have a marked impact on ACT-
based immunotherapies, but it is not the only factor that
has been shown to impact clinical responses. Emerging
findings from both mouse studies and clinical trials indi-
cate that intrinsic properties related to the differentiation
state of the adoptively transferred T cell populations are
critical to the success of ACT-based approaches.

In both mice and humans, CD8+ T cell subsets have
been categorized into distinct differentiation states using
a variety of phenotypic and functional attributes. A pro-
gressive pathway of CD8+ T cell differentiation has gained
acceptance based on the findings of ex vivo phenotypic
analyses of virus-specific T cells, measurement of telo-
mere length, gene-expression profiling, and in vitro differ-
entiation studies. Within this paradigm, activation of naı̈ve

CD8+ T cells results in proliferation and progressive dif-
ferentiation through early, intermediate, and late effector
stages depending on signal strength. Memory CD8+ T cells
might reflect T cells arrested at intermediate stages of the
differentiation pathway, but there remains some debate
regarding the pathways by which effector and memory
T cells develop.

The phenotypic and functional characteristics of self-/
tumor-specific CD8+ T cells that are associated with opti-
mal in vivo tumor responses in the pmel-1 mouse model
of ACT therapy have recently been elucidated. Self-/tumor-
specific CD8+ T cells at progressive stages of differentia-
tion were generated using multiple in vitro stimulations
with antigen. Surprisingly, CD8+ T cells that acquired ter-
minal effector properties and had increased anti-tumor
activity in vitro were found to be less effective at trig-
gering tumor regression in vivo (253). Terminally differ-
entiated CD8+ T cells were nearly 100-fold less effective
in vivo on a per cell basis than T cells at an early stage
of differentiation. Similar findings have been reported by
other groups employing different mouse tumor and allo-
geneic HSC transplantation models. The in vitro expan-
sion of T cells for ACT—as it is currently performed for
clinical use—induces progressive CD8+ T cell differenti-
ation toward a late effector state resulting in phenotypic
and functional changes that may render T cells less “fit” to
mediate anti-tumor responses in vivo and less able to ben-
efit from the activating cues present in the lymphopenic
host (Figure 45.3). For example, less differentiated, central
memory–like T cells have a high proliferative potential, are
less prone to apoptosis than more differentiated cells, and
have a higher ability to respond to homeostatic cytokines,
because they express receptors such as IL-7Rα. Therefore,
less differentiated central memory–like T cells might pro-
liferate and become fully activated in the lymphopenic en-
vironment, which is rife with homeostatic cytokines such
as IL-7.

The Importance of Trafficking to Lymph Nodes
Tumor immunologists have long sought to cause T cells

to specifically traffic to their tumor targets. The loss of ex-
pression of the lymphoid homing molecule CD62L and the
acquisition of CD44 expression were reported to be as-
sociated with increased anti-tumor effects of adoptively
transferred T cells (254). It is now clear in both tumor and
viral models, however, that T cells able to home to sec-
ondary lymph nodes, where they can be effectively stimu-
lated by DCs, are more effective in adoptive immunother-
apy (253,255). Anti-tumor responses have also been found
to be abrogated in hosts devoid of peripheral lymphoid tis-
sues and with a disrupted splenic structure (256), which
is consistent with additional studies that indicate that
that tumors alone are inefficient at triggering effective im-
mune responses. Similarly, CD62L− T cells were less ef-
fective at mediating allo-responses in an allogeneic HSC
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FIGURE 45.3 Inverse relationship of in vitro and in vivo antitumor functions of adoptively
transferred naive and effector T cell subsets. As time and the strength of stimulation increases,
naı̈ve CD8+ T cells proliferate and progressively differentiate through early, intermediate, and
late effector stages. The phenotypic and functional changes that characterize this process are
illustrated as no expression (–), intermediate expression (+), and high expression (hi) of the
various markers. The progressive acquisition of full effector functions (dashed burgundy line) is
associated with a decreased ability of T cells to cause tumor regression after adoptive transfer
(black line). This may result from progressive telomere shortening, loss of proliferative potential,
decreased expression by T cells of lymph-node homing and costimulatory molecules and the
inability of terminally differentiated T cells to produce IL-2, as well as a reduction in the levels
of receptors required to receive activating signals from homeostatic cytokines. KLRG1, killer-cell
lectin-like receptor G1 (321).

transplantation model (257). Therefore, down-regulation
of expression of lymph node homing molecules at the inter-
mediate and late stages of effector CD8+ T cell differentia-
tion can result in impairment of their anti-tumor capacity.
The principle that T cells must home to lymph nodes to be
effective has not been established in humans, as CD62L−

and CCR7− TILs were able to engraft, proliferate, and ul-
timately lead to objective responses in approximately 50%
of treated patients. Nevertheless, it is possible that the ex-
pression of additional T cell homing molecules may play
an important role in these therapies.

Costimulatory Molecules and T Cell Persistence
Transition from an early to an intermediate effector

stage is marked by down-regulation of CD28 expression.
The interaction of CD28 with CD80 or CD86 on APCs am-
plifies TCR-mediated T cell activation and proliferation.
Enhanced IL-2 secretion, the induction of anti-apoptotic

molecules, as well as increases in cell-cycle progression
have been associated with T cell expression of CD28. The
role of CD28 expression in ACT-based clinical trials has
been recently investigated in detail. Self-/tumor-specific
TILs express low but detectable levels of CD28. After cell
infusion, immediate and high expression of CD28 was de-
tected on circulating self-/tumor reactive T cells, indicating
that either rapid up-regulation of CD28 expression or early
selective expansion and survival of the CD28+ T cell pop-
ulation had occurred (258). Analysis of clonotypes derived
from TIL that either did or did not persist after adoptive
transfer provided some evidence for the preferential sur-
vival of clones that expressed the highest levels of CD28
(259), indicating that there may be a survival advantage
for transferred T cells that possess an early effector phe-
notype.

Engagement of the costimulatory molecule CD27
can also augment TCR-induced T cell proliferation and
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appears to play an important role in the generation and
maintenance of T cell memory in vivo (260,261). Consis-
tent with a late effector state, T cells lacking CD27 have
been shown to exert potent cytolytic function and reduced
secretion of IL-2. In the pmel-1 mouse model, self-/tumor-
specific late effector cells were less effective at mediating
tumor regression after adoptive transfer relative to early
effector T cells that express high levels of CD27. Moreover,
the administration of soluble CD27 ligand, CD70, aug-
mented in vivo CD8+ T cell responses to viral infection and
tumor challenge by increasing the clonal expansion and
maintenance of antigen-specific T cells, indicating that
CD27 expression is not only a marker of less differentiated
T cells but also functionally critical for optimal immune
responses. In the clinical arena, expression of CD27 was
found to be up-regulated to varying degrees by culturing
TIL in the absence of IL-2 for 2 days, and based on this
analysis, the numbers of CD27+ TILs that were adminis-
tered to patients who responded to therapy were signifi-
cantly higher than the numbers of CD27+ cells adminis-
tered to nonresponders (262). In addition, after ACT, the
percentage of persistent T cells in peripheral blood that ex-
pressed CD27 gradually increased and was associated with
the long-term maintenance of stable tumor reactive T cells
in treated patients (258,263). These results, taken together
with results obtained in studies carried out with viral epi-
topes, indicate that T cells expressing CD27 may selectively
persist in vivo and give rise to a stable memory CD8+ T cell
population.

Homeostatic Cytokine Signals and T Cell Persistence
Increased access to homeostatic cytokines has been

shown to be critical for the increased anti-tumor responses
following ACT to lymphodepleted hosts. Homeostatic sig-
nals can be regulated by both the availability of cytokines
in the host and the level of expression of the cytokine re-
ceptors on the surface of transferred CD8+ T cells. Ex-
pression of IL-7Rα by a subset of effector CD8+ T cells
might identify precursors destined to become long-lived
memory cells. IL-7Rαlow self-/tumor-specific late effector
CD8+ T cells transferred to tumor-bearing mice persisted
at decreased numbers and were less effective at inducing
anti-tumor responses than IL-7Rαhigh early effector CD8+

T cells. In patients, IL-7Rα was expressed at low levels on
all TIL populations at the time of ACT but was up-regulated
immediately after infusion on the surface of robustly pro-
liferating self-/tumor-specific T cells that persisted (258).
Therefore, IL-7 signaling seems to be important for the
immediate and long-term survival of self-/tumor-specific T
cells after ACT. Only low levels of IL-15Rα were detected
on the majority of cells present in TILs used for ACT and,
unlike IL-7Rα, IL-15Rα was not up-regulated on persist-
ing self-/tumor-specific T cells after ACT (258). Neverthe-
less, IL-15 signaling might play an important role in the in
vivo persistence of adoptively transferred T cells because

transpresentation of IL-15 by APCs and stromal cells can
occur.

T Cell Persistence and Anti-Tumor Responses
Because IL-2 is provided both in vitro during T cell

clonal expansion and in vivo in the immediate aftermath
of cell infusion, self-/tumor-reactive CD8+ T cells might
undergo apoptosis after IL-2 withdrawal. As early effec-
tor T cells have the capacity to release IL-2, selective sur-
vival of these cells might occur in an autocrine fashion.
In addition, early effector T cells have survival advan-
tages compared to intermediate and late effector T cells,
as reflected by the expression of lower levels of the pro-
apoptotic molecules, BID (B-cell lymphoma 2 [BCL-2]–
homology domain 3 [BH3]–interacting-domain death ag-
onist), BAD (BCL-2-antagonist of cell death), and CD95L
(CD95 ligand; also known as FASL), and higher levels of
anti-apoptotic molecules (253). The intrinsic proliferative
capacity of adoptively transferred T cells might also affect
their ability to engraft and persist. Greater proliferation of
the early effector T cell subset has been seen in vitro and
in vivo following stimulation with cognate antigen. In par-
allel with T cell proliferation and progressive differentia-
tion, gradual telomere erosion occurs until a critical de-
gree of shortening results in chromosomal abnormalities
and cell death or senescence. This process might be par-
tially compensated for by telomerase activity, and there-
fore telomere length and telomerase activity can critically
influence T cell replicative capacity. Interestingly, recent
analyses of human TILs have shown a correlation between
the telomere length of transferred cells and persistence of
T cells in vivo following ACT, indicating that in addition
to self-/tumor-antigen recognition, the intrinsic prolifera-
tive capacity of adoptively transferred T cells might also be
a factor affecting persistence and successful tumor treat-
ment (259).

Optimizing Tumor-Reactive T cells for ACT
The finding that less differentiated, central memory–

like T cells might be the optimal population for ACT-based
immunotherapies raises a relevant clinical problem. Data
from animal studies indicate a direct correlation between
the number of adoptively transferred T cells and anti-
tumor responses in vivo, fostering the notion that high
numbers of self-/tumor reactive T cells must be admin-
istered to patients to obtain therapeutically effective anti-
tumor responses. Therefore, in clinical trials, tumor reac-
tive CD8+ T cells are expanded to large numbers in vitro
with CD3-specific antibody and IL-2 or specific antigen
stimulation and IL-2, which drives differentiation of T
cells to intermediate and late effector stages of differen-
tiation. New findings in mice emphasize that the quantity
of transferred T cells is a critical factor when T cells with
the same quality and fitness are being used for ACT (253).
To this end, increased anti-tumor responses were observed
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in mice after adoptive transfer of lower numbers of early
effector T cells compared to higher numbers of late effec-
tor T cells. Therefore, one of the greatest challenges in the
field is currently the generation of large numbers of “fit”
T cells for ACT.

Modifications of Current in vitro Expansion Protocols
Using a standard rapid expansion protocol, TILs for

transfer are selected and populations are expanded for
about 2 weeks with CD3-specific antibody, high doses of
IL-2, and irradiated allogeneic feeder cells (Figure 45.4).
This procedure results in the differentiation of self-/tumor-
specific CD8+ T cells to an intermediate and late effec-

tor state. Limiting the in vitro expansion phase to a short
duration might markedly improve the “fitness” of the trans-
ferred T cells because a greater percentage of self-/tumor
reactive T cells express CCR7, costimulatory molecules,
and IL-7Rα and are actively dividing in the first week of
growth. The question remains whether this improvement
in fitness can compensate for the reduced number of cells
generated soon after activation.

Cytokines, acting in concert with signals through the
TCR and costimulatory molecules, can function as ac-
celerators or brakes for T cell proliferation and differ-
entiation. IL-2 has been shown to be an effective T
cell growth factor but has undesirable effects, including

FIGURE 45.4 Three general approaches to adoptive cell transfer using a preconditioning lym-
phodepleting regimen consisting of chemoradiotherapy in conjunction with administration of
exogenous cytokines. A: Autologous TILs isolated from patient tumor samples are tested, ex-
panded, and reinfused. B: Allogeneic cells derived from TILs that are harvested from another
patient or generated in vitro from peripheral blood lymphocytes of an allogeneic healthy donor
are selected for their ability to recognize patient tumor cells. C: Effector T cells are generated by
the transduction of recombinant lentiviral or retroviral vectors that encode TCRs, directed against
tumor antigens. Tumor-reactive T cells generated using any of these approaches can be further
manipulated cells before transfer by the transduction of genes that encode cytokines, adhesion
molecules, or anti-apoptotic molecules. Abbreviations: HSC, hematopoietic stem cells; PBL, pe-
ripheral blood lymphocytes; TCR, T-cell receptor; TIL, tumor-infiltrating lymphocyte (322).
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the ability to decrease the expression of lymphoid-organ
homing molecules and promote the terminal differentia-
tion of T cells, predisposing them to activation-induced
cell death. Other cytokines with a receptor that contains γ c
such as IL-15 can analogously induce the in vitro expansion
of self-/tumor reactive CD8+ T cell populations for ACT.
Studies carried out in a mouse model indicate that IL-15
may be superior to IL-2 in promoting the development of
long-lasting viral immunity, perhaps through the genera-
tion of cells with more of a central memory than an effector
memory phenotype (264). The ability of murine transgenic
gp100 reactive pmel T cells stimulated in vitro with IL-15
to more effectively treat B16 tumors than cells generated
with IL-2 is consistent with this model (256). Additional γ c
receptor chain cytokines, including IL-7 and IL-21, eval-
uated in a similar manner did not promote robust pro-
liferation or differentiation of self-/tumor reactive CD8+

T cells in vitro, but the resultant cells had a greater anti-
tumor efficacy in vivo than cells expanded in vitro with IL-2
(N. Restifo, unpublished data). By contrast, no differences
in the differentiation state of self-/tumor reactive T cells
from patients who were vaccinated were detected when
the cells were stimulated ex vivo with cognate antigen in
the presence of IL-2, IL-7, or IL-15 (265). Results using hu-
man cells probably reflect the use of antigen-experienced T
cells, which have already differentiated into intermediate
and late effector stages, instead of the naı̈ve populations
used in mouse studies. Indeed, stimulation of naı̈ve hu-
man self-/tumor reactive T cells in the presence of IL-21
induced the preferential expansion of a less differentiated
CD28highCD45RO+ T cell population able to release IL-2 af-
ter stimulation with cognate antigen. Therefore, the ability
to obtain naı̈ve self-/tumor-specific CD8+ T cells may pro-
vide the means to improving current ACT-based therapies.

Genetic Modification of T Cells for ACT
Naturally occurring self-/tumor-specific T cells have

been described in patients with cancer, as well as in healthy
individuals. The inability to appropriately trigger these
endogenous cells, as evidenced by the failure of current
vaccination strategies, has lead to current adoptive im-
munotherapy trials. Although effective tumor reactive T
cells cannot be readily generated in patients with the ma-
jority of common cancers, they can be generated by the
transduction of PBMC from patients bearing tumors that
express widely shared antigens with TCR that recognize
those epitopes. In a recent study, PBMCs that were trans-
duced with a TCR recognizing the MART-1/HLA-A2 epi-
tope, in addition to efficiently recognizing appropriate tu-
mor cell targets in vitro, mediated tumor regression in 2
out of the 17 treated melanoma patients (266). The affinity
of the TCR selected for transduction, the level of trans-
duced TCR expressed on the cell surface, and the differ-
entiation state of the transduced T cells used for ACT
might critically contribute to the success of trials following

TCR transduction. Additional screening has identified TCR
that appear to possess a higher functional avidity than the
MART-1 TCR used in the initial clinical trial cited earlier
(120). Natural variations between the sequences of partic-
ular peptide epitopes between species has also facilitated
the generation of high-affinity TCRs, such as the murine
TCR identified for a nonmutated, HLA-A2–restricted hu-
man p53 epitope (81). In addition, random mutagenesis
of TCR complementary-determining regions generated in
an in vitro phage display system resulted in the isolation
of TCRs with up to a million-fold higher affinity than
the nonmutated receptor with no apparent loss of bind-
ing specificity (267). Additional studies have demonstrated
that T cells that were genetically engineered to express mu-
tated TCRs with enhanced affinities displayed a higher de-
gree of cross-reactivity with variants of the native epitope
than cells expressing a wild-type TCR (268), and further,
T cells expressing high-affinity variants of the murine allo-
reactive 2C TCR, in contrast to cells expressing the wild-
type 2C TCR, recognized endogenously processed antigens
expressed on normal autologous spleen cells (269).

The Future of Adoptive Immunotherapy
ACT to a lymphodepleted host has emerged as a promis-

ing advance in cancer immunotherapy. Preclinical and
clinical studies have identified multiple mechanisms con-
tributing to successful adoptive immunotherapies, includ-
ing host-related factors, as well as the phenotypic and
functional characteristics of the self-/tumor reactive T cells
used for transfer. These findings provide the rationale for
the design of the novel clinical protocols for the treatment
of patients with cancer.

The improved effectiveness of immunotherapy follow-
ing a nonmyeloablative lymphodepleting regimen provides
the rational basis for the evaluation of more intensive con-
ditioning regimens, such as a myeloablative treatment in
conjunction with autologous HSC transplantation. In the
pmel-1 mouse model of ACT, the use of a myeloablative reg-
imen profoundly depleted host immunosuppressive cells
and cellular sinks for activating cytokines, resulting in an
increased ratio of effector cells to endogenous cells and in-
creased anti-tumor responses compared to nonmyeloab-
lative conditioning (270). The improved therapeutic ef-
fect was independent of antigen-specific vaccination but
required the transfer of HSCs, which enhanced the pro-
liferation and survival of coadministered self-/tumor re-
active T cells possibly through the release of cytokines,
growth factors, and anti-apoptotic factors. The finding
that myeloablative conditioning with a HSC transplant
obviated the need for specific vaccination has important
implications for ACT-based immunotherapies in humans,
which employ polyclonal TILs with often-unknown speci-
ficity for which effective vaccines are not available. The
use of a myeloablative preconditioning regimen involv-
ing chemotherapy and total body irradiation together with
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HSC transplantation in humans is currently under evalu-
ation.

Increased immunity might be achieved with the use of
more selective approaches to lymphodepletion to elimi-
nate the toxicities associated with the use of nonspecific
preconditioning regimens based on chemotherapy and ra-
diation. For example, Treg cells and other immunosup-
pressive cells might be selectively depleted with directed
immunotoxins. To overcome the sink effect of compet-
ing endogenous cells, saturating levels of activating cy-
tokines might be provided exogenously. Alternatively, TH

cells able to produce manifold cytokines might be cotrans-
ferred with self-/tumor reactive T cells. Selective engage-
ment of activation-associated molecules such as TLRs can
also be utilized to activate APCs. Further, the use of com-
binatorial approaches might be of greater clinical benefit
compared to single modality strategies.

Murine models have now shown that early effector T
cells mediate superior in vivo anti-tumor responses com-
pared to intermediate and late effector T cells on the ba-
sis of their increased proliferative and survival potential,
receptiveness to homeostatic and costimulatory signals,
homing to secondary lymphoid tissues, and ability to se-
crete IL-2 (reviewed in [271]). In humans, suggestive data
supports the preclinical finding that less differentiated T
cells may represent the ideal cells for ACT. These findings
indicate that the measurement of IFN-γ release or cytolytic
ability represents inadequate criteria for selection of T cells
for ACT and suggest that additional factors such as T cell
phenotype, telomere length, TCR affinity, as well as the
ability of cells to secrete cytokines such as IL-2 should be
considered in selecting cells for therapy. The next genera-
tion of ACT-based immunotherapies might rely upon the
ability to endow “fit” cells with elevated cell-surface ex-
pression of high-affinity, self-/tumor-specific TCRs by gene
transfer technology that can be used in conjunction with
specific vaccines. Ultimately, the TCR gene therapy ap-
proach might hold the key to the widespread application of
ACT-based therapy to the treatment of cancers of multiple
histologies.

Stem Cell Transplantation and the Potential Role of NK
Cells in Cancer Therapies

Several clinical trials have evaluated the use of allo-
geneic HSC transplantation (HCT) for the treatment of
patients with leukemia, and results suggest that a subset
of T cells that mediate graft versus host responses may
be directed against antigens that are expressed specifi-
cally on leukemia cells, or what has been termed graft ver-
sus leukemia (reviewed in [272]). Minor histocompatibility
antigens that are limited in their expression to hematopoi-
etic cells and that are recognized by T cells have been iden-
tified (273). The transfer of donor lymphocytes is also as-
sociated with enhanced survival of patients who relapsed
following transplantation of T cell–depleted bone marrow

(274). The significant improvement in survival noted in
many of these study of donor lymphocyte infusions pro-
vides further evidence that a graft versus leukemia effect
mediated by T cells that recognize target antigens on tumor
cells are responsible for tumor regression. These products
have also been shown to be recognized by specific T cells
and may play an important role in mediating graft ver-
sus leukemia effects. Additional results, however, indicate
that NK cells may play an important role in mediating the
anti-tumor effects of bone marrow transplantation. The
presence of killer inhibitory receptors (KIRs) that recog-
nize HLA gene products on target cells is responsible for
blunting the response of NK cells to targets that express
those molecules, and in patients with leukemia who are
receiving cells from HLA nonidentical donors, responses
were associated with a lack of expression of the appropri-
ate KIRs on recipient cells (275). In addition, an improved
outcome was noted in patients who received transplants
from HLA-identical siblings if the recipient cells lacked
the presence of KIR recognized by donor NK cells (276).
Although these results indicate that these approaches may
provide a treatment option for patients with tumors aris-
ing from hematopoietic cells, it is not clear that these treat-
ments will be effective for patients with solid tumors.

Antibody-based Therapies

Cell surface proteins that are overexpressed on tumors
have been targeted with either unmodified antibodies or
antibodies that have been linked to toxins or radionu-
clides. The glycoprotein CEA is overexpressed on colon
and breast cancer, although significant expression of this
protein is observed in normal tissues, particularly in in-
testinal crypts. Antibodies that bind to monocytes or DCs
through Fc receptors have been shown to mediate the lysis
of target cells in vitro through antibody dependent cellu-
lar cytotoxicity (ADCC), and the in vitro effectiveness of
immunotoxins has been clearly demonstrated. There has,
however, been a lack of success in the treatment of solid
tumors with these reagents, which appears to arise from
the lack of effective penetration of tumor tissues in vivo by
these reagents.

There have been examples of successful treatments us-
ing antibody-based therapies. Substantial clinical respon-
ses have been observed in breast cancer patients who have
been treated with antibodies directed against Her-2/neu
(277). The Her-2/neu protein is involved with signaling
through a growth factor receptor, and thus the function of
the protein may play an important role in the therapy medi-
ated by this antibody (278). The antibody rituximab, which
is directed against the B cell surface protein CD20, has also
been shown to mediate effective anti-cancer effects against
B cell leukemias (reviewed in [279]). It is not clear how the
effects of the unconjugated antibody are mediated but may
involve the induction of apoptosis, complement mediated
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lysis of tumor cells, as well as through ADCC mechanisms.
Additional trials have tested the use of rituximab that has
been conjugated with radionuclides for cancer treatment
(280). The treatment of a blood-borne tumor by an anti-
body, however, may represent a special case, as antibodies
administered intravenously may be particularly effective
against these tumors, as they would have a direct access
to tumor cells which are present in the blood.

Chimeric T Cell Receptors
Cell surface antigens that are overexpressed on tumor

cells such as ERB-b2 also provide potential targets for cel-
lular therapies, as antibodies linked to intracellular sig-
naling domains have been shown to deliver activation sig-
nals to gene-modified T cells. In an initial demonstration
of the function of these receptors, constructs generated by
linking antibody heavy and light chain variable regions to
TCR α and β constant regions were shown to function in
a murine T cell hybridoma (281). Subsequent studies have
primarily been carried out using single chain antibody con-
structs in which an amino terminal antibody heavy chain
variable region is followed by an appropriate light chain
variable region. This single chain Fv fragment has been
linked through a flexible spacer to the transmembrane and
cytoplasmic domains derived either from the Fc receptor γ

chain (282) or the TCR ζ signaling chain (283). Additional
studies have revealed that the proliferation and survival of
T cells that have been engineered to express recombinant
“T-bodies” appears to be enhanced by the linkage of intra-
cellular signaling domains from costimulatory molecules
such as CD28 (284) and OX40 (285).

Initial studies carried out in model systems have pro-
vided evidence for the ability of T cells that have been redi-
rected using T-bodies to mediate tumor regression. Intratu-
moral injection of human T cells transduced with a T-body
directed against a protein that is overexpressed in a vari-
ety of tumors, erbB2, was found to cause regression of es-
tablished prostatic adenocarcinomas in a mouse xenograft
model (286). Similarly, murine T cells transduced with a
chimeric construct that encoded a single chain antibody
directed against prostate-specific membrane antigen erad-
icated human prostate tumors in a xenogeneic murine
model system (287). Clinical trials have now been car-
ried out using single chain antibodies directed against the
human folate binding protein, a molecule that is overex-
pressed on ovarian carcinomas (288), as well as carbonic
anhydrase IX, an antigen that is overexpressed in renal
carcinomas (289). Objective responses were not observed
in either trial, and there was evidence of liver toxicity in
the renal cancer trial that limited the cell doses that could
be administered to patients. Nevertheless, these reagents
may provide tools for the development of widely applica-
ble cancer therapies, as the recognition of target cells is not
restricted by the MHC molecules expressed on the tumor
cell surface.

Single chain constructs containing a flexible linker be-
tween conventional TCR α and β chains as well as intracel-
lular signaling domains similar to those present in T-bodies
have also been found to confer on T cells the ability to
recognize cognate peptide antigen–MHC complexes (290).
Single chain TCRs possess potential advantages over dual
chain TCRs, which can interact with endogenous α and β

chains, leading to a significant reduction in the number of
appropriately paired receptors on the T cell surface. In one
study comparing a single chain TCR with the correspond-
ing dual chain TCR, the dual chain TCR conferred more
potent effector functions on the gene modified T cells than
the single chain receptor (291); however, additional modi-
fications such as those employed in T-bodies may enhance
single chain TCR signaling.

INFLUENCE OF IMMUNE SYSTEM ON
TUMOR DEVELOPMENT

Immunosurveillance

Although appropriate T cell activation can lead in some
cases to tumor regression, the normal role of the immune
system in controlling tumor development is unclear. Bur-
net and Thomas theorized in the 1950s that the immune
system played an important role in preventing the out-
growth of tumors, a concept that was termed immuno-
surveillance (292). Further studies demonstrated that
immunodeficient mice that lacked T cells did not gener-
ally develop high rates of tumors; however, additional cells
such as NK cells that were present in T cell–deficient mice
may have been responsible for controlling tumor growth
(293). Immunodeficient patients exhibit only a slightly
higher rate of solid malignancies, with the exception of
relatively rare diseases such as Kaposi’s sarcoma, which
develop in HIV patients. More recent studies in mice have
provided some evidence that the immune system may pre-
vent the outgrowth of tumors bearing highly immunogenic
antigens, while tumors that possess mechanisms that pre-
vent the immune system from responding appropriately
can grow progressively, a mechanism that has been termed
“immunoediting” (reviewed in [294]). Factors that influ-
ence tumor cell growth include the immunogenicity of
antigens expressed by that cell as well as the sensitivity
to host factors that regulate immune responses. Tumors
isolated from immunodeficient mice in many cases are
rejected following injection into normal mice (295), and
enhanced rates of tumor development in response to
carcinogen treatment have been observed in mice that
lack responsiveness to IFN-γ (296). Expression of pro-
inflammatory cytokines such as IFN-γ may be necessary
to overcome the effects of soluble inhibitory factors such
as TGF-β and IL-10, as well as products expressed in T
cells such as CTLA-4 and PD-1 that act to limit normal
anti-tumor responses (297,298).
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Examination of the association between lymphocyte in-
filtration of tumor sites and patient survival has provided
some support for the role of immunosurveillance in con-
trolling tumor growth. The presence of brisk infiltrates of
TIL in a variety of tumor types has been associated with
improved survival multiple studies (178,179,180,299). As
the presence of a higher ratio of T regulatory cells to CD8+

T cells within tumors has been associated with poor prog-
nosis (240,300), further analysis of tumor as well as other
sites may be needed to evaluate this issue.

Immune Escape

One of the correlates of immunoediting models is that se-
lective pressure exerted by the immune system can then
lead to the outgrowth of tumor variants containing mu-
tations that lead to the loss of recognition by cells of the
immune system. Relatively small groups of malignant or
premalignant cells that avoid detection by the immune
system initially develop random mutations, and pressure
exerted by immune cells can then lead to the selective out-
growth of variants that have lost expression of gene prod-
ucts such as HLA class I molecules. Recent studies have
demonstrated a complex interplay of positive and nega-
tive factors that regulate responses to tumors, however,
and thus it is difficult to evaluate the role of any individual
factors in tumor progression. The laws of natural selection
may also be at work when cancer cells that possess genetic
and epigenetic traits that are beneficial to their survival or
proliferation are conferred growth advantage over others,
and the outcome of this passive process is determined by
multiple factors in the tumor environment such as growth
factors, nutrient supply, and immune pressure. Neverthe-
less, it is reasonable to assume that the immune system can
play some role in sculpting the phenotypic characteristics
of spontaneously arising tumors. In addition, anti-tumor
immunotherapies that lead to partial tumor cell elimina-
tion represents an additional scenario where selective pres-
sure can lead to the outgrowth of preexisting tumor escape
variants.

Loss or Down-regulation of HLA Class I Antigens

Tumor antigens are processed largely by the proteasome
to generate peptides, which are transported by transporter
associated with antigen processing (TAP) to the endoplas-
mic reticulum, where they bind to HLA class I heavy chain
in association with β2-microglobulin. The HLA–peptide
complexes are then transported through the Golgi to cell
surface. Several mechanisms have been shown to result
in the loss or down-regulation of HLA class I expression.
β2-microglobulin mutation/deletion results in HLA class I
total loss. Defects in components of the antigen-processing
machinery that lead to decreased HLA class I expression
on the cell surface of human tumors have been described
(301). Selective loss of an HLA class I haplotype, locus, or

allele has also been observed in human tumor cells (302),
as well as the loss of β2-microglobulin (303), although
a causal relationship between these changes and tumor
growth in such clinical scenarios is difficult to demonstrate
unequivocally.

While partial or complete losses of HLA class I could
theoretically lead to immune escape, those cells should
then be more susceptibility to lysis by NK cells. Re-
cent studies have shown, however, that NK cells ex-
press activating receptors such as NKG2D, which bind to
stressed-induced ligands (MICA and MICB) that can be
up-regulated in a variety of tumors (reviewed in [304]).
Activation of NK cells through this signaling pathway can
overcome the inhibitory effect of HLA class I binding re-
ceptors (KIRs). From these data, it is clear that HLA class
I–negative tumors should be susceptible to NK killing.
Loss or down-regulation of MICA/B expression by actively
growing tumors has been suggested as an escape strat-
egy, but there is no experimental evidence for this, and
actively proliferating tumor cells have been found to ex-
press MICA/B independently of cellular stress.

An alternative explanation for why tumor cells that have
lost HLA class I are not destroyed by NK cells may be de-
rived from the activation-inhibition model. NK cells are
rapidly activated in the presence of stimulatory factors
such as IL-12, IL-2, or type 1 INFs that are released in
response to inflammatory conditions associated with mi-
crobial infections. In “sterile” environments, as seen with
tumors or transplantation, such stimulatory factors may
not be readily available and the cross-talk between DCs
and resting NK cells that normally leads to NK cell acti-
vation may not occur. In addition, the production of im-
munomodulatory cytokines such as TGF-β or macrophage
migration inhibitory factor (MIF) by tumor cells may di-
rectly inhibit NK cell activation and function. Loss of ex-
pression of surface antigens can occur independently of
the dysregulation of HLA class I expression. It is possi-
ble that increases in the potency of T cell–based tumor
immunotherapy may increase the prominence of escape
mechanisms such as antigen loss.

Defective Death Receptor Signaling

Defective death receptor signaling is another mechanism
that may contribute to the survival and proliferation of tu-
mor cells. Recent studies have shown the expression of the
caspase-8 inhibitor cFLIP (cellular FLICE inhibitory pro-
tein) in various tumors. In these cases, cFLIP may render
tumor cells resistant to death receptor–mediated apopto-
sis and may contribute to immunoresistance to T cells in
vivo (305,306). Down-regulation or loss of Fas expression
in tumors may also contribute to their resistance to apop-
tosis. Missense mutations and loss of the Fas gene have
been identified in hematological cancers such as multiple
myeloma (307) as well as in melanomas (308).
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Lack of Costimulation

As discussed earlier, most tumors seem to grow in a non-
inflammatory microenvironment that is not conducive to
immune activation. Histologically, tumors generally coex-
ist innocuously with normal tissues, apparently without
giving or inducing immune activating signals, especially
during the early stage of growth. Recognition of tumor
antigens by DCs in this condition will not lead to DC activa-
tion and maturation. In addition, like most normal tissues,
tumor cells usually do not express costimulatory molecules
such as B7-1 (CD80), B7-2 (CD86), and CD40. Recognition
of tumor antigens by CD4+ and CD8+ T lymphocytes with-
out adequate costimulation will lead to T cell anergy. Inser-
tion of the genes encoding B7-1, B7-2, or both into tumor
in the experimental setting will generally increase the im-
munogencity of a tumor but does not necessarily lead to
regression.

Immunosuppressive Cytokines

Activation or inhibition of T cells also depends on the
presence or absence of cytokines in their immediate mi-
croenvironment. Tumor cells have been known to elabo-
rate a variety of cytokines and chemokines that can neg-
atively effect maturation and function of immune cells.
Vascular endothelial growth factor (VEGF), which is a cy-
tokine that is produced by most tumors, has been shown
in several in vitro studies to inhibit DC differentiation and
maturation through suppression of the transcription fac-
tor NF-κB in HSCs (309). In patients with lung, head and
neck, and breast cancers, there was a decrease in function
and number of mature DCs, which was associated with
increased plasma level of VEGF (310). Elevated levels of
IL-10, a molecule that has been shown to inhibit DC mat-
uration, has also frequently been detected in serum of pa-
tients with cancer (311,312). Additionally, IL-10 may pro-
tect tumor cells from CTL by down-regulation of HLA class
I, class II, and ICAM-1. Further, the loss of HLA class I ex-
pression may be due to IL-10–mediated down-regulation
of TAP1 and TAP2 proteins in tumor cells. Prostaglandin
E2 (PGE-2) represents an immunosuppressive factor that
is expressed by tumors owing to enhanced expression of
the enzyme cyclooxygenase 2 (COX2), which is the rate-
limiting enzyme for PGE-2 synthesis. Relatively high lev-
els of PGE-2 have been found in the serum of renal cancer
patients (313). Increased expression of PGE-2 in the blood
of cancer patients has also been associated increased pro-
duction of IL-10 from monocytes (314); however, the re-
sults of another study suggest that IL10 may inhibit PGE-2
production (315).

High levels of transforming growth factor (TGF)-β are
frequently found in cancer patients and are associated with
progression of disease and poor response to immunother-
apy, an observation that may reflect the ability of this

cytokine to inhibit the activation and proliferation of
lymphocytes. Tumors may not necessarily produce these
cytokines as escape mechanisms, however, as the hypoth-
esized immunosuppressive functions may be mere side ef-
fects of the angiogenic and growth factor functions of these
cytokines.

The Controversy Involving Apoptosis of
Activated T Cells

One of the more controversial mechanisms of tumor es-
cape is the expression of death receptor ligands by tumor
cells. A variety of cancer cells have been reported to ex-
press functional FasL that induces apoptosis of Fas+ sus-
ceptible target cells (316). These include lung carcinoma,
melanoma, colon carcinoma, and hepatocellular carci-
noma. The most recent study on this controversial topic
asserted that FasL was coexpressed with melanosomal
and lysosomal markers in multivesicular bodies (MVB) in
human melanoma cells (317). These data have been ques-
tioned, however, due to a lack of appropriate negative con-
trols, technical concerns such as the use of nonspecific an-
tibodies, nonintron spanning polymerase chain reaction
(PCR) primers without proper controls, and in functional
assays that employ the Jurkat cell line, which itself can be
induced to express FasL. Additional studies have failed to
provide evidence of FasL expression in melanoma either at
mRNA or protein levels, however, and Fas susceptible tar-
gets were not lysed by melanoma cells in controlled func-
tional assays (318). In fact, all well-controlled in vivo ex-
periments using FasL-transfected tumor cells have shown
accelerated rejection accompanied by neutrophil infiltra-
tion (319). The activity of FasL may be modulated by the
presence or absence of certain cytokines within the tumor
microenvironment, and TGF-β has been shown to regulate
the pro-inflammatory effects of FasL. It is now apparent
that upon activation by tumor antigen recognition, T cells
express high levels of FasL, which induces apoptosis in
themselves (“suicide”) and each other (“fratricide”).

Tumor Escape and Immunotherapy

Despite recent progress in tumor immunobiology and
technical advances in the field of tumor immunother-
apy, current antigen-specific immunotherapeutic strate-
gies have only been successful in patients with melanoma
and not other cancer types. It is not clear whether tumor
escape accounts for these failures, or whether lack of ob-
served tumor regression is due to inadequacies of the im-
munotherapies themselves.

The balance of immune activation and immune inhibi-
tion must be in favor of the former if tumors are to come
under immune pressure. However, even in some instances
where effective anti-tumor responses can be achieved with
immunotherapy, tumors often recur. It seems likely that as
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the tumor immunologist’s armamentarium becomes more
powerful and immunotherapies become more effective,
the selection of tumor variants with immunoresistant phe-
notypes will be observed with greater frequency. Tumor
escape may ultimately thwart some dramatic responses
to immunotherapy. Indeed, some tumors that recur after
successful immunotherapy often possess immunoresistant
phenotypes.

CONCLUSION

The identification of antigens that are either specifically ex-
pressed or are overexpressed on tumor cells has provided
an opportunity to explore therapies for the treatment of pa-
tients with a wide variety of tumor types. The results of an
extensive series of clinical trials employing a wide variety
of treatments, however, have in general failed to provide
evidence that vaccination can lead to tumor regression.
With the exception of trials employing treatments against
tumor of hematopoietic origin such as lymphomas and
leukemias, responses have generally been observed in 5%
or less of treated patients, which may in some cases reflect
a low background of spontaneous tumor regression. The
development of preventive vaccination protocols against
cancers such as HPV has demonstrated the ability of the
immune system to control the development of virally in-
duced cancers but unfortunately may not be relevant to
the control of naturally arising tumors of nonviral origin.
Adoptive immunotherapy approaches have demonstrated
that expanded populations of tumor reactive T cells can
lead to the destruction of bulky metastatic lesions; how-
ever, long-term tumor regressions are observed in only a
minority of treated patients.

These clinical trial results clearly point to the need to
develop a better understanding of the basic mechanisms
that regulate anti-cancer immune responses. The presence
of regulatory T cells, inhibitory factors expressed by tumor
cells and by infiltrating monocytes or other cell types, rep-
resent some of the factors that may limit these responses.
In addition, the failure to generate appropriately activated
APCs within the tumor microenvironment may contribute
to the lack of responses observed in patients undergoing
therapy. Nevertheless, these and other studies provide op-
portunities to explore the role of factors such as host condi-
tioning on response to therapy and will hopefully facilitate
the development of treatments that result in long-term tu-
mor regression in the majority of treated patients.
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18. Lurquin C, Van Pel A, Mariamë B, et al. Structure of the gene of tum-
transplantation antigen P91A: the mutated exon encodes a peptide
recognized with Ld by cytolytic T cells. Cell. 1989;58:293–303.

19. Van den Eynde B, Lethe B, Van Pel A, et al. The gene coding for
a major tumor rejection antigen of tumor P815 is identical to the
normal gene of syngeneic DBA/2 mice. J Exp Med. 1991;173:1373–
1384.

20. Brandle D, Bilsborough J, Rulicke T, et al. The shared tumor-specific
antigen encoded by mouse gene P1A is a target not only for cy-
tolytic T lymphocytes but also for tumor rejection. Eur J Immunol.
1998;28:4010–4019.

21. Parker KC, Bednarek MA, Coligan JE. Scheme for ranking potential
HLA-A2 binding peptides based on independent binding of individ-
ual peptide side-chains. J Immunol. 1994;152:163–175.

22. Princiotta MF, Finzi D, Qian SB, et al. Quantitating protein synthe-
sis, degradation, and endogenous antigen processing. Immunity.
2003;18:343–354.

23. Preuss KD, Zwick C, Bormann C, et al. Analysis of the B-cell reper-
toire against antigens expressed by human neoplasms. Immunol
Rev. 2002;188:43–50.

24. van der Bruggen P, Traversari C, Chomez P, et al. A gene encod-
ing an antigen recognized by cytolytic T lymphocytes on a human
melanoma. Science. 1991;254:1643–1647.

27. Weber J, Salgaller M, Samid D, et al. Rosenberg. Expression of the
MAGE-1 tumor antigen is up-regulated by the demethylating agent
5-aza-2’-deoxycytidine. Cancer Res. 1994;54:1766–1771.

29. Chen YT, Scanlan MJ, Sahin U, et al. A testicular antigen aber-
rantly expressed in human cancers detected by autologous antibody
screening. Proc Natl Acad Sci U S A. 1997;94:1914–1918.

30. Jager E, Chen YT, Drijfhout JW, et al. Simultaneous humoral and
cellular immune response against cancer-testis antigen NY-ESO-1:
definition of human histocompatibility leukocyte antigen (HLA)-
A2-binding peptide epitopes. J Exp Med. 1998;187:265–270.

33. Jager E, Nagata Y, Gnjatic S, et al. Monitoring CD8 T cell re-
sponses to NY-ESO-1: correlation of humoral and cellular immune
responses. Proc Natl Acad Sci U S A. 2000;97:4760–4765.

35. Zeng G, Wang X, Robbins PF, et al. CD4(+) T cell recognition of
MHC class II-restricted epitopes from NY- ESO-1 presented by a
prevalent HLA DP4 allele: association with NY-ESO- 1 antibody pro-
duction. Proc Natl Acad Sci U S A. 2001;98:3964–3969.

36. Gnjatic S, Atanackovic D, Jager E, et al. Survey of naturally occur-
ring CD4+ T cell responses against NY-ESO-1 in cancer patients:
correlation with antibody responses. Proc Natl Acad Sci U S A.
2003;100:8862–8867.

37. Kawakami Y, Eliyahu S, Delgado CH, et al. Cloning of the gene
coding for a shared human melanoma antigen recognized by au-
tologous T cells infiltrating into tumor. Proc Natl Acad Sci U S A.
1994;91:3515–3519.

38. Coulie PG, Brichard V, Van Pel A, et al. A new gene coding
for a differentiation antigen recognized by autologous cytolytic
T lymphocytes on HLA-A2 melanomas. J Exp Med. 1994;180:
35–42.

40. Kawakami Y, Eliyahu S, Sakaguchi K, et al. Identification of the im-
munodominant peptides of the MART-1 human melanoma antigen
recognized by the majority of HLA-A2-restricted tumor infiltrating
lymphocytes. J Exp Med. 1994;180:347–352.

47. Kawakami Y, Eliyahu S, Jennings C, et al. Recognition of mul-
tiple epitopes in the human melanoma antigen gp100 by tumor-
infiltrating T lymphocytes associated with in vivo tumor regression.
J Immunol. 1995;154:3961–3968.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-45 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:33

1518 Chapter 45

48. Cox AL, Skipper J, Chen Y, et al. Identification of a peptide rec-
ognized by five melanoma-specific human cytotoxic T cell lines.
Science. 1994;264:716–719.

53. Parkhurst MR, Fitzgerald EB, Southwood S, et al. Identifica-
tion of a shared HLA-A∗0201-restricted T-cell epitope from the
melanoma antigen tyrosinase-related protein 2 (TRP2). Cancer Res.
1998;58:4895–4901.

54. Bloom MB, Perry-Lalley D, Robbins PF, et al. Identification of
tyrosinase-related protein 2 as a tumor rejection antigen for the
B16 melanoma. J Exp Med. 1997;185:453–459.

55. Nishimura MI, Avichezer D, Custer MC, et al. MHC class I-restricted
recognition of a melanoma antigen by a human CD4+ tumor infil-
trating lymphocyte [In Process Citation]. Cancer Res. 1999;59:6230–
6238.

56. Somasundaram R, Robbins P, Moonka D, et al. CD4(+), HLA class I-
restricted, cytolytic T-lymphocyte clone against primary malignant
melanoma cells. Int J Cancer. 2000;85:253–259.

57. Topalian SL, Gonzales MI, Parkhurst M, et al. Melanoma-specific
CD4+ T cells recognize nonmutated HLA-DR-restricted tyrosinase
epitopes. J Exp Med. 1996;183:1965–1971.

62. Hanada K, Perry-Lalley DM, Ohnmacht GA, et al. Identification of
fibroblast growth factor-5 as an overexpressed antigen in multiple
human adenocarcinomas. Cancer Res. 2001;61:5511–5516.

63. Ikeda H, Lethe B, Lehmann F, et al. Characterization of an anti-
gen that is recognized on a melanoma showing partial HLA loss by
CTL expressing an NK inhibitory receptor. Immunity. 1997;6:199–
208.

66. Tsang KY, Zaremba S, Nieroda CA, et al. Generation of human cyto-
toxic T cells specific for human carcinoembryonic antigen epitopes
from patients immunized with recombinant vaccinia-CEA vaccine.
J Natl Cancer Inst. 1995;87:982–990.

69. Fisk B, Blevins TL, Wharton JT, et al. Identification of an im-
munodominant peptide of HER-2/neu protooncogene recognized
by ovarian tumor-specific cytotoxic T lymphocyte lines. J Exp Med.
1995;181:2109–2117.

70. Zaks TZ, Rosenberg SA. Immunization with a peptide epitope
(p369–377) from HER-2/neu leads to peptide-specific cytotoxic T
lymphocytes that fail to recognize HER-2/neu+ tumors. Cancer Res.
1998;58:4902–4908.

71. Vonderheide RH, Hahn WC, Schultze JL, et al. The telomerase cat-
alytic subunit is a widely expressed tumor-associated antigen rec-
ognized by cytotoxic T lymphocytes. Immunity. 1999;10:673–679.

72. Ayyoub M, Migliaccio M, Guillaume P, et al. Lack of tumor recog-
nition by hTERT peptide 540–548-specific CD8(+) T cells from
melanoma patients reveals inefficient antigen processing. Eur J Im-
munol. 2001;31:2642–2651.

74. Rock KL, Goldberg AL. Degradation of cell proteins and the gen-
eration of MHC class I-presented peptides. Annu Rev Immunol.
1999;17:739–779.

75. Kessler JH, Beekman NJ, Bres-Vloemans SA, et al. Efficient iden-
tification of novel HLA-A(∗)0201-presented cytotoxic T lympho-
cyte epitopes in the widely expressed tumor antigen PRAME by
proteasome-mediated digestion analysis. J Exp Med. 2001;193:
73–88.

77. Weinschenk T, Gouttefangeas C, Schirle M, et al. Integrated func-
tional genomics approach for the design of patient-individual anti-
tumor vaccines. Cancer Res. 2002;62:5818–5827.

80. Kuball J, Schuler M, Antunes Ferreira E, et al. Generating p53-
specific cytotoxic T lymphocytes by recombinant adenoviral vector-
based vaccination in mice, but not man. Gene Ther. 2002;9:833–
843.

81. Theobald M, Biggs J, Dittmer D, et al. Targeting p53 as a general
tumor antigen. Proc Natl Acad Sci U S A. 1995;92:11993–11997.

82. Cohen CJ, Zheng Z, Bray R, et al. Recognition of fresh human tu-
mor by human peripheral blood lymphocytes transduced with a
bicistronic retroviral vector encoding a murine anti-p53 TCR. J Im-
munol. 2005;175:5799–5808.

84. Wolfel T, Hauer M, Schneider J, et al. A p16INK4a-insensitive CDK4
mutant targeted by cytolytic T lymphocytes in a human melanoma.
Science. 1995;269:1281–1284.

85. Robbins PF, El-Gamil M, Li YF, et al. A mutated ?-catenin gene en-
codes a melanoma-specific antigen recognized by tumor infiltrating
lymphocytes. J Exp Med. 1996;183:1185–1192.

86. Rubinfeld B, Robbins P, El-Gamil M, et al. Stabilization of beta-
catenin by genetic defects in melanoma cell lines [see comments].
Science. 1997;275:1790–1792.

87. Mandruzzato S, Brasseur F, Andry G, et al. A CASP-8 mutation rec-
ognized by cytolytic T lymphocytes on a human head and neck car-
cinoma. J Exp Med. 1997;186:785–793.

88. Huang J, El-Gamil M, Dudley ME, et al. T cells associated with
tumor regression recognize frameshifted products of the CDKN2A
tumor suppressor gene locus and a mutated HLA class I gene prod-
uct. J Immunol. 2004;172:6057–6064.

93. Cheever MA, Chen W, Disis ML, et al. T-cell immunity to oncogenic
proteins including mutated ras and chimeric bcr-abl. Ann NY Acad
Sci. 1993;690:101–112.

96. Stanley MA. Human papillomavirus vaccines. Rev Med Virol.
2006;16:139–149.

98. Suzich JA, Ghim SJ, Palmer-Hill FJ, et al. Systemic immuniza-
tion with papillomavirus L1 protein completely prevents the de-
velopment of viral mucosal papillomas. Proc Natl Acad Sci U S A.
1995;92:11553–11557.

101. Koutsky LA, Ault KA, Wheeler CM, et al. A controlled trial of a hu-
man papillomavirus type 16 vaccine. N Engl J Med. 2002;347:1645–
1651.

102. Villa LL, Costa RL, Petta CA, et al. Prophylactic quadrivalent human
papillomavirus (types 6, 11, 16, and 18) L1 virus-like particle vaccine
in young women: a randomised double-blind placebo-controlled
multicentre phase II efficacy trial. Lancet Oncol. 2005;6:271–278.

103. Lee WM. Hepatitis B virus infection. N Engl J Med. 1997;337:1733–
1745.

104. Rehermann B, Nascimbeni M. Immunology of hepatitis B virus and
hepatitis C virus infection. Nat Rev Immunol. 2005;5:215–229.

107. Valmori D, Dutoit V, Schnuriger V, et al. Vaccination with a Melan-
A peptide selects an oligoclonal T cell population with increased
functional avidity and tumor reactivity. J Immunol. 2002;168:4231–
4240.

109. Yee C, Savage PA, Lee PP, et al. Isolation of high avidity melanoma-
reactive CTL from heterogeneous populations using peptide-MHC
tetramers. J Immunol. 1999;162:2227–2234.

111. al-Ramadi BK, Jelonek MT, Boyd LF, et al. Lack of strict cor-
relation of functional sensitization with the apparent affinity of
MHC/peptide complexes for the TCR. J Immunol. 1995;155:662–
673.

114. Hutchinson SL, Wooldridge L, Tafuro S, et al. The CD8 T cell core-
ceptor exhibits disproportionate biological activity at extremely low
binding affinities. J Biol Chem. 2003;278:24285–24293.

120. Johnson LA, Heemskerk B, Powell DJ, Jr., et al. Gene transfer of
tumor-reactive TCR confers both high avidity and tumor reactiv-
ity to nonreactive peripheral blood mononuclear cells and tumor-
infiltrating lymphocytes. J Immunol. 2006;177:6548–6559.

122. Sensi M, Traversari C, Radrizzani M, et al. Cytotoxic T-lymphocyte
clones from different patients display limited T-cell-receptor
variable-region gene usage in HLA-A2-restricted recognition of the
melanoma antigen Melan-A/MART-1. Proc Natl Acad Sci U S A.
1995;92:5674–5678.

128. Guilloux Y, Lucas S, Brichard VG, et al. A peptide recognized by
human cytolytic T lymphocytes on HLA-A2 melanomas is encoded
by an intron sequence of the N- acetylglucosaminyltransferase V
gene. J Exp Med. 1996;183:1173–1183.

133. Bullock TN, Patterson AE, Franlin LL, et al. Initiation codon scan-
through versus termination codon readthrough demonstrates strong
potential for major histocompatibility complex class I-restricted
cryptic epitope expression. J Exp Med. 1997;186:1051–1058.

134. Ronsin C, Chung-Scott V, Poullion I, et al. A non-AUG-defined alter-
native open reading frame of the intestinal carboxyl esterase mRNA
generates an epitope recognized by renal cell carcinoma-reactive
tumor-infiltrating lymphocytes in situ. J Immunol. 1999;163:483–
490.

137. Skipper JC, Hendrickson RC, Gulden PH, et al. An HLA-A2-
restricted tyrosinase antigen on melanoma cells results from post-
translational modification and suggests a novel pathway for pro-
cessing of membrane proteins. J Exp Med. 1996;183:527–534.

138. Hanada K, Yewdell JW, Yang JC. Immune recognition of a human
renal cancer antigen through post-translational protein splicing.
Nature. 2004;427:252–256.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-45 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:33

Tumor Immunology 1519

140. Paulus H. Protein splicing and related forms of protein autopro-
cessing. Ann Rev Biochem. 2000;69:447–496.

142. Morel S, Levy F, Burlet-Schiltz O, et al. Processing of some anti-
gens by the standard proteasome but not by the immunoprotea-
some results in poor presentation by dendritic cells. Immunity.
2000;12:107–117.

143. Van den Eynde BJ, Morel S. Differential processing of class-I-
restricted epitopes by the standard proteasome and the immuno-
proteasome. Curr Opin Immunol. 2001;13:147–153.

145. Parkhurst MR, Salgaller ML, Southwood S, et al. Improved induc-
tion of melanoma-reactive CTL with peptides from the melanoma
antigen gp100 modified at HLA-A∗0201-binding residues. J Im-
munol. 1996;157:2539–2548.

147. Overwijk WW, Tsung A, Irvine KR, et al. gp100/pmel 17 is a
murine tumor rejection antigen: induction of “self”-reactive, tumo-
ricidal T cells using high-affinity, altered peptide ligand. J Exp Med.
1998;188:277–286.

148. Valmori D, Fonteneau JF, Lizana CM, et al. Enhanced generation
of specific tumor-reactive CTL in vitro by selected Melan-A/MART-1
immunodominant peptide analogues. J Immunol. 1998;160:1750–
1758.

150. Anichini A, Molla A, Mortarini R, et al. An expanded peripheral T cell
population to a cytotoxic T lymphocyte (CTL)-defined, melanocyte-
specific antigen in metastatic melanoma patients impacts on gen-
eration of peptide-specific CTLs but does not overcome tumor es-
cape from immune surveillance in metastatic lesions. J Exp Med.
1999;190:651–668.

151. Pittet MJ, Valmori D, Dunbar PR, et al. High frequencies of naive
Melan-A/MART-1-specific CD8(+) T cells in a large proportion of
human histocompatibility leukocyte antigen (HLA)-A2 individuals.
J Exp Med. 1999;190:705–715.

152. Loftus DJ, Castelli C, Clay TM, et al. Identification of epitope mimics
recognized by CTL reactive to the melanoma/melanocyte-derived
peptide MART-1(27–35). J Exp Med. 1996;184:647–657.

154. Chen JL, Stewart-Jones G, Bossi G, et al. Structural and kinetic
basis for heightened immunogenicity of T cell vaccines. J Exp Med.
2005;201:1243–1255.

156. D’Souza S, Rimoldi D, Lienard D, et al. Circulating Melan-A/Mart-1
specific cytolytic T lymphocyte precursors in HLA-A2+ melanoma
patients have a memory phenotype. Int J Cancer. 1998;78:699–706.

158. Lee PP, Yee C, Savage PA, et al. Characterization of circulating T
cells specific for tumor-associated antigens in melanoma patients.
Nat Med. 1999;5:677–685.

162. Rosenberg SA, Yang JC, Schwartzentruber DJ, et al. Immuno-
logic and therapeutic evaluation of a synthetic peptide vaccine
for the treatment of patients with metastatic melanoma. Nat Med.
1998;4:321–327.

163. Rosenberg SA, Sherry RM, Morton KE, et al. Tumor progression
can occur despite the induction of very high levels of self/tumor
antigen-specific CD8+ T cells in patients with melanoma. J Im-
munol. 2005;175:6169–6176.

164. Appay V, Jandus C, Voelter V, et al. New generation vaccine induces
effective melanoma-specific CD8+ T cells in the circulation but not
in the tumor site. J Immunol. 2006;177:1670–1678.

165. Zippelius A, Batard P, Rubio-Godoy V, et al. Effector function of
human tumor-specific CD8 T cells in melanoma lesions: a state of
local functional tolerance. Cancer Res. 2004;64:2865–2873.

168. Bronte V, Kasic T, Gri G, et al. Boosting antitumor responses of
T lymphocytes infiltrating human prostate cancers. J Exp Med.
2005;201:1257–1268.

172. Serafini P, Borrello I, Bronte V. Myeloid suppressor cells in cancer:
recruitment, phenotype, properties, and mechanisms of immune
suppression. Semin Cancer Biol. 2006;16:53–65.

173. Huang B, Pan PY, Li Q, et al. Gr-1+CD115+ immature myeloid sup-
pressor cells mediate the development of tumor-induced T regu-
latory cells and T-cell anergy in tumor-bearing host. Cancer Res.
2006;66:1123–1131.

174. Beyer M, Kochanek M, Giese T, et al. In vivo peripheral expansion
of naive CD4+CD25high FoxP3+ regulatory T cells in patients with
multiple myeloma. Blood. 2006;107:3940–3949.

180. Galon J, Costes A, Sanchez-Cabo F, et al. Type, density, and location
of immune cells within human colorectal tumors predict clinical
outcome. Science. 2006;313:1960–1964.

182. Restifo NP, Rosenberg SA. Developing recombinant and syn-
thetic vaccines for the treatment of melanoma. Curr Opin Oncol.
1999;11:50–57.

183. Rosenberg SA, Mule JJ, Spiess PJ, et al. Regression of established
pulmonary metastases and subcutaneous tumor mediated by the
systemic administration of high dose recombinant IL-2. J Exp Med.
1985;161:1169–1188.

184. Rosenberg SA, Yang JC, Topalian SL, et al. Treatment of 283 consec-
utive patients with metastatic melanoma or renal cell cancer using
high-dose bolus interleukin-2. JAMA. 1994;271:907–913.

185. Ahmadzadeh M, Rosenberg SA. IL-2 administration increases
CD4+ CD25(hi) Foxp3+ regulatory T cells in cancer patients. Blood.
2006;107:2409–2414.

187. Sansom DM, Walker LS. The role of CD28 and cytotoxic T-
lymphocyte antigen-4 (CTLA-4) in regulatory T-cell biology. Im-
munol Rev. 2006;212:131–148.

189. Kocak E, Lute K, Chang X, et al. Combination therapy with anti-
CTL antigen-4 and anti-4–1BB antibodies enhances cancer immu-
nity and reduces autoimmunity. Cancer Res. 2006;66:7276–7284.

190. Attia P, Phan GQ, Maker AV, et al. Autoimmunity correlates with
tumor regression in patients with metastatic melanoma treated with
anti-cytotoxic T-lymphocyte antigen-4. J Clin Oncol. 2005;23:6043–
6053.

191. Lute KD, May Jr. KF, Lu P, et al. Human CTLA4 knock-in mice
unravel the quantitative link between tumor immunity and autoim-
munity induced by anti-CTLA-4 antibodies. Blood. 2005;106:3127–
3133.

192. McCoy KD, Hermans IF, Fraser JH, et al. Cytotoxic T lymphocyte-
associated antigen 4 (CTLA-4) can regulate dendritic cell-induced
activation and cytotoxicity of CD8(+) T cells independently of
CD4(+) T cell help. J Exp Med. 1999;189:1157–1162.

193. Gattinoni L, Ranganathan A, Surman DR, et al. CTLA-4 dysregu-
lation of self/tumor-reactive CD8+ T cell function is CD4+ T cell-
dependent. Blood. 2006.

195. Blank C, Brown I, Peterson AC, et al. PD-L1/B7H-1 inhibits the ef-
fector phase of tumor rejection by T cell receptor (TCR) transgenic
CD8+ T cells. Cancer Res. 2004;64:1140–1145.

196. Bachmann MF, Waterhouse P, Speiser DE, et al. Normal respon-
siveness of CTLA-4-deficient anti-viral cytotoxic T cells. J Immunol.
1998;160:95–100.

197. Rosenberg SA, Yang JC, Restifo NP. Cancer immunotherapy: mov-
ing beyond current vaccines. Nat Med. 2004;10:909–915.

198. Slingluff Jr, CL, Yamshchikov G, Neese P, et al. Phase I trial of a
melanoma vaccine with gp100(280–288) peptide and tetanus helper
peptide in adjuvant: immunologic and clinical outcomes. Clin Can-
cer Res. 2001;7:3012–3024.

199. Schaed SG, Klimek VM, Panageas KS, et al. T-cell responses against
tyrosinase 368–376(370D) peptide in HLA∗A0201+ melanoma pa-
tients: randomized trial comparing incomplete Freund’s adjuvant,
granulocyte macrophage colony-stimulating factor, and QS-21 as
immunological adjuvants. Clin Cancer Res. 2002;8:967–972.

201. Eder JP, Kantoff PW, Roper K, et al. A phase I trial of a recombi-
nant vaccinia virus expressing prostate-specific antigen in advanced
prostate cancer. Clin Cancer Res. 2000;6:1632–1638.

202. Lurquin C, Lethe B, De Plaen E, et al. Contrasting frequencies of
antitumor and anti-vaccine T cells in metastases of a melanoma
patient vaccinated with a MAGE tumor antigen. J Exp Med.
2005;201:249–257.

203. Rosenberg SA, Yang JC, Schwartzentruber DJ, et al. Immuno-
logic and therapeutic evaluation of a synthetic peptide vaccine
for the treatment of patients with metastatic melanoma. Nat Med.
1998;4:321–327.

204. Marincola FM, Rivoltini L, Salgaller ML, et al. Differential anti-
MART-1/MelanA CTL activity in peripheral blood of HLA- A2
melanoma patients in comparison to healthy donors: evidence of
in vivo priming by tumor cells. J Immunother Emphasis Tumor Im-
munol. 1996;19:266–277.

206. Valmori D, Dutoit V, Ayyoub M, et al. Simultaneous CD8+ T cell
responses to multiple tumor antigen epitopes in a multipeptide
melanoma vaccine. Cancer Immun. 2003;3:15.

207. Chianese-Bullock KA, Pressley J, Garbee C, et al. MAGE-A1-, MAGE-
A10-, and gp100-derived peptides are immunogenic when com-
bined with granulocyte-macrophage colony-stimulating factor and



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-45 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:33

1520 Chapter 45

montanide ISA-51 adjuvant and administered as part of a multipep-
tide vaccine for melanoma. J Immunol. 2005;174:3080–3086.

208. Rosenberg SA, Sherry RM, Morton KE, et al. Altered CD8(+) T-cell
responses when immunizing with multiepitope peptide vaccines.
J Immunother. 2006;29:224–231.

210. Livingston PO, Wong GY, Adluri S, et al. Improved survival in
stage III melanoma patients with GM2 antibodies: a randomized
trial of adjuvant vaccination with GM2 ganglioside. J Clin Oncol.
1994;12:1036–1044.

211. Atkins LS, Flaherty L, Sosman JA, et al. A prospective randomized
phase III trial of concurrent biochemotherapy (BCT) with cisplatin,
vinblastin, dacarbazine (CVD), IL-2 and interferon alpha-2b (IFN)
versus CVD alone in patients with metastatic melanoma (E3695):
An ECOG-coordinated intergoup trial. Proc Am Soc Clin Oncol.
2003;22:708.

212. Clay TM, Hobeika AC, Mosca PJ, et al. Assays for monitoring cellular
immune responses to active immunotherapy of cancer. Clin Cancer
Res. 2001;7:1127–1135.

214. Sondak VK, Liu PY, Tuthill RJ, et al. Adjuvant immunotherapy of
resected, intermediate-thickness, node-negative melanoma with an
allogeneic tumor vaccine: overall results of a randomized trial of
the Southwest Oncology Group. J Clin Oncol. 2002;20:2058–2066.

215. Hsueh EC, Essner R, Foshag LJ, et al. Prolonged survival after com-
plete resection of disseminated melanoma and active immunother-
apy with a therapeutic cancer vaccine. J Clin Oncol. 2002;20:4549–
4554.

216. Faries MB, Morton DL. Therapeutic vaccines for melanoma: current
status. Bio Drugs. 2005;19:247–260.

217. Dranoff G, Jaffee E, Lazenby A, et al. Vaccination with irra-
diated tumor cells engineered to secrete murine granulocyte-
macrophage colony-stimulating factor stimulates potent, specific,
and long-lasting anti-tumor immunity. Proc Natl Acad Sci U S A.
1993;90:3539–3543.

218. Simons JW, Jaffee EM, Weber CE, et al. Bioactivity of autolo-
gous irradiated renal cell carcinoma vaccines generated by ex vivo
granulocyte-macrophage colony-stimulating factor gene transfer.
Cancer Res. 1997;57:1537–1546.

219. Soiffer R, Hodi FS, Haluska F, et al. Vaccination with irradi-
ated, autologous melanoma cells engineered to secrete granulocyte-
macrophage colony-stimulating factor by adenoviral-mediated gene
transfer augments antitumor immunity in patients with metastatic
melanoma. J Clin Oncol. 2003;21:3343–3350.

220. Nestle FO, Alijagic S, Gilliet M, et al. Vaccination of melanoma pa-
tients with peptide- or tumor lysate-pulsed dendritic cells. Nat Med.
1998;4:328–332.

221. Heiser A, Coleman D, Dannull J, et al. Autologous dendritic
cells transfected with prostate-specific antigen RNA stimulate
CTL responses against metastatic prostate tumors. J Clin Invest.
2002;109:409–417.

223. Rini BI. Technology evaluation: APC-8015, Dendreon. Curr Opin
Mol Ther. 2002;4:76–79.

224. Ribas A, Butterfield LH, Glaspy JA, et al. Current developments
in cancer vaccines and cellular immunotherapy. J Clin Oncol.
2003;21:2415–2432.

225. Hodge JW, Sabzevari H, Yafal AG, et al. A triad of costimula-
tory molecules synergize to amplify T-cell activation. Cancer Res.
1999;59:5800–5807.

226. Kaufman HL, Cohen S, Cheung K, et al. Local delivery of vaccinia
virus expressing multiple costimulatory molecules for the treatment
of established tumors. Hum Gene Ther. 2006;17:239–244.

227. Marshall JL, Gulley JL, Arlen PM, et al. Phase I study of se-
quential vaccinations with fowlpox-CEA(6D)-TRICOM alone and
sequentially with vaccinia-CEA(6D)-TRICOM, with and without
granulocyte-macrophage colony-stimulating factor, in patients with
carcinoembryonic antigen-expressing carcinomas. J Clin Oncol.
2005;23:720–731.

228. Wang HH, Mao CY, Teng LS, et al. Recent advances in heat
shock protein-based cancer vaccines. Hepatobiliary Pancreat Dis Int.
2006;5:22–27.

229. Weng WK, Czerwinski D, Timmerman J, et al. Clinical outcome of
lymphoma patients after idiotype vaccination is correlated with hu-
moral immune response and immunoglobulin G Fc receptor geno-
type. J Clin Oncol. 2004;22:4717–4724.

230. Timmerman JM, Czerwinski DK, Davis TA, et al. Idiotype-pulsed
dendritic cell vaccination for B-cell lymphoma: clinical and immune
responses in 35 patients. Blood. 2002;99:1517–1526.

232. Rosenberg SA, Lotze MT, Yang JC, et al. Prospective random-
ized trial of high-dose interleukin-2 alone or in conjunction with
lymphokine-activated killer cells for the treatment of patients with
advanced cancer. J Natl Cancer Inst. 1993;85:622–632.

233. Rosenberg SA, Spiess P, Lafreniere R. A new approach to the adop-
tive immunotherapy of cancer with tumor-infiltrating lymphocytes.
Science. 1986;233:1318–1321.

234. Rosenberg SA, Yannelli JR, Yang JC, et al. Treatment of patients
with metastatic melanoma with autologous tumor-infiltrating lym-
phocytes and interleukin 2. J Natl Cancer Inst. 1994;86:1159–
1166.

235. Rosenberg SA, Spiess P, Lafreniere R. A new approach to the adop-
tive immunotherapy of cancer with tumor-infiltrating lymphocytes.
Science.. 1986;233:1318–1321.

236. Dudley ME, Wunderlich JR, Yang JC, et al. Adoptive cell
transfer therapy following non-myeloablative but lymphodeplet-
ing chemotherapy for the treatment of patients with refractory
metastatic melanoma. J Clin Oncol. 2005;23:2346–2357.

237. Woo EY, Chu CS, Goletz TJ, et al. Regulatory CD4(+)CD25(+) T
cells in tumors from patients with early- stage non-small cell lung
cancer and late-stage ovarian cancer. Cancer Res. 2001;61:4766–
4772.

238. Wang HY, Lee DA, Peng G, et al. Tumor-Specific Human CD4(+)
Regulatory T Cells and Their Ligands. Implications for Im-
munotherapy. Immunity. 2004;20:107–118.

239. Wang HY, Peng G, Guo Z, et al. Recognition of a new ARTC1 peptide
ligand uniquely expressed in tumor cells by antigen-specific CD4+
regulatory T cells. J Immunol. 2005;174:2661–2670.

240. Curiel TJ, Coukos G, Zou L, et al. Specific recruitment of regulatory
T cells in ovarian carcinoma fosters immune privilege and predicts
reduced survival. Nat Med. 2004;10:942–949.

241. Loddenkemper C, Schernus M, Noutsias M, et al. In situ analysis
of FOXP3+ regulatory T cells in human colorectal cancer. J Transl
Med. 2006;4:52.

242. Terabe M, Matsui S, Noben-Trauth N, et al. NKT cell-mediated
repression of tumor immunosurveillance by IL-13 and the IL-4R-
STAT6 pathway. Nat Immunol. 2000;1:515–520.

243. Makarenkova VP, Bansal V, Matta BM, et al. CD11b+/Gr-1+ myeloid
suppressor cells cause T cell dysfunction after traumatic stress.
J Immunol. 2006;176:2085–2094.

244. Seung LP, Rowley DA, Dubey P, et al. Synergy between T-cell immu-
nity and inhibition of paracrine stimulation causes tumor rejection.
Proc Natl Acad Sci U S A. 1995;92:6254–6258.

245. Tan JT, Ernst B, Kieper WC, et al. Interleukin (IL)-15 and IL-7 jointly
regulate homeostatic proliferation of memory phenotype CD8+
cells but are not required for memory phenotype CD4+ cells. J Exp
Med. 2002;195:1523–1532.

246. Kieper WC, Tan JT, Bondi-Boyd B, et al. Overexpression of inter-
leukin (IL)-7 leads to IL-15-independent generation of memory phe-
notype CD8+ T cells. J Exp Med. 2002;195:1533–1539.

247. Gattinoni L, Finkelstein SE, Klebanoff CA, et al. Removal of home-
ostatic cytokine sinks by lymphodepletion enhances the efficacy
of adoptively transferred tumor-specific CD8+ T cells. J Exp Med.
2005;202:907–912.

248. Malek TR. The main function of IL-2 is to promote the development
of T regulatory cells. J Leukoc Biol. 2003.

249. Antony PA, Paulos CM, Ahmadzadeh M, et al. Interleukin-2-
dependent mechanisms of tolerance and immunity in vivo. J Im-
munol. 2006;176:5255–5266.

250. Kohm AP, McMahon JS, Podojil JR, et al. Cutting Edge: Anti-CD25
monoclonal antibody injection results in the functional inactiva-
tion, not depletion, of CD4+CD25+ T regulatory cells. J Immunol.
2006;176:3301–3305.

251. Torihata H, Ishikawa F, Okada Y, et al. Irradiation up-regulates CD80
expression through two different mechanisms in spleen B cells, B
lymphoma cells, and dendritic cells. Immunology. 2004;112:219–
227.

252. Shigematsu A, Adachi Y, Koike-Kiriyama N, et al. Effects of low-
dose irradiation on enhancement of immunity by dendritic cells.
J Radiat Res (Tokyo). 2007;48:51–55.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-45 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:33

Tumor Immunology 1521

253. Gattinoni L, Klebanoff CA, Palmer DC, et al. Acquisition of full ef-
fector function in vitro paradoxically impairs the in vivo antitu-
mor efficacy of adoptively transferred CD8+ T cells. J Clin Invest.
2005;115:1616–1626.

254. Kagamu H, Touhalisky JE, Plautz GE, et al. Isolation based on L-
selectin expression of immune effector T cells derived from tumor-
draining lymph nodes. Cancer Res. 1996;56:4338–4342.

255. Wherry EJ, Teichgraber V, Becker TC, et al. Lineage relationship and
protective immunity of memory CD8 T cell subsets. Nat Immunol.
2003;4:225–234.

256. Klebanoff CA, Gattinoni L, Torabi-Parizi P, et al. Central memory
self/tumor-reactive CD8+ T cells confer superior antitumor immu-
nity compared with effector memory T cells. Proc Natl Acad Sci
U S A. 2005;102:9571–9576.

257. Chen BJ, Cui X, Sempowski GD, et al. Transfer of allogeneic
CD62L- memory T cells without graft-versus-host disease. Blood.
2004;103:1534–1541.

258. Powell Jr, DJ, Dudley ME, Robbins PF, et al. Transition of late stage
effector T cells to CD27+ CD28+ tumor-reactive effector mem-
ory T cells in humans after adoptive cell transfer therapy. Blood.
2005;105:241–250.

259. Zhou J, Shen X, Huang J, et al. Telomere length of transferred lym-
phocytes correlates with in vivo persistence and tumor regression
in melanoma patients receiving cell transfer therapy. J Immunol.
2005;175:7046–7052.

260. Hendriks J, Xiao Y, Borst J. CD27 promotes survival of activated
T cells and complements CD28 in generation and establishment of
the effector T cell pool. J Exp Med. 2003;198:1369–1380.

261. Ochsenbein AF, Riddell SR, Brown M, et al. CD27 expression
promotes long-term survival of functional effector-memory CD8+
cytotoxic T lymphocytes in HIV-infected patients. J Exp Med.
2004;200:1407–1417.

262. Huang J, Kerstann KW, Ahmadzadeh M, et al. Modulation by IL-2
of CD70 and CD27 expression on CD8+ T cells: importance for
the therapeutic effectiveness of cell transfer immunotherapy. J Im-
munol. 2006;176:7726–7735.

264. Oh S, Berzofsky JA, Burke DS, et al. Coadministration of HIV vac-
cine vectors with vaccinia viruses expressing IL-15 but not IL-2
induces long-lasting cellular immunity. Proc Natl Acad Sci U S A.
2003;100:3392–3397.

265. Liu S, Riley J, Rosenberg S, et al. Comparison of common gamma-
chain cytokines, interleukin-2, interleukin-7, and interleukin-15 for
the in vitro generation of human tumor-reactive T lymphocytes for
adoptive cell transfer therapy. J Immunother. 2006;29:284–293.

266. Morgan RA, Dudley ME, Wunderlich JR, et al. Cancer regression in
patients after transfer of genetically engineered lymphocytes. Sci-
ence. 2006;314:126–129.

267. Li Y, Moysey R, Molloy PE, et al. Directed evolution of human T-cell
receptors with picomolar affinities by phage display. Nat Biotechnol.
2005;23:349–354.

268. Donermeyer DL, Weber KS, Kranz DM, et al. The study of high-
affinity TCRs reveals duality in T cell recognition of antigen: speci-
ficity and degeneracy. J Immunol. 2006;177:6911–6919.

270. Wrzesinski C, Paulos CM, Gattinoni L, et al. Hematopoietic stem
cells promote the expansion and function of adoptively transferred
antitumor CD8 T cells. J Clin Invest. 2007;117:492–501.

271. Gattinoni L, Powell, Jr. DJ, Rosenberg SA, et al. Adoptive im-
munotherapy for cancer: building on success. Nat Rev Immunol.
2006;6:383–393.

272. Riddell SR, Bleakley M, Nishida T, et al. Adoptive transfer of al-
logeneic antigen-specific T cells. Biol Blood Marrow Transplant.
2006;12:9–12.

273. Brickner AG, Evans AM, Mito JK, et al. The PANE1 gene encodes
a novel human minor histocompatibility antigen that is selectively
expressed in B-lymphoid cells and B-CLL. Blood. 2006;107:3779–
3786.

274. van Rhee F, Lin F, Cullis JO, et al. Relapse of chronic myeloid
leukemia after allogeneic bone marrow transplant: the case for giv-
ing donor leukocyte transfusions before the onset of hematologic
relapse. Blood. 1994;83:3377–3383.

275. Ruggeri L, Capanni M, Urbani E, et al. Effectiveness of donor nat-
ural killer cell alloreactivity in mismatched hematopoietic trans-
plants. Science. 2002;295:2097–2100.

276. Hsu KC, Keever-Taylor CA, Wilton A, et al. Improved outcome in
HLA-identical sibling hematopoietic stem-cell transplantation for
acute myelogenous leukemia predicted by KIR and HLA genotypes.
Blood. 2005;105:4878–4884.

277. Slamon DJ, Leyland-Jones B, Shak S, et al. Use of chemotherapy
plus a monoclonal antibody against HER2 for metastatic breast
cancer that overexpresses HER2. N Engl J Med. 2001;344:783–792.

279. Held G, Poschel V, Pfreundschuh M. Rituximab for the treatment
of diffuse large B-cell lymphomas. Expert Rev Anticancer Ther.
2006;6:1175–1186.

281. Gross G, Gorochov G, Waks T, et al. Generation of effector T cells
expressing chimeric T cell receptor with antibody type-specificity.
Transplantation Proceedings. 1989;21:127–130.

282. Hwu P, Shafer GE, Treisman J, et al. Lysis of ovarian cancer cells
by human lymphocytes redirected with a chimeric gene composed
of an antibody variable region and the Fc receptor gamma chain. J
Exp Med. 1993;178:361–366.

283. Eshhar Z, Waks T, Gross G, et al. Specific activation and targeting
of cytotoxic lymphocytes through chimeric single chains consisting
of antibody-binding domains and the gamma or zeta subunits of
the immunoglobulin and T-cell receptors. Proc Natl Acad Sci U S A.
1993;90:720–724.

286. Pinthus JH, Waks T, Kaufman-Francis K, et al. Immuno-gene
therapy of established prostate tumors using chimeric receptor-
redirected human lymphocytes. Cancer Res. 2003;63:2470–2476.

288. Kershaw MH, Westwood JA, Parker LL, et al. A phase I study on
adoptive immunotherapy using gene-modified T cells for ovarian
cancer. Clin Cancer Res. 2006;12:6106–6115.

289. Lamers CH, van Elzakker P, Langeveld SC, et al. Process validation
and clinical evaluation of a protocol to generate gene-modified T
lymphocytes for imunogene therapy for metastatic renal cell car-
cinoma: GMP-controlled transduction and expansion of patient’s T
lymphocytes using a carboxy anhydrase IX-specific scFv transgene.
Cytotherapy. 2006;8:542–553.

291. Willemsen RA, Weijtens ME, Ronteltap C, et al. Grafting primary
human T lymphocytes with cancer-specific chimeric single chain
and two chain TCR. Gene Ther. 2000;7:1369–1377.

292. Burnet FM. The concept of immunological surveillance. Prog Exp
Tumor Res. 1970;13:1–27.

293. Stutman O. Tumor development after 3-methylcholanthrene in im-
munologically deficient athymic-nude mice. Science. 1974;183:534–
536.

294. Dunn GP, Old LJ, Schreiber RD. The immunobiology of cancer
immunosurveillance and immunoediting. Immunity. 2004;21:137–
148.

301. Restifo NP, Esquivel F, Kawakami Y, et al. Identification of human
cancers deficient in antigen processing. J Exp Med. 1993;177:265–
272.

304. Gonzalez S, Groh V, Spies T. Immunobiology of human NKG2D and
its ligands. Curr Top Microbiol Immunol. 2006;298:121–138.

305. Rippo MR, Moretti S, Vescovi S, et al. FLIP overexpression inhibits
death receptor-induced apoptosis in malignant mesothelial cells.
Oncogene. 2004;23:7753–7760.

308. Shin MS, Park WS, Kim SY, et al. Alterations of Fas (Apo-1/
CD95) gene in cutaneous malignant melanoma. Am J Pathol.
1999;154:1785–1791.

309. Gabrilovich D, Ishida T, Oyama T, et al. Vascular endothelial growth
factor inhibits the development of dendritic cells and dramatically
affects the differentiation of multiple hematopoietic lineages in vivo.
Blood. 1998;92:4150–4166.

310. Almand B, Resser JR, Lindman B, et al. Clinical significance of
defective dendritic cell differentiation in cancer. Clin Cancer Res.
2000;6:1755–1766.

312. Knauf WU, Ehlers B, Bisson S, et al. Serum levels of interleukin-
10 in B-cell chronic lymphocytic leukemia. Blood. 1995;86:4382–
4383.

314. Hidalgo GE, Zhong L, Doherty DE, et al. Plasma PGE-2 levels and
altered cytokine profiles in adherent peripheral blood mononuclear
cells in non-small cell lung cancer (NSCLC). Mol Cancer. 2002;
1:5.

315. Berg DJ, Zhang J, Lauricella DM, et al. Il-10 is a central regula-
tor of cyclooxygenase-2 expression and prostaglandin production.
J Immunol. 2001;166:2674–2680.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-45 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:33

1522 Chapter 45

316. Griffith TS, Brunner T, Fletcher SM, et al. Fas ligand-induced apop-
tosis as a mechanism of immune privilege. Science 1995;270:1189–
1192.

317. Hahne M, Rimoldi D, Schroter M, et al. Melanoma cell expression
of Fas(Apo-1/CD95) ligand: implications for tumor immune escape
[see comments]. Science. 1996;274:1363–1366.

318. Chappell DB, Zaks TZ, Rosenberg SA, et al. Human melanoma cells
do not express Fas (Apo-1/CD95) ligand. Cancer Res. 1999;59:59–62.

319. Allison J, Georgiou HM, Strasser A, et al. Transgenic expression of
CD95 ligand on islet beta cells induces a granulocytic infiltration
but does not confer immune privilege upon islet allografts. Proc
Natl Acad Sci U S A. 1997;94:3943–3947.



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-46 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:33

• •C h a p t e r 4 6

◗ Primary Immunodeficiency Diseases

Rebecca H. Buckley

Introduction

Molecular Genetics of Primary Immunodeficiency

Defects Characterized by Antibody Deficiency

X-Linked Agammaglobulinemia
Autosomal Recessive Agammaglobulinemia
Immunodeficiency with Elevated IgM
Autosomal Recessive Hyper IgM
X-Linked Lymphoproliferative Disease
Common Variable Immunodeficiency
Selective IgA Deficiency
Immunodeficiency with Thymoma
IgG Subclass Deficiencies

Cellular Immunodeficiency

Thymic Hypoplasia (DiGeorge’s Syndrome)

Combined Immunodeficiency Disorders

Severe Combined Immunodeficiency
Reticular Dysgenesis
Combined Immunodeficiency
Defective Expression of Major Histocompatibility

Complex Antigens
CD8 Deficiency Due to a Mutation in the CD8 Gene

T Cell Activation Defects

Defective Ca2+ Release–Activated Ca2+ Channels
CD8 Lymphocytopenia Due to ζ -Chain–Associated

Protein-70 Deficiency

Autoimmune and Lymphoproliferative Syndromes

Immune Dysregulation, Polyendocrinopathy,
Enteropathy, X-Linked Syndrome

Autoimmune Polyendocrinopathy-Candidiasis
Ectodermal Dysplasia

Autoimmune Proliferative Syndrome
Interleukin 2 Receptor α Chain (IL-2Rα, CD25)

Mutation

Defects in Innate Immunity

Leukocyte Adhesion Deficiencies 1 and 2
Interferon-γ Receptor-1 and 2 Mutations
IL-12 and IL-12 Receptor β1 Mutations
Germline STAT 1 Mutation
Il-1R–Associated Kinase 4 Deficiency
Chediak-Higashi Syndrome

Hyperimmunoglobulinemia E Syndrome

Conclusion

INTRODUCTION

Recognition of the first human primary immunodeficiency
diseases more than a half century ago (1,2) set the stage for
an exponential increase in information about the functions
of the various components of the immune system. Since
then, more than 200 human primary immunodeficiency
disorders have been recognized (3,4). These discoveries,
together with several naturally occurring immune defects
in animal species and the ability to create “knockout mice,”
have seemingly opened the door to the ultimate dissection
of the immune system.

Primary, or genetically determined, immunodeficiency
disorders may affect one or more components of the im-
mune system, including T, B, and NK lymphocytes, phago-
cytic cells, and complement proteins. This chapter fo-
cuses on the genetic bases of and/or faulty immunologic
mechanisms underlying some of the most important hu-
man immunodeficiency diseases involving lymphocytes
(Table 46.1).

Immunodeficiency diseases are characterized by un-
due susceptibility to infection. Paradoxically, many im-
munodeficiency syndromes are also characterized by
autoimmune diseases and/or excessive production of

1523
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◗ TABLE 46.1 Abnormal Genes Known to Cause Primary Immunodeficiency

Chromosome Disease

1q21 MCH class II antigen deficiency caused by RFX5 mutationa

1q22-q25 SCID due to CD3 ζ chain deficiencya

1q23 ALPS type 1b caused by deficiency of Fas ligand (CD178)a

1q25 Chronic granulomatous disease (CGD) caused by gp67phox deficiencya

1q31-q32 SCID due to CD45 deficiencya

1q42-q43 Chediak-Higashi syndromea

2p11 Kappa-chain deficiencya

2p12 CD8 deficiency due to CD8 antigen α polypeptide deficiencya

2q12 CD8 lymphocytopenia caused by ZAP70 deficiencya

2q33 Autosomal recessive CVID due to ICOS deficiencya

2q33-q34 ALPS types IIa and IIb caused by deficiencies of caspase 10 or 8a

2q35 CID with microcephaly due to Cernunnos deficiencya

5p13 SCID or Omenn’s syndrome due to IL-7 receptor α-chain deficiencya

5q31.1-q33.1 IL-12 p40 deficiencya

6p21.3 MHC class I antigen defects caused by TAP1, TAP2, or tapasin deficiencya

6p21.3 (?) CVID and selective IgA deficiency
6q23-q24 IFNγ receptor 1 deficiency due to α chain deficiencya

7q11.23 CGD caused by gp47phox deficiencya

8q21 Nijmegen breakage syndrome due to mutations in Nibrina

9p13 Cartilage hair hypoplasia due to deficiency of RNA component of mitochondrial
RNA-processing endoribonucleasea

10p13 SCID (Athabascan, radiation sensitive) due to mutations in the Artemis genea

10p13 DiGeorge’s syndrome/velocardiofacial syndrome
10q23.2-q23.33 Agammaglobulinemia due to BLNK deficiencya

10q23-q24 ALPS type 1a due to CD95 (Fas) deficiencya

11p13 IL-2 receptor α chain deficiencya

11p13 SCID or Omenn’s syndrome caused by RAG-1 or RAG-2 deficiencya

11q14.3-q21 LAD2 due to deficiency of sialyl-LewisX

11q22.3 AT, attributable to AT mutation, causing deficiency of DNA-dependent kinasea

11q23 SCID or non-SCID due to CD3 γ , δ, or ε chain deficiencya

12 Hyper IgM syndrome cause by deficiency of uracil-DNA glycosylasea

12p13 Hyper IgM caused by deficiency of activation-induced cytidine deaminasea

12q12 Interleukin-1 receptor-associated kinase-4 deficiencya

13q MHC class II antigen deficiency caused by RFXAP deficiencya

13q33-q34 Ligase 4 deficiency
14q13.1 Purine nucleoside phosphorylase deficiencya

14q32.3 Immunoglobulin heavy-chain deletiona

15q21 Griscelli’s syndrome due to myosin VA or Rab27a deficiencya

16p11.2 CVID due to CD19 deficiencya

16p13 MHC class II antigen deficiency caused by CIITA deficiencya

17p11.2 CVID or IgA deficiency due to TACI deficiencya

16q24 CGD caused by gp22phox deficiencya

17q11-q12 Human nude defect due to FOXN1 deficiencya

19p12 MHC class II antigen deficiency caused by RFXANK deficiencya

19p13.1 IL-12R β chain deficiencya

19p13.1 SCID caused by Janus kinase 3 deficiencya

19p13.2 Agammaglobulinemia caused by mutations in Igα genea

20q12-q13.2 Hyper IgM syndrome due to CD40 deficiency
20q13.2-q13.11 SCID caused by adenosine deaminase deficiencya

21q22.1-q22.2 IFNγ receptor 2 deficiency due to β chain deficiencya

21q22.3 APCED due to AIRE deficiencya

21q22.3 Leukocyte adhesion deficiency type 1, caused by CD18 deficiencya

22q11.2 Agammaglobulinemia caused by mutations in λ5 surrogate light chain genea

22q11.2 DiGeorge’s/velocardiofacial syndrome
22q13.1-q13.3 CVID due to BAFF-R deficiency
Xp21.1 CGD caused by gp91phox deficiencya

(continued )
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◗ TABLE 46.1 Abnormal Genes Known to Cause Primary
Immunodeficiency (Continued)

Chromosome Disease

Xp11.22 WAS caused by WAS protein deficiencya

Xp11.23 IPEX due to FOXP3 deficiencya

Xp11.3-p21.1 Properdin deficiencya

Xq13.1-q13.3 X-linked SCID caused by common γ -chain deficiencya

Xq22 X-linked agammaglobulinemia caused by Bruton tyrosine kinase deficiencya

Xq25-26 X-linked lymphoproliferative syndrome caused by mutations in the SH2D1A genea

Xq26 Immunodeficiency with hyper IgM caused by CD154 (CD40 ligand) deficiencya

Xq28 Anhidrotic ectodermal dysplasia with immunodeficiency caused by mutations in
the nuclear factor κB essential modulatora

AIRE, autoimmune regulator; ALPS, autoimmune lymphoproliferative syndrome; APECED, autoimmune
polyendocrinopathy-candidiasis ectodermal dysplasia; AT, ataxia-telangiectasia; BAFF-R, B cell–activating factor of
the tumor necrosis factor family receptor; BLNK, B cell linker; CGD, chronic granulomatous disease; CID, combined
immunodeficiency; CIITA, MHC class II transactivator; CVID, common variable immunodeficiency; FOXP3, forkhead box
P3; ICOS, inducible costimulator; IFN, interferon; Ig, immunoglobulin; IL, interleukin; IPEX, immune dysregulation,
polyendocrinopathy, enteropathy, X-linked syndrome; LAD, leukocyte adhesion deficiency; MCH, major
histocompatibility complex; RAG, recombination activating gene; RFXAP, RFX-associated protein; SCID, severe
combined immunodeficiency; TACI, transmembrane activator, calcium-modulator and cyclophilin ligand interactor;
WAS, Wiskott-Aldrich syndrome; ZAP70, ζ -chain–associated protein-70.

aGene cloned and sequenced; gene product known.

immunoglobulin E (IgE) antibodies. Due to the ability of
antibiotics to control many types of infections, diagnosis
of these diseases is often delayed, and autoimmunity or
allergy may be the presenting manifestation. Finally, there
is an increased incidence of malignancy in patients with
immunodeficiency diseases (5). Whether this is due to in-
creased susceptibility to infection with agents predispos-
ing to malignancy or to defective tumor immunosurveil-
lance is unknown.

With the exception of selective IgA deficiency, geneti-
cally determined immunodeficiency is considered to be
rare (3). However, the true incidence and prevalence of
these diseases are unknown because there is no screening
for any of these disorders at birth or during infancy, child-
hood, or adulthood anywhere in the world. B cell defects
appear to far outnumber those affecting T cells, phagocytic
cells, or complement proteins. It has been estimated that
agammaglobulinemia occurs with a frequency of 1:50,000
and severe combined immunodeficiency with a frequency
of 1:40,000 to 1:100,000 live births. Selective absence of
serum and secretory IgA is the most common defect, with
reported incidences ranging from 1:333 to 1:700 (6,7). Pri-
mary immunodeficiency is seen more often in infants and
children than in adults.

MOLECULAR GENETICS OF PRIMARY
IMMUNODEFICIENCY

Until 1993, there was little insight into the fundamental
problems underlying a majority of human primary im-
munodeficiency disorders. It is impressive that the un-

derlying genetic defects have now been identified in more
than 150 of these diseases (Table 46.1) (4). Within the last
decade and a half the molecular bases of seven X-linked
immunodeficiency disorders have been discovered (Fig-
ure 46.1, Table 46.1): X-linked agammaglobulinemia (8,9),

FIGURE 46.1 Locations of the X-linked immunodeficiency dis-
ease loci. Correspondence with the cytogenetic map of the X chro-
mosome is indicated on the left. Most of these defects have been
discovered over the last decade.
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◗ TABLE 46.2 Mutated Immune System Genes with Variable Phenotypic Expression

Mutated Gene Normal Gene Product Classic Syndrome Variant Syndrome

RAG1 Recombinase activating gene 1 SCID 1. Omenn’s syndrome
2. Oligoclonal γ /δ T cells, autoimmune

disease, and CMV infection

BTK Bruton tyrosine kinase Agammaglobulinemia Polysaccharide antibody deficiency
WASP Wiskott-Aldrich syndrome protein Wiskott-Aldrich syndrome X-linked thrombocytopenia
SH2D1A Slam-associated protein (SAP) Fatal infectious mononucleosis 1. Common variable immunodeficiency

2. Hemophagocytic lymphohistiocytosis

CD3ε CD3 ε chain SCID Moderate susceptibility to infection
IL2RG Interleukin-2 receptor γ [common

gamma chain (γ c)]
SCID Moderate combined immunodeficiency

ADA Adenosine deaminase SCID Moderate combined immunodeficiency
JAK3 Jak3 SCID Moderate combined immunodeficiency

CMV, cytomegalovirus; SCID, severe combined immunodeficiency. From Buckley RH. Variable phenotypic expression of
mutations in genes of the immune system. J Clin Invest. 2005;115(11):2974, with permission.

X-linked immunodeficiency with hyper IgM (10,11), the
Wiskott-Aldrich syndrome (12,13), X-linked severe com-
bined immunodeficiency (14,15), X-linked lymphoprolif-
erative disease (16,17), immune dysregulation, polyen-
docrinopathy, enteropathy, X-linked (IPEX) syndrome
(18), and nuclear factor of κB essential modulator (NEMO)
deficiency (19,20) (Table 46.1). The abnormal gene in
X-linked chronic granulomatous disease (CGD) had been
identified several years earlier (21), and the gene encoding
properdin (mutated in properdin deficiency) has also been
cloned (22).

In addition to these X-linked defects, the underlying
bases for numerous autosomal recessive immunodefi-
ciencies have also been identified (Table 46.1) (4). The
rapidity of these advances suggests that there will soon
be many more. The discovery and cloning of the genes
for these diseases have obvious implications for the
potential of gene therapy (23). A committee of the World
Health Organization has published several versions of a
classification of primary immunodeficiency diseases over
the last three decades, most recently in 2007 (3). Table
46.1 lists some of the numerous conditions for which the
molecular bases are known (4).

Discovery of mutated genes that cause primary immun-
odeficiencies has significantly advanced our understand-
ing of the pathogenesis of these diseases and of the func-
tions of normal gene products. However, it is apparent that
seemingly identical clinical conditions are caused by mu-
tations in different immune system genes and that some
conditions that used to be considered a single disease now
must be defined as a syndrome. Examples of this are se-
vere combined immunodeficiency, which is now known to
be caused by mutations in 12 different genes; hyper IgM
syndrome, which can result from mutations in any one of
at least 6 different genes; Omenn’s syndrome, which can

be caused by mutations in at least 4 different genes; and
common variable immunodeficiency (CVID), which can
be caused by mutations in any one of at least 10 differ-
ent genes, although the molecular basis for most common
form of CVID is unknown. To make matters even more
complicated, it is becoming abundantly clear that the phe-
notypic presentation of mutations in a single gene can be
quite different even within the same family, depending on
the location and type of mutation but also probably on
other genetic factors and environmental influences (Table
46.2) (24).

DEFECTS CHARACTERIZED BY
ANTIBODY DEFICIENCY

X-Linked Agammaglobulinemia

Most boys afflicted with X-linked agammaglobulinemia
(XLA), also known as Bruton’s agammaglobulinemia (2),
remain well during the first 6 to 9 months of life by virtue
of maternally transmitted IgG antibodies (25). Thereafter,
they repeatedly acquire infections with extracellular
pyogenic organisms such as pneumococci, streptococci,
and Haemophilus unless given prophylactic antibiotics
or γ -globulin therapy. Chronic fungal infections are not
usually present, and Pneumocystis jiroveci pneumonia
rarely occurs unless there is an associated neutropenia
(26). Viral infections are also usually handled normally,
with the notable exceptions of the hepatitis viruses and
the enteroviruses (27). In addition to septic arthritis,
patients with this condition may have joint inflammation
similar to that seen in rheumatoid arthritis (25). Infections
with Ureaplasma urealyticum and viral agents such as
echoviruses, coxsackie viruses, and adenovirus have been
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identified from joint fluid cultures of patients even on
intravenous immune globulin (IVIG) replacement therapy.
These observations suggest a primary role for antibody,
particularly secretory IgA, in host defense against this
group of viruses, because normal T cell numbers and
function are present in X-linked agammaglobulinemia.
Concentrations of immunoglobulins of all isotypes are
very low, and circulating B cells are usually absent. Pre-B
cells are present in reduced numbers in the bone marrow.
Tonsils are usually very small, and lymph nodes are rarely
palpable due to absence of germinal centers from these
lymphoid tissues. Thymus architecture, including Has-
sall’s corpuscles, is normal, as are the thymus-dependent
areas of spleen and lymph nodes.

In 1993, two groups of investigators independently and
almost simultaneously discovered the mutated gene in
XLA (8,9). Because XLA had been precisely mapped to
position Xq22 (Figure 46.1), one group successfully used
the technique of positional cloning to identify an abnor-
mal gene in patients with this defect (Table 46.1) (9). For
other reasons, the second group sought and found a B cell–
specific tyrosine kinase important in murine B lymphocyte
signaling (8); the kinase was found to be encoded by a gene
on the mouse X chromosome. When the human gene coun-
terpart was cloned, it was found to reside at Xq22, and
the gene product was identical to that found by the first
group. This intracellular signaling tyrosine kinase has been
named Bruton tyrosine kinase (or Btk) in honor of O. C.
Bruton. Btk is a member of the Tec family of cytoplasmic
protein tyrosine kinases (28). It is expressed at high lev-
els in all B-lineage cells, including pre-B cells. This kinase
appears to be necessary for pre-B cell expansion and mat-
uration into surface Ig-expressing B cells, but it probably
has a role at all stages of B cell development (8,9). It has
not been detected in any cells of T lineage, but it has been
found in cells of the myeloid series (8). Thus far, all males
with known XLA (by family history) have had low or un-
detectable Btk mRNA and kinase activity.

Female carriers of XLA can be identified by the find-
ing of nonrandom X chromosome inactivation in their B
cells or by the detection of the mutated gene (if known in
the family) (29). Prenatal diagnosis of affected or nonaf-
fected male fetuses has also been accomplished by detec-
tion of the mutated gene in chorionic villous or amniocen-
tesis samples. Studies of Btk protein enzymatic activity
or mRNA have also permitted identification of X-linked
inheritance in some agammaglobulinemic boys with no
family history. The fact that Btk is also expressed in cells
of myeloid lineage is of interest in light of the occurrence
of intermittent neutropenia in boys with XLA, particularly
at the onset of an acute infection (26). It is conceivable that
Btk is only one of several signaling molecules participat-
ing in myeloid maturation and that neutropenia would be
observed in XLA only when rapid production of such cells
is needed. XLA has also been reported in association with

growth hormone deficiency in nine cases (30) and with
sensorineural hearing loss in three cases (31).

A mutation at position 28 of the murine btk gene has
been shown to be the basis for the B cell defect in CBA/N
mice (32). Because such mice have a much milder antibody
deficiency than boys with XLA have, speculation had been
that humans with mutations in the non–kinase-encoding
part of the Btk gene might have a less severe immunodefi-
ciency. However, many different mutations of the human
Btk gene (more than 550) have been described (33), en-
compassing most parts of the coding portions of the gene,
and there has not been any clear correlation between the
location of the mutation and the clinical phenotype.

Autosomal Recessive Agammaglobulinemia

Autosomal recessive conditions that resemble XLA pheno-
typically are caused by mutations in the genes that encode
immunoglobulin heavy or light chains or their associated
signaling molecules, leading to a- or hypogammaglobu-
linemia (Table 46.1). In μ chain (34), λ5/14.1 (surrogate
light chain) (35), Igα (B cell antigen receptor signaling
molecule) (36), and B cell linker (BLNK ) gene mutations
(37), circulating B cells are absent. In the case of other
heavy-chain gene mutations, deficiencies of individual im-
munoglobulin classes or subclasses are seen, and circulat-
ing B cells are present (38). Mutations in the κ-chain gene
result in molecules with only λ light chains.

Immunodeficiency with Elevated IgM

The hyper IgM syndrome is characterized by defective
class switch recombination (39) resulting in very low
serum IgG, IgA, and IgE levels but either a normal or a
markedly elevated concentration of polyclonal IgM. Pa-
tients with this syndrome resemble agammaglobulinemics
in their susceptibility to encapsulated bacterial infections
(40). The hyper IgM syndrome may be caused by mutations
in at least six different genes (41). Thus far, two X-linked
and four autosomal recessive defects have been found to
cause this syndrome, and there are likely to be more. Dis-
tinctive clinical features permit presumptive recognition
of the type of mutation in these patients, thereby aid-
ing proper choice of therapy (Table 46.3). However, all
such patients should undergo molecular analysis to ascer-
tain the affected gene for purposes of genetic counseling,
carrier detection, and definitive therapy.

X-Linked Hyper IgM Due to CD154 (CD40 Ligand)
Deficiency (HIGM1)

Like boys with XLA, those with X-linked hyper IgM
(HIGM1) may become symptomatic during the first or
second year of life with recurrent pyogenic infections.
However, they also are highly prone to have Pneumocystis
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◗ TABLE 46.3 Hyper Immunoglobulin M (HIGM) Syndrome: Clinical Features of the
Different Molecular Types

HIGM Type PJ Pneumonia Neutropenia Lymphadenopathy Early Death

HIGM1 (CD40L Def) Yes Yes No Yes
NEMO No No No Unknown
HIGM2 (AICDA Def), HIGM5 (UNG Def) No No Yes No
HIGM3 (CD40 Def) Yes Yes No Unknown
HIGM4 (molecular defect unknown) No No Yes No

AICDA, activation-dependent cytidine deaminase; Def, defect; NEMO, nuclear factor of κB essential modulator;
PJ, Pneumocystis jiroveci; UNG, uracil-DNA glycosylase.

jiroveci pneumonia and to have profound neutropenia
(40,42). Normal numbers of B lymphocytes are usually
present in the circulation of these patients.

Until 1993 this condition was classified as a B cell de-
fect because only IgM is produced. However, B cells from
HIGM1 patients were shown more than two decades ago
to have the capacity to synthesize IgM, IgA, and IgG nor-
mally when cocultured with a “switch” T cell line, suggest-
ing that in those patients the defect lay in T lineage cells
(43). This was puzzling because routine tests of T cell func-
tion were usually normal in such patients. In 1993, the
abnormal gene in HIGM1 was localized to Xq26 (Figure
46.1) and identified by five groups almost simultaneously
(10,44–46). The gene product is a surface molecule known
as CD154 (or CD40 ligand) on the surfaces of activated
helper T cells (47), which interacts with CD40 molecules
on B cells (Figure 46.2) (10). Cross-linking of CD40 on ei-
ther normal or HIGM1 B cells with a monoclonal antibody
to CD40 or with soluble CD154 in the presence of cytokines
(interleukin [IL]-2, IL-4, or IL-10) causes the B cells (which
are intrinsically normal in HIGM1) to undergo prolifera-
tion and isotype switching and to secrete various types of
immunoglobulins. CD154 is a type II integral membrane
glycoprotein with significant sequence homology to tumor
necrosis factor (TNF); it is found only on activated T cells,
primarily of the CD4 phenotype (Figure 46.2) (47). Muta-
tions in the gene encoding CD154 on HIGM1 patients’ T
cells result in a lack of signaling of their normal B cells
when their T cells are activated. Therefore, HIGM1 B cells
fail to undergo isotype switching and produce only IgM,
and there is an absence of CD27+ memory B cells (48).
Lymph node histology shows only abortive germinal cen-
ter formation and a severe depletion and phenotypic abnor-
malities of follicular dendritic cells. Of further importance
to effective immune responses, the lack of stimulation of
CD40 also results in these patients’ B cells not upregulating
CD80 and CD86. The latter are important costimulatory
molecules that interact with CD28/CTLA4 on T cells (49).
The failure of interaction of the molecules of those path-
ways results in a propensity for tolerogenic T cell signaling
and defective recognition of tumor cells.

Many distinct point mutations or deletions in the gene
encoding CD154 have been identified, giving rise to frame

shifts, premature stop codons, and single amino acid
substitutions, most of which were clustered in the TNF
homology domain located in the carboxy-terminal region
(39).

In a retrospective study of 56 European patients with
HIGM1, 13 (23.3%) had died, and the mean age at death
was 11.7 years (42). In addition to opportunistic infec-
tions such as Pneumocystis jiroveci pneumonia, there is an
increased incidence of cryptosporidial enteritis and

FIGURE 46.2 The role of the CD40 ligand (CD154) in B cell
class switching. The CD154 gene is mutated in X-linked hyper
immunoglobulin M (IgM) syndrome. Thus, this is a T cell, not a
B cell, defect. IL, interleukin. (From Allen RC, Armitage RJ, Con-
ley ME, et al. CD40 ligand gene defects responsible for X-linked
hyper IgM syndrome. Science. 1993;259:990, with permission.)



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-46 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:33

Primary Immunodeficiency Diseases 1529

subsequent liver disease in this syndrome. There is also
an increased risk of malignancy. Because of the poor prog-
nosis, the treatment of choice is an HLA-identical sibling
bone marrow transplant at an early age (50). Treatment for
this condition also includes monthly IVIG infusions (51).
In patients with severe neutropenia, the use of granulocyte
colony-stimulating factor has been beneficial.

X-Linked Hyper IgM Due to Nuclear Factor κB
Essential Modulator (NEMO or Iκκγ) Deficiency

This condition is characterized most often clinically as
anhidrotic ectodermal dysplasia with associated immun-
odeficiency (EDA-ID) in males and incontinentia pig-
menti in females (19,20). It results from mutations in the
IKBKG gene at position 28q on the X chromosome (Fig-
ure 46.1), which encodes nuclear factor of κB (NFκB) es-
sential modulator (NEMO). NEMO is a regulatory pro-
tein that serves as a scaffold for two kinases necessary
for activation of the transcription factor NFκB. Activa-
tion of NFκB by proinflammatory stimuli normally leads
to increased expression of genes involved in inflammation,
such as TNFα and IL-12. B cells from patients with NEMO
deficiency fail to undergo class switch recombination, and
their antigen-presenting cells fail to produce TNFα and
IL-12 (20). Germline loss-of-function mutations cause the
X-linked dominant condition incontinentia pigmenti and
are lethal in male fetuses. Mutations in the coding region
of IKBKG are associated with EDA-ID.

The immunodeficiency has been variable, with most
EDA-ID patients showing impaired antibody responses to
polysaccharide antigens (19). However, two patients with
EDA-ID presented with hyper IgM (20). Pharmacologic in-
hibitors of NFκB activation have been shown to down-
regulate CD154 mRNA and protein levels, suggesting the
mechanism of hyper IgM in this condition (52). Stop codon
mutations in IKBKG are associated with osteopetrosis,
lymphedema, EDA, and immunodeficiency (OL-EDA-ID).
Neither type of mutation abolishes NFκB signaling en-
tirely. OL-EDA-ID patients’ immune cells respond poorly
to lipopolysaccharide, IL-1, IL-18, TFNα, and CD154, ac-
counting for the seriousness of their infections. Although
most hyper IgM patients with this defect should be easily
recognizable because of the presence of ectodermal dys-
plasia, some have presented with immunodeficiency but
no ectodermal dysplasia (53).

Autosomal Recessive Hyper IgM

Autosomal Recessive Hyper IgM Due to
Activation-induced Cytidine Deaminase
Deficiency (HIGM2)

It has been known for some time that not all males with
hyper IgM have a mutation in the gene encoding CD154,
and there are many examples in females (54), indicating

that this condition has more than one genetic cause. As
in HIGM1, concentrations of serum IgG, IgA, and IgE are
very low in this autosomal recessive form of hyper IgM.
However, in contrast to X-linked CD40L deficiency, where
the IgM level is normal or only slightly elevated, the serum
IgM concentration in patients with autosomal recessive
hyper IgM is often markedly elevated and polyclonal (55).
Patients with autosomal recessive hyper IgM are gener-
ally older at age of onset of infections, do not have sus-
ceptibility to Pneumocystis jiroveci pneumonia, often do
have isohemagglutinins, and are less likely to have anemia,
neutropenia, or thrombocytopenia (Table 46.3) (55). Nor-
mal numbers of B lymphocytes are usually present in the
circulation of these patients. However, in further contrast
to HIGM1 patients, B cells from patients with autosomal
hyper IgM are not able to switch from IgM-secreting to
IgG-, IgA-, or IgE-secreting cells, even when cocultured
with monoclonal antibodies to CD40 and a variety of cy-
tokines (39). Thus, in these patients, the condition truly is
a B cell defect.

The defect in many patients with autosomal recessive
hyper IgM has been identified as mutations in a gene on
chromosome 12p13 that encodes an activation-dependent
cytidine deaminase (AICDA), an RNA- and DNA-editing
enzyme specifically expressed in germinal center B cells
(55,56). A deficiency of AICDA results in impaired terminal
differentiation of B cells and a failure of isotype switching,
and there is a lack of immunoglobulin gene somatic hy-
permutation (Figure 46.3). Unlike HIGM1 patients, who
have minimal lymphoid tissue, patients with this defect
have lymphoid hyperplasia because they have enhanced
although defective germinal center formation. Nearly all
such patients have markedly elevated polyclonal serum
IgM levels, and, when their B cells are cultured in vitro,
they spontaneously secrete large amounts of IgM. This IgM
secretion is not further augmented by the addition of IL-4
or anti-CD40 with IL-4 or other cytokines. Their B cells are
positive for CD27 (56).

With early diagnosis and treatment with IVIG (51), as
well as good management of infections with antibiotics,
patients with AICDA mutations generally have a more
benign course than do those with HIGM1 (Table 46.3).

Autosomal Recessive Hyper IgM Due to
Uracil-DNA Glycosylase Deficiency (HIGM5)

AICDA deaminates cytosine into uracil in targeted DNA,
followed by uracil removal by uracil-DNA glycosylase
(UNG). Three patients with hyper IgM were found to have
mutations in the gene encoding UNG (57). Their B cells
had profoundly impaired class switch recombination and a
partial defect in somatic hypermutation. They had clinical
characteristics similar to those of patients with AICDA de-
ficiency, that is, susceptibility to bacterial infections, lym-
phoid hyperplasia, and elevated serum concentrations of
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FIGURE 46.3 Schematic representation of the generation of
antibody repertoires. Rearrangement of antigen receptor genes
from their germline configuration occurs through the actions
of the products of recombinase activating genes (RAGs) 1 and
2 without antigen encounter to generate a primary antibody
repertoire composed of immunoglobulin M (IgM) antibodies.
However, class switch recombination and somatic hypermuta-
tion requires the action of activation-induced cytidine deami-
nase (AID) following antigen encounter. The AID gene is mu-
tated in one autosomal recessive form of hyper IgM. Thus, this
is truly a B cell defect because the B cells are unable to gener-
ate a secondary repertoire. (From Neuberger MS, Scott J. RNA
editing AIDS antibody diversification? Science. 2000;289:1705,
with permission.)

IgM with profoundly decreased serum IgG and IgA con-
centrations (Table 46.3).

Autosomal Recessive Hyper IgM Due
to Mutations in CD40 (HIGM3)

CD40 is a type I integral membrane glycoprotein encoded
by a gene on chromosome 20 and belonging to the TNF and
nerve growth factor receptor superfamily. It is expressed on
B cells, macrophages, dendritic cells, and a few other types
of cells (Figure 46.2). Three patients with autosomal reces-
sive hyper IgM were identified who failed to express CD40
on their B cell surfaces (58). Their clinical presentations
were similar to those with XHIM due to CD40L deficiency
(Table 46.3). Sequence analysis of their CD40 genomic
DNA showed that one patient carried a homozygous silent
mutation at the fifth base pair position of exon 5, involv-
ing an exonic splicing enhancer and leading to exon skip-
ping and premature termination; the other two patients
showed a homozygous point mutation in exon 3, resulting
in a cysteine-to-arginine substitution. These findings show
that mutations of the CD40 gene can also cause an auto-
somal recessive form of hyper IgM that is clinically indis-
tinguishable from HIGM1 due to CD40L deficiency (58).

X-Linked Lymphoproliferative Disease

X-linked lymphoproliferative disease (XLP), also referred
to as Duncan’s disease (after the original kindred in which
it was described), is a recessive trait characterized by an
inadequate immune response to infection with Epstein-
Barr virus (EBV), resulting in (usually) fatal malignant
or nonmalignant immune cell proliferation or in immun-
odeficiency syndromes (59,60). Affected boys are appar-
ently healthy until they experience infectious mononu-
cleosis (59). There are three major clinical phenotypes:
(a) fulminant, often fatal, infectious mononucleosis (FIM)
(50% of cases), (b) lymphomas, predominantly involving
B lineage cells (25%), and (c) acquired hypogammaglob-
ulinemia (25%) (59). The mononucleosis is fatal primar-
ily because of extensive liver necrosis caused by poly-
clonally activated CD8+ cytotoxic T cells that recognize
EBV-infected autologous B cells. The mean age at presen-
tation is less than 5 years. Most patients surviving the pri-
mary infection develop lymphomas or hypogammaglob-
ulinemia. Natural killer (NK) function is also markedly
depressed (61).

The defective gene in XLP was localized to the Xq26-q27
region and cloned; it is now known officially as SH2D1A
(Figure 46.1, Table 46.1) (16,17,62). The gene encodes a
novel T cell–specific adaptor protein composed of a single
SH2 domain. It functions as an inhibitory adaptor protein
for a high-affinity self-ligand called signaling lymphocyte
activation molecule (SLAM) present on the surfaces of T
and B cells. The adaptor protein, called SAP (for SLAM-
associated protein) or SH2D1A, normally serves to inhibit
signal transduction by SLAM so that T cell proliferation
does not continue unchecked in response to EBV and pos-
sibly other types of infections. Boys who have mutations in
SH2D1A fail to inhibit this signaling. The SH2D1A protein
also associates with 2B4 on NK cells (61). Ligation of 2B4
on NK cells from a SAP- deficient XLP patient failed to ini-
tiate cytotoxicity. Despite this, CD2- or CD16-induced cyto-
toxicity of SAP-deficient NK cells was similar to that of nor-
mal NK cells. Thus, selective impairment of 2B4-mediated
NK cell activation may contribute to the immunopathol-
ogy of XLP (61).

Two pedigrees have been reported in which boys in one
arm of each pedigree had been diagnosed with common
variable immunodeficiency (CVID), whereas those in the
other arms had FIM (Figure 46.4) (63). The family mem-
bers with CVID never gave a history of infectious mononu-
cleosis. However, all of affected members of each pedigree
had the same distinct SH2D1A mutation, despite the dif-
ferent clinical phenotypes. Because the SH2D1A mutation
was the same but the phenotype varied in these families,
XLP should be considered in all males with a diagnosis of
CVID, particularly if there is more than one male family
member with this phenotype. A patient with an SH2D1A
mutation was recently reported who developed systemic



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-46 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:33

Primary Immunodeficiency Diseases 1531

B

A

FIGURE 46.4 A, B: Two pedigrees
in which boys in one arm of each had
the clinical phenotype of common
variable immunodeficiency (CVID)
and in the other fulminating infec-
tious mononucleosis, leading to a
diagnosis of X-linked lymphoprolif-
erative disease (XLP). The pedigree-
unique mutations in SH2DIA were
the same in those with CVID as in
those with XLP. Thus, boys with
CVID should be screened for this
mutation. (From Morra M, Silan-
der O, Calpe-Flores S, et al. Alter-
ations of the X-linked lymphopro-
liferative disease gene SH2DIA in
common variable immunodeficiency
syndrome. Blood. 2001;98(5):1321–
1325, with permission.)

vasculitis, hypogammaglobulinemia, and hemophagocytic
lymphohistiocytosis (64).

XLP overall has an unfavorable prognosis: 70% of af-
fected boys die by age 10 years. Only two XLP patients
are known to have survived beyond 40 years. Approxi-
mately half of the limited number of patients with XLP
given HLA-identical related or unrelated unfractionated
bone marrow transplants are surviving without sign of the
disease (50).

Common Variable Immunodeficiency

CVID is a syndrome characterized by hypogammaglobu-
linemia with B cells. Most patients have no known molec-
ular diagnosis, but it is highly likely that this syndrome
consists of many different genetic defects. Also known as
“acquired” hypogammaglobulinemia because of a gener-
ally later age of onset of infections, the patients may appear
similar clinically to those with XLA in the kinds of infec-
tions experienced and bacterial etiologic agents involved
(3,65). In comparing the two defects, it is noted that in
CVID there is an almost equal sex distribution, a tendency
to autoantibody formation, normal-sized or enlarged ton-
sils and lymph nodes, and splenomegaly in approximately
25% of those affected. Lymphoid interstitial pneumonia,
pseudolymphoma, amyloidosis, and noncaseating granu-
lomata of the lungs, spleen, skin, and liver have also been
seen. There is a 438-fold increase in lymphomas in affected
women in the fifth and sixth decades (66).

The serum immunoglobulin and antibody deficiencies
in CVID may be as profound as in XLA. Despite normal
numbers of circulating immunoglobulin-bearing B lym-
phocytes and the presence of lymphoid cortical follicles,
blood B lymphocytes from CVID patients do not differ-
entiate into immunoglobulin-producing cells when stimu-
lated with PWM in vitro, even when cocultured with nor-
mal T cells. From these observations, it was believed that
the defect(s) in this syndrome are intrinsic to the B cell.
However, B cells from some CVID patients can be stim-
ulated to both isotype-switch and synthesize and secrete
immunoglobulin when stimulated with anti-CD40 plus
IL-4 or IL-10 (67). T cells and T cell subsets are usu-
ally present in normal percentages, but a dominance of
T cells has been observed in some patients, and depressed
T cell function has been reported in others. Tonsils and
lymph nodes are either normal sized or enlarged, and
splenomegaly occurs in approximately 25% of patients
with CVID. In addition, there is a tendency to autoanti-
body formation, and there are now several cases of lupus
erythematosus converting to CVID (68). Rarely, CVID has
been reported to resolve transiently or permanently when
some such patients acquired HIV infection (69).

Because this disorder occurs in first-degree relatives of
patients with selective IgA deficiency (A Def) and some
patients with A Def become panhypogammaglobulinemic,
it has long been suspected that these diseases have a
common genetic basis (70). The high incidences of ab-
normal immunoglobulin concentrations, autoantibodies,
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autoimmune disease, and malignancy in families of both
types of patients also suggested a shared hereditary influ-
ence. This concept is supported by the finding of a high
incidence of C4-A gene deletions and C2 rare gene alleles
in the class III major histocompatibility complex (MHC)
region in individuals with either A Def or CVID, suggest-
ing that there is a susceptibility gene in this region on
chromosome 6 (71). However, the abnormal gene has not
yet been identified. These studies also have shown that a
small number of HLA haplotypes are shared by individ-
uals affected with CVID and A Def, with at least one of
two particular haplotypes being present in 77% of those
affected (71). In one large family with 13 members, 2 had
A Def and 3 had CVID (70). All of the immunodeficient
patients in the family had at least one copy of an MHC
haplotype shown to be abnormally frequent in A Def and
CVID: HLA-DQB1∗0201, HLA-DR3, C4B-Sf, C4A-deleted,
G11-15, Bf-0.4, C2a, HSP70-7.5,TNF-5, HLA-B8 and HLA-
A1. However, four immunologically normal members of
the pedigree also possessed this haplotype, indicating that
its presence alone is not sufficient for expression of the de-
fects (70). Environmental factors, particularly drugs such
as phenytoin, have been suspected as providing the triggers
for disease expression in individuals with the permissive
genetic background.

The foregoing notwithstanding, it is clear that CVID
is still best thought of as a syndrome that includes many
different genetic defects. Most cases of CVID are sporadic
or follow an autosomal dominant pattern of inheritance
for which the underlying genetic defect(s) have not been
discovered. As noted, however, two pedigrees have been
reported in which boys in one arm of each pedigree had
CVID, whereas those in the other had FIM (Figure 46.4)
(63). Thus, the SH2D1A, Btk, and CD154 genes should be
studied in male CVID patients because patients with these
mutations may present clinically with CVID. In addition,
both males and females should be evaluated for mutations
in the AID, UNG, and CD40 genes for the same reason.
Four other known causes of this syndrome are discussed
below.

Inducible Costimulator Deficiency in
Autosomal Recessive CVID

In the Black Forest of Germany, patients with CVID have
been found who have an autosomal recessive pattern of
inheritance and who lack the “inducible costimulator”
(ICOS), a surface protein on activated T cells (72). Binding
of ICOS to its ligand induces a significant increase in T cell
proliferation and cytokine production, especially of IL-10,
which has been implicated in the differentiation of B cells
to plasma cells. Nine such patients from six families have
been found to have identical homozygous large genomic
deletions of the ICOS gene, suggesting a founder effect.
Thus far, no examples of ICOS deficiency have been found
in the United States.

B Cell Signaling Defects in CVID

Other patients with a clinical presentation of CVID have
recently been identified with mutations involving interme-
diates in B cell signaling and developmental pathways (65).
Specifically, mutations in CD19, B cell–activating factor of
the TNF family receptor (BAFF-R), and transmembrane
activator, calcium-modulator, and cyclophilin ligand inter-
actor (TACI) genes have been identified in such patients
(73–75). BAFF and APRIL serve as ligands for BAFF-R,
TACI, and B cell maturation antigen (BCMA). It is postu-
lated that the patients with mutations in BAFF-R or TACI
most likely lack the necessary B cell signaling provided
through interaction with BAFF and APRIL to promote
proper maturation and generation of a diverse antibody
repertoire. These findings further emphasize the known
heterogeneity of CVID. As the molecular bases of more
and more primary immunodeficiency syndromes are be-
ing identified, it will be important to consider a variety of
genetic mutations that can lead to the hypogammaglobu-
linemia seen in CVID.

The treatment of patients with CVID is essentially the
same as that for XLA (51). Anaphylactic reactions caused
by IgE antibodies to IgA are always a possibility in patients
with CVID; thus, caution should be used when therapy
is initiated with IVIG preparations containing IgA (76).
Nonanaphylactic adverse reactions to IVIG infusions in
patients with CVID (usually those with chronic lung or si-
nus disease) have been associated with elevated plasma
TNFα levels. The prognosis for patients with CVID is rea-
sonably good unless severe autoimmune disease or malig-
nancy develops.

Selective IgA Deficiency

An isolated absence or near-absence (i.e., less than 10
mg/dL) of serum and secretory IgA is believed to be the
most common well-defined immunodeficiency disorder,
with a frequency of 1:333 being reported among some
blood donors (6). Although this disorder has been observed
in apparently healthy individuals (6), it is commonly asso-
ciated with ill health. As would be expected when there
is a deficiency of the major immunoglobulin of external
secretions, infections occur predominantly in the respi-
ratory, gastrointestinal, and urogenital tracts (65). Bacte-
rial agents responsible are essentially the same as in other
types of antibody deficiency syndromes. There is no clear
evidence that patients with this disorder have an undue
susceptibility to viral agents. Similar to CVID, there is a
frequent association of A Def with collagen-vascular and
autoimmune diseases. In further similarity to patients with
CVID, there is an increased incidence of malignancy.

Serum concentrations of other immunoglobulins are
usually normal in patients with A Def, although IgG2 sub-
class deficiency has been reported, and IgM (usually ele-
vated) may be monomeric. Children with A Def vaccinated
with killed poliovirus intranasally produced local IgM and
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IgG antibodies. Of possible etiologic and great clinical sig-
nificance is the presence of antibodies to IgA in the sera of
as high as 44% of patients with A Def (6). A number of A
Def patients have had severe or fatal anaphylactic reactions
after intravenous administration of blood products con-
taining IgA, and anti-IgA antibodies [particularly IgE anti-
IgA antibodies (76)] have been implicated. For this reason,
only five-times washed (in 200-mL volumes) normal donor
erythrocytes or blood products from other IgA-absent indi-
viduals should be administered to these patients. Patients
with A Def also frequently have IgG antibodies against cow
milk and ruminant serum proteins (77). These antirumi-
nant antibodies often falsely detect “IgA” in immunoassays
that employ goat (but not rabbit) antisera (7). A high inci-
dence of autoantibodies has also been noted.

The basic defect leading to A Def is unknown. In vitro
cultures of B cells from some IgA-deficient patients could
be stimulated to produce IgA by the combination of anti-
CD40 and IL-10. Treatment with Dilantin, sulfasalazine
(78), d-penicillamine, or gold has been suspected as be-
ing the cause of A Def; the condition has also been known
to remit following discontinuation of Dilantin therapy or
spontaneously. Usually when this happens the remission
is permanent. The occurrence of A Def in both males and
females and in families is consistent with autosomal inher-
itance; in most families this appears to be dominant with
variable expressivity (70). As noted, this defect occurs in
pedigrees with CVID patients, some patients with IgA de-
ficiency have gone on to develop CVID, and recent studies
suggest that the susceptibility genes for these two defects
may reside in the MHC class III region as an allelic condi-
tion on chromosome 6 (Table 46.1) (70,71).

Immunodeficiency with Thymoma

Patients with immunodeficiency with thymoma are adults
who almost simultaneously develop recurrent infections,
panhypogammaglobulinemia, deficits in cell-mediated im-
munity, and benign thymoma (3). They may also have
eosinophilia or eosinopenia, aregenerative or hemolytic
anemia, agranulocytosis, thrombocytopenia, or pancy-
topenia. Antibody formation is poor, and progressive lym-
phopenia develops, although percentages of Ig-bearing B
lymphocytes are usually normal. The thymomas are pre-
dominantly of the spindle cell variety, but other types of
benign and malignant thymic tumors have been seen.

IgG Subclass Deficiencies

A number of patients have been reported to have deficien-
cies of one or more subclasses of IgG, despite normal or
elevated total IgG serum concentrations (79). IgG2 defi-
ciency would be suspected if patients had repeated prob-
lems with encapsulated bacterial pathogens, because a ma-
jority of the antipolysaccharide antibody molecules are of
the IgG2 isotype. Most of those with absent or very low

concentrations of IgG2 have been patients with A Def.
However, not all A Def patients who have recurrent infec-
tions have IgG2 deficiency, and some A Def patients have
defective antipolysaccharide antibody responses despite
normal levels of IgG2. Similarly, patients with the Wiskott-
Aldrich syndrome, who have a profound antipolysac-
charide antibody deficiency, have normal levels of IgG2.
Marked deficiencies of antipolysaccharide antibodies have
also been noted in other non–Wiskott-Aldrich children and
adults with recurrent infections who had normal concen-
trations of IgG2, as well as normal concentrations of all
of the other immunoglobulin isotypes (80). Conversely, a
number of healthy children have been described who had
low levels of IgG2 but normal responses to polysaccharide
antigens when immunized. In other patients with IgG2 de-
ficiency, continued follow-up revealed an evolving pattern
of immunodeficiency (such as into CVID), suggesting that
the presence of IgG subclass deficiency may be a marker
for more general immune dysfunction (81). Thus, the more
relevant question to ask is “What is the capacity of the pa-
tient to make specific antibodies to protein and polysac-
charide antigens?” It is, therefore, difficult to know the
biological significance of the multiple moderate deficien-
cies of IgG subclasses that have been reported, particularly
when completely asymptomatic individuals have been de-
scribed who totally lacked IgG1, IgG2, IgG4, and IgG1 due
to gene deletion (Table 46.1) (38).

CELLULAR IMMUNODEFICIENCY

In general, patients with partial or absolute defects in T
cell function have infections or other clinical problems for
which there is no effective treatment or which are of a
more severe nature than those with antibody deficiency
disorders. It is also rare that such individuals survive
beyond infancy or childhood.

Thymic Hypoplasia (DiGeorge’s Syndrome)

Thymic hypoplasia results from dysmorphogenesis of the
third and fourth pharyngeal pouches during early em-
bryogenesis, leading to hypoplasia or aplasia of the thy-
mus and parathyroid glands (82). Other structures form-
ing at the same age are also frequently affected, resulting
in anomalies of the great vessels (right-sided aortic arch),
esophageal atresia, bifid uvula, upper limb malformations,
congenital heart disease (conotruncal, atrial and ventricu-
lar septal defects), a short philtrum of the upper lip, hyper-
telorism, an antimongoloid slant to the eyes, mandibular
hypoplasia, and low-set, often notched ears (82). A variable
degree of hypoplasia of the thymus and parathyroid glands
(partial DiGeorge’s syndrome) is more frequent than total
aplasia (83). Those with complete DiGeorge’s syndrome are
susceptible to infections with opportunistic pathogens and
to graft-versus-host disease (GVHD) from nonirradiated
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blood transfusions. There are many clinical similarities
among DiGeorge’s syndrome, the velocardiofacial syn-
drome, the fetal alcohol syndrome, and retinoic acid
toxicity.

Patients with DiGeorge’s syndrome are usually only
mildly lymphopenic (83). However, the percentage of
CD3+ T cells is variably decreased. Immunoglobulin con-
centrations are usually normal, although sometimes IgE
is elevated and IgA may be low (83). Responses of blood
lymphocytes after mitogen stimulation have been absent,
reduced, or normal, depending on the degree of thymic
deficiency (83). Thymic tissue, when found, does contain
Hassall’s corpuscles and a normal density of thymocytes;
corticomedullary distinction is present. Lymphoid follicles
are usually present, but lymph node paracortical areas and
thymus-dependent regions of the spleen show variable de-
grees of depletion.

DiGeorge’s syndrome has occurred in both males and
females. It is rarely familial, but three cases of apparent
autosomal dominant inheritance have been reported. Mi-
crodeletions of specific DNA sequences from chromosome
22q11.2 (the DiGeorge chromosomal region) have been
shown in a majority of patients, and several candidate
genes have been identified in this region (82). There ap-
pears to be an excess of 22q11.2 deletions of maternal ori-
gin (84). Another deletion associated with DiGeorge’s and
velocardiofacial syndromes has been identified on chro-
mosome 10p13 (85).

No immunologic treatment is needed for the partial
form. If patients with the partial DiGeorge syndrome do
not have a severe cardiac lesion, they have few clinical
problems, except that some experience seizures and de-
velopmental delay. Transplantation of cultured, mature
thymic epithelial explants has successfully reconstituted
the immune function of several infants with the complete
DiGeorge syndrome (86).

COMBINED IMMUNODEFICIENCY
DISORDERS

Severe Combined Immunodeficiency

Severe combined immunodeficiency (SCID) is a fatal syn-
drome of diverse genetic cause characterized by pro-
found deficiencies of T and B cell (and sometimes NK
cell) function (87–90). Affected infants present in the first
few months of life with frequent episodes of diarrhea,
pneumonia, otitis, sepsis, and cutaneous infections. Per-
sistent infections with opportunistic organisms such as
Candida albicans, Pneumocystis jiroveci, varicella-zoster
virus, parainfluenza 3 virus, respiratory syncytial virus,
adenovirus, cytomegalovirus, Epstein-Barr virus, and
bacillus Calmette-Guérin lead to death. These infants also
lack the ability to reject foreign tissue and are, therefore,

at risk for GVHD from maternal T cells that cross into the
fetal circulation while the SCID infant is in utero or from T
lymphocytes in nonirradiated blood products or allogeneic
bone marrow (50).

Infants with SCID are lymphopenic (87,88,91). They
have an absence of lymphocyte proliferative responses to
mitogens, antigens, and allogeneic cells in vitro, even on
samples collected in utero or from the cord blood (92).
Therefore, physicians caring for newborns need to be
aware of what the normal range for the cord blood ab-
solute lymphocyte count is (2,000 to 11,000/mm3) and ar-
range for T cell phenotypic and functional studies to be
performed on blood from neonates with values below this
range (87,91–93). Even though all forms of SCID could
be diagnosed at birth by detecting lymphopenia or an ab-
sence of T cells, there is currently no newborn screening
for this syndrome anywhere in the world. The normal ab-
solute lymphocyte count is much higher at 6 to 7 months
of age, when most SCIDs are diagnosed, so that any count
below 4,000/mm3 at that age is lymphopenic (94). Serum
immunoglobulin concentrations are diminished to absent,
and no antibody formation occurs after immunization.
Typically, all SCID patients have very small thymuses (usu-
ally less than 1 g), which fail to descend from the neck, con-
tain no thymocytes, and lack corticomedullary distinction
and Hassall’s corpuscles. However, the thymic epithelium
is normal, and results of bone marrow stem cell transplan-
tation have shown that these tiny thymuses are capable
of supporting normal T cell development (95). Thymus-
dependent areas of the spleen are depleted of lymphocytes
in SCID patients, and lymph nodes, tonsils, adenoids, and
Peyer’s patches are absent or extremely underdeveloped.

In the more than 50 years since the initial descrip-
tion of SCID (1), it has become evident that the genetic
origins of this condition are quite diverse (Table 46.4)
(88,96). X-linked SCID (SCID-X1) is the most common
form, accounting for approximately 46% of U.S. cases

◗ TABLE 46.4 Twelve Abnormal Genes in Severe
Combined Immunodeficiency

Cytokine receptor genes
IL2RG
JAK3
IL7Rα

Antigen receptor genes
RAG1
RAG2
Artemis
Ligase 4
CD3δ
CD3ε
CD3ζ

Other genes
ADA
CD45
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◗ TABLE 46.5 Severe Combined Immunodeficiency
Lymphocyte Phenotypes

T−B+NK− γ chain deficient
Jak3 deficient

T−B+NK+ IL-7Rα deficient
CD3δ deficient
CD3ε deficient
CD3ζ deficient
CD45 deficient

T−B−NK− ADA deficient

T−B−NK+ RAG1/RAG2 deficient
Artemis deficient
Ligase 4 deficient

ADA, adenosine deaminase; IL-7Rα, interleukin-7 receptor α chain;
Jak3, Janus kinase-3; RAG, recombination activating gene.

(Figure 46.7) (88,96). Mutated genes on autosomal chro-
mosomes have been identified in 11 genetic types of SCID:
adenosine deaminase (ADA) deficiency, Janus kinase 3
(Jak3) deficiency, IL-7 receptor α-chain deficiency (IL-
7Rα), recombination-activating gene (RAG-1 or RAG-2)
deficiencies, Artemis deficiency, CD3 α-, ε-, and ζ -chain de-
ficiencies, and CD45 deficiency; and there are likely other
causes yet to be discovered (Table 46.1) (88,96).

X-Linked Recessive Severe Combined
Immunodeficiency Disease (SCID-X1)

Despite the uniformly profound lack of T or B cell func-
tion, patients with SCID-X1 usually have few or no T or
NK cells but a normal or elevated number of B cells (Table
46.5) (87,91,93). However, SCID-X1 B cells do not produce
immunoglobulin normally, even after T cell reconstitution
by bone marrow transplantation (91). The abnormal gene
in SCID-X1 was mapped to the Xq13 region and identi-
fied as the gene encoding a common gamma chain (γ c)
shared by several cytokine receptors, including those for
IL-2, IL-4, IL-7, IL-9, IL-15, and IL-21 (Figures 46.1, 46.5)
(14,15,97). Of the first 136 patients studied, 95 distinct mu-
tations spanning all eight IL2RG exons were identified,
most of them consisting of small changes at the level of
one to a few nucleotides (Figure 46.6) (98). These muta-
tions resulted in abnormal γ c’s in two thirds of the cases
and absent γ c protein in the remainder. The finding that
the mutated gene results in faulty signaling through several
cytokine receptors explains how multiple cell types can be
affected by a mutation in a single gene (97,99,100).

Autosomal Recessive Severe Combined
Immunodeficiency Disease Caused by Adenosine
Deaminase Deficiency

An absence of the enzyme adenosine deaminase (ADA)
has been observed in approximately 16% of patients with
SCID (Figure 46.7) (87,88,91). The gene encoding ADA

FIGURE 46.5 Diagram showing that Janus kinase 3 (Jak3) is
the major signal transducer for the common γ chain shared by
multiple cytokine receptors. Mutations in the IL2RG gene cause
X-linked severe combined immunodeficiency (X-SCID), whereas
mutations in the JAK3 gene result in a form of autosomal re-
cessive SCID that mimics X-SCID in lymphocyte phenotype (i.e.,
T−B+NK−). Mutations in the alpha chain of the IL-7 receptor
also cause SCID, but unlike X-linked and Jak3-deficient SCID,
IL-7Rα chain–deficient SCID infants have both B and NK cells
(i.e., are T−B+NK+). (From Buckley RH. Primary cellular im-
munodeficiencies. J Allergy Clin Immunol. 2002;109(5):747, with
permission.)

is on chromosome 20q13-ter and was cloned and se-
quenced more than a decade ago (101). There are cer-
tain distinguishing features of ADA deficiency, including
the presence of multiple skeletal abnormalities of chon-
droosseous dysplasia on radiographic examination; these
occur predominantly at the costochondral junctions, at
the apophyses of the iliac bones, and in the vertebral
bodies (causing a “bone-in-bone” effect) (101). ADA defi-
ciency results in pronounced accumulations of adenosine,
2′-deoxyadenosine, and 2′-O-methyladenosine (101). The
latter metabolites directly or indirectly lead to apoptosis
of thymocytes and circulating lymphocytes, which causes
the immunodeficiency. As a consequence, ADA-deficient
infants usually have a much more profound lymphope-
nia than those with other types of SCID, with mean ab-
solute lymphocyte counts of less than 500/mm3 and defi-
ciencies of all types of lymphocytes (Table 46.5) (88,91).
As with other types of SCID, ADA deficiency can be cured
by HLA-identical or haploidentical T cell–depleted bone
marrow transplantation, which is the treatment of choice
(50,88,91). Enzyme replacement therapy with polyethy-
lene glycol–modified bovine ADA (PEG-ADA) administered
subcutaneously once weekly has resulted in both clinical
and immunologic improvement in more than 100 ADA-
deficient patients (102). However, the immunocompetence
achieved is not nearly so great as with bone marrow
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FIGURE 46.6 IL2RG cDNA map showing exons, cDNA numbers corresponding to the first
coding nucleotide of each exon, protein domains, and sites of mutations found in 87 unrelated
families with X-linked severe combined immunodeficiency (X-SCID). Identical mutations found
in unrelated patients are surrounded by shaded boxes. (From Puck JM, Pepper AE, Henthorn PS,
et al. Mutation analysis of IL2RG in human X-linked severe combined immunodeficiency. Blood.
1997;89:1968, with permission.)

transplantation (103). In view of this, PEG-ADA therapy
should not be initiated if bone marrow transplantation
is contemplated because it will confer graft-rejection ca-
pability on the infant. After T cell function is effected

FIGURE 46.7 Relative frequencies of the different genetic types
of severe combined immunodeficiency among 194 patients seen
consecutively by the author over three and a half decades. ADA,
adenosine deaminase; Def, defect; γ c, γ chain; IL-7Rα, IL-7 re-
ceptor α chain; RAG, recombinase activating gene.

by bone marrow transplantation (without pretransplanta-
tion chemotherapy), infants with ADA deficiency generally
have B cell function.

Autosomal Recessive Severe Combined
Immunodeficiency Disease Caused by Janus
Kinase 3 Deficiency

SCID patients with autosomal recessive SCID caused by
Janus kinase 3 (Jak3) deficiency resemble all other types
in their susceptibility to infection and to graft-versus-host
disease from allogeneic T cells. However, they have lym-
phocyte characteristics most closely resembling those of
patients with X-linked SCID, including an elevated per-
centage of B cells and very low percentages of T and NK
cells (Table 46.5) (88,104). Because Jak3 is the only signal-
ing molecule known to be associated with γ c, it’s gene was
a candidate for mutations leading to autosomal recessive
SCID of unknown molecular type (Table 46.4, Figure 46.6)
(105). Thus far, more than 30 patients who lack Jak3 have
been identified (Figure 46.6) (88,104,106). Like SCID-X1
patients, they have very low or no NK cells (88). Even after
successful immune reconstitution by bone marrow trans-
plantation, they fail to develop NK cells (50). Moreover, as
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with SCID-X1 patients, they often fail to develop normal B
cell function after transplantation despite their high num-
bers of B cells. Their failure to develop NK cells or B cell
function is believed to be due to the defective function of
the multiple cytokine receptors that share γ c.

Autosomal Recessive Severe Combined
Immunodeficiency Caused by Interleukin
7 Receptor α-Chain Deficiency

Because mice whose genes for either the α chain of the
IL-7 receptor or of IL-7 itself have been mutated are pro-
foundly deficient in T and B cell function but have normal
natural killer cell function, naturally occurring mutations
in these genes were sought in some of the author’s patients
who had T−B+NK+ SCID and who had previously been
shown not to have either γ c or Jak3 deficiency. Mutations
in the gene for IL-7Rα on chromosome 5p13 have been
found in 22 of the author’s patients, making it the third-
most-common cause of SCID (Figure 46.7) (88,107). These
findings imply that the T cell but not the NK cell defect in
SCID-X1 and Jak3-deficient SCID results from an inability
to signal through the IL-7 receptor (Figure 46.6). The fact
that these patients developed normal B cell function after
nonablative haploidentical bone marrow stem cell trans-
plantation despite lacking donor B cells also suggests that
the B cell defect in SCID-X1 is not due to failure of IL-7
signaling.

Autosomal Recessive Severe Combined
Immunodeficiency Caused by
Recombination-Activating Gene
(RAG-1 or RAG-2) Deficiencies

Infants with autosomal recessive SCID caused by muta-
tions in recombination activating genes RAG-1 and RAG-2
resemble all others in their infection susceptibility and
complete absence of T or B cell function. However, their
lymphocyte phenotype differs from those of patients with
SCID caused by γ c, Jak3, IL-7Rα, or ADA deficiencies in
that they lack both B and T lymphocytes and have primar-
ily NK cells in their circulation (T−B−NK+ SCID, Table
46.5) (88). This particular phenotype suggested a possible
problem with their antigen receptor genes, leading to the
discovery of mutations in RAG-1 and RAG-2 in some (but
not all) such SCID infants (108–110). These genes, on chro-
mosome 11p13, encode proteins necessary for somatic re-
arrangement of antigen receptor genes on T and B cells.
The proteins recognize recombination signal sequences
(RSSs) and introduce a DNA double-stranded break, per-
mitting V, D, and J gene rearrangements. RAG-1 or RAG-2
mutation results in a functional inability to form antigen
receptors through genetic recombination.

Patients with Omenn’s syndrome also have mutations
in RAG1 or RAG2 genes, resulting in partial and im-
paired V(D)J recombinational activity (109,110). Omenn’s
syndrome is characterized by the development soon af-
ter birth of a generalized erythroderma and desqua-
mation, diarrhea, hepatosplenomegaly, hypereosinophilia,
and markedly elevated serum IgE levels. The latter are
caused by circulating activated, oligoclonal T lymphocytes
that do not respond normally to mitogens or antigens in
vitro (111). Circulating B cells are not found, and lymph
node architecture is abnormal due to a lack of germinal
centers. The condition is fatal unless corrected by bone
marrow transplantation (50).

Autosomal Recessive Severe Combined
Immunodeficiency Caused by Deficiencies
of the Artemis Gene

SCID may also be caused by a deficiency of a novel
V(D)J recombination/DNA repair factor that belongs to
the metallo-β-lactamase superfamily. It is encoded by a
gene on chromosome 10p called Artemis (110,112). A de-
ficiency of this factor results in an inability to repair DNA
after double-stranded cuts have been made by RAG1 or
RAG2 gene products in rearranging antigen receptor genes
from their germline configuration. Similar to RAG1- and
RAG2-deficient SCID, this defect results in another form
of T−B−NK+ SCID, also called Athabascan SCID (Table
46.5). In addition, there is increased radiation sensitivity
of both skin fibroblasts and bone marrow cells of those
affected with this type of SCID (110,112).

Autosomal Recessive Severe Combined
Immunodeficiency Caused by Deficiencies of the
Ligase 4 Gene Product

Another recently described cause of radiation-sensitive
T−B−NK+ SCID (Tables 46.4, 46.5) is mutation in the Lig-
ase 4 gene (113). The gene product is necessary for catalyz-
ing the ligation step in the nonhomologous end-joining
(NHEJ) pathway of DNA double-strand break (DSB) re-
pair. Sequencing analysis of the LIG4 gene in a female
Turkish infant with T−B−NK+ SCID (Table 46.5) who
was not microcephalic and who had normal develop-
ment revealed the presence of a homozygous deletion
of three nucleotides CAA at nucleotide positions 5333
to 5335 (National Center for Biotechnology Information
[NCBI] AF479264). Deletion of these three nucleotides re-
sulted in deletion of glutamine Q433 in the protein (NCBI
NP 996820). LIG4 transcripts were present, but the ab-
sence of detectable LIG4 protein suggested that this mu-
tation affects protein stability. The mutations in LIG4 that
had been previously reported were hypomorphic and re-
sulted in radiosensitivity and leukemia in two patients or
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in pancytopenia, micro-cephaly, and developmental and
growth delay—collec-tively called the LIG4 syndrome—in
eight other patients (114,115).

Autosomal Recessive Severe Combined
Immunodeficiency Caused by CD45 Deficiency

Another molecular defect causing SCID is a mutation in
the gene encoding the common leukocyte surface protein
CD45 (116,117). This hematopoietic cell–specific trans-
membrane protein tyrosine phosphatase functions to reg-
ulate Src kinases required for T and B cell antigen receptor
signal transduction. A 2-month-old male infant presented
with a clinical picture of SCID and was found to have a
very low number of T cells but a normal number of B
cells. The T cells failed to respond to mitogens, and serum
immunoglobulins diminished with time. He was found to
have a large deletion at one CD45 allele and a point muta-
tion causing an alteration of the intervening sequence 13
donor splice site at the other (116). A second case of SCID
due to CD45 deficiency has been reported (117), and the au-
thor and her associates have recently evaluated yet a third
case (unpublished observations) confirming that the lym-
phocyte phenotype is T−B+NK+ SCID (Table 46.5). Figure
46.7 shows the frequency of the various genetic forms of
SCID that I have evaluated over the last three and a half
decades.

Autosomal Recessive Severe Combined
Immunodeficiency Caused by Mutations in Genes
Encoding Chains of the CD3 Complex

Dadi et al. (118) discovered in 2003 that mutations in the
gene encoding the δ chain of the CD3 complex caused
SCID. Later, de Saint Basile et al. (119) studied three fami-
lies with fetuses/infants who had SCID of unknown molec-
ular type. All of the fetuses/infants had the T−B+NK+ lym-
phocyte phenotype (Table 46.5), that is, they had no T
cells but did have phenotypically normal B cells and natu-
ral killer (NK) cells, the same phenotype as in the SCID
infants reported by Dadi et al. (118). Mutations in the
gene encoding the CD3δ chain were found in only two of
the families. In the third family, the investigators found
a homozygous mutation in the CD3ε gene that created
a premature stop codon near the start of the extracellu-
lar domain, resulting in the absence of CD3 expression in
those individuals affected. The author has evaluated a sim-
ilar patient. More recently, mutations in the CD3 ζ -chain
gene were found by the author and her associates to also
result in T−B+NK+ SCID (Table 46.5) (120). In the lat-
ter case, the infant had CD16+ NK cells but no CD56+

NK cells.
Hypomorphic mutations in the CD3ε gene had been

previously reported in a 4-year-old boy who had had re-
current Haemophilus influenzae pneumonia early in life

but was later healthy (121). His T cells had low expres-
sion of the CD3 complex but did respond to antigens.
Defective expression of the T cell receptor CD3 com-
plex was also reported in two male siblings in a Spanish
family who were found to have mutations in the CD3γ

gene (122). One of the siblings died at age 31 months
with autoimmune hemolytic anemia and viral pneumo-
nia, but the other was healthy. Both had very low expres-
sion of CD3 on their T cells, but they were capable of
making antigen-specific responses and had IgG2 subclass
deficiency.

Treatment and Prognosis

SCID is a pediatric emergency (87,88,91,92). Replacement
therapy with IVIG fails to halt the progressively down-
hill course (51). Unless bone marrow transplantation from
HLA-identical or haploidentical donors can be performed,
death usually occurs before the patient’s first birthday and
almost invariably before the second. On the other hand,
transplantation in the first 3.5 months of life offers a
greater than 96% chance of survival (88,91,92). Therefore,
early diagnosis is essential. Recent studies have shown
that the immune reconstitution effected by stem cell trans-
plants is due to thymic education of the transplanted al-
logeneic stem cells (95). The thymic output appears to oc-
cur sooner and to a greater degree in those infants trans-
planted in the neonatal period than in those transplanted
after that time (92). There are more than 500 SCID patients
surviving worldwide as a result of successful bone marrow
transplantation (50).

ADA deficiency was the first genetic defect in which gene
therapy was attempted; these early efforts were unsuccess-
ful (23). However, within the last decade, normal γ c cDNA
was successfully transduced into autologous marrow cells
of nine infants with SCID-X1 in France by retroviral gene
transfer, with subsequent full correction of their T and NK
cell defects (123). Thus the efficacy of gene therapy in con-
ferring immune function in those infants with SCID-X1
seemed to be superior to that of allogeneic hematopoi-
etic stem-cell transplantation. Tragically, however, serious
adverse events occurred in four of them, who developed
leukemia-like processes, with expanded clonal populations
of T cells (124). The leukemias are considered to have been
induced by the retroviral gene therapy by a process called
insertional mutagenesis. More recently, this complication
also occurred in a SCID-X1 patient treated in England, but
it has not occurred in eight ADA-deficient patients success-
fully treated with gene therapy in Italy (125). In view of the
early successes with gene therapy in SCID-X1 and ADA
deficiency (23), the hope is that in the future those and
other primary immunodeficiencies for which the molecu-
lar defects have been identified will be correctable by gene
therapy.
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Reticular Dysgenesis

This condition was first described in 1959 in identical twin
male infants who exhibited a total lack of both lympho-
cytes and granulocytes in their peripheral blood and bone
marrow. Seven of the eight infants thus far reported with
this defect died between 3 and 119 days of age from over-
whelming infections; the eighth underwent complete im-
munologic reconstitution from a bone marrow transplant.
Recombinant granulocyte colony-stimulating factor was
not successful in the treatment of an infant with this con-
dition. The thymuses have all weighed less than 1 g, no
Hassall’s corpuscles have been present, and few or no thy-
mocytes have been seen. The molecular basis of this auto-
somal recessive disorder is unknown (3).

Combined Immunodeficiency

The term combined immunodeficiency (CID) is used to
distinguish patients with low but not absent T cell function
from those with SCID. Several examples will be given.

Purine Nucleoside Phosphorylase Deficiency

More than 40 patients with CID have been found to
have purine nucleoside phosphorylase (PNP) deficiency
(101,126). Deaths have occurred from generalized vac-
cinia, varicella, lymphosarcoma, and graft-versus-host dis-
ease mediated by T cells from nonirradiated allogeneic
blood or bone marrow. Two thirds of patients have had
neurologic abnormalities ranging from spasticity to men-
tal retardation. One third of patients developed autoim-
mune diseases, the most common of which is autoim-
mune hemolytic anemia. Most patients have normal or
elevated concentrations of all serum immunoglobulins.
PNP-deficient patients are as profoundly lymphopenic
as those with ADA deficiency, with absolute lymphocyte
counts usually less than 500/mm3. T cell function is low
but not absent and is variable with time. The gene encod-
ing PNP is on chromosome 14q13.1, and it has been cloned
and sequenced. A variety of mutations have been found in
the PNP gene in patients with PNP deficiency (101). Unlike
ADA deficiency, serum and urinary uric acid are deficient
because PNP is needed to form the urate precursors hy-
poxanthine and xanthine. Prenatal diagnosis is possible.
PNP deficiency is invariably fatal in childhood unless im-
munologic reconstitution can be achieved. Bone marrow
transplantation is the treatment of choice but has been
successful in only six such patients (50,127,128).

Ataxia-Telangiectasia

Ataxia-telangiectasia (AT) is a complex combined im-
munodeficiency syndrome with associated neurologic,
endocrinologic, hepatic, and cutaneous abnormalities

(129,130). The most prominent features are progressive
cerebellar ataxia, oculocutaneous telangiectasias, chronic
sinopulmonary disease, a high incidence of malignancy,
and variable humoral and cellular immunodeficiency
(131). The ataxia typically becomes evident soon after the
child begins to walk and progresses until he or she is con-
fined to a wheelchair, usually by 10 to 12 years of age. The
telangiectasias develop at between 3 and 6 years of age. Re-
current, usually bacterial, sinopulmonary infections occur
in roughly 80% of these patients. Fatal varicella occurred in
one patient, and transfusion- associated graft-versus-host
disease has also been reported. Selective IgA deficiency is
found in from 50% to 80% of those affected (131). IgE
concentrations are usually low, and IgG2 or total IgG may
be decreased. Specific antibody titers may be decreased or
normal. The percentages of CD3+ and CD4+ T cells are
only modestly low, and in vitro tests of lymphocyte func-
tion have generally shown moderately depressed prolifer-
ative responses to T and B cell mitogens. The thymus is
hypoplastic, exhibits poor organization, and is lacking in
Hassall’s corpuscles. Cells from patients, as well as those
of heterozygous carriers, have increased sensitivity to ion-
izing radiation, defective DNA repair, and frequent chro-
mosomal abnormalities (131). The malignancies reported
in this condition usually have been of the lymphoreticular
type, but adenocarcinoma and other forms also have been
seen; there is also an increased incidence of malignancy in
unaffected relatives.

Inheritance of AT follows an autosomal recessive pat-
tern. The mutated gene (ATM ) responsible for this defect
was mapped by restriction fragment length polymorphism
analysis to the long arm of chromosome 11 (11q22–23)
and was cloned (130,132). The gene product is a DNA-
dependent protein kinase localized predominantly to the
nucleus and believed to be involved in mitogenic signal
transduction, meiotic recombination, and cell cycle con-
trol (130). Of the mutations identified, a majority were ex-
pected to completely inactivate the ATM protein by trun-
cating it, by abolishing correct initiation or termination of
translation, or by deleting large segments (130). No sat-
isfactory definitive treatment has been found (131). The
prognosis is exceedingly poor for patients with this con-
dition, although a number have reached adulthood. The
most common causes of death are lymphoreticular malig-
nancy and progressive neurologic disease.

Immunodeficiency with Thrombocytopenia and
Eczema (Wiskott-Aldrich Syndrome)

The Wiskott-Aldrich syndrome (WAS) is an X-linked re-
cessive syndrome characterized by eczema, thrombocy-
topenic purpura with normal-appearing megakaryocytes
but small defective platelets, and undue susceptibility
to infection (13,89,133). Patients usually present during
infancy with prolonged bleeding from the circumcision
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site, bloody diarrhea, or excessive bruising. Atopic der-
matitis and recurrent infections usually also develop dur-
ing the first year of life. Infections are usually those pro-
duced by pneumococci and other encapsulated bacteria,
resulting in otitis media, pneumonia, meningitis, or sepsis.
Later, infections with opportunistic agents such as Pneu-
mocystis jiroveci and the herpesviruses become more prob-
lematic. Autoimmune cytopenias and vasculitis are com-
mon in those who live beyond infancy. Survival beyond
the teens is rare; infections and bleeding may cause death,
and there is also a 12% incidence of fatal malignancy in
this condition (13,133).

Patients with WAS have an impaired humoral immune
response to polysaccharide antigens, as evidenced by ab-
sent or greatly diminished isohemagglutinins and poor or
absent antibody responses to polysaccharide antigens (13).
In addition, antibody titers to protein antigens fall with
time. Most often there is a low serum IgM, elevated IgA and
IgE, and a normal or slightly low IgG concentration. Flow
cytometry of blood lymphocytes has shown a moderately
reduced percentage of T cells, and lymphocyte responses
to mitogens are moderately depressed (13).

The mutated gene responsible for this defect was
mapped to Xp11.22–11.23 and isolated in 1994 by Derry
et al. (12). It was found to be limited in expression to
lymphocytic and megakaryocytic lineages (12). The gene
product, a 501–amino acid, proline-rich protein that lacks
a hydrophobic transmembrane domain, was designated
WAS protein (WASP). It has been shown to bind CDC42H2
and rac, members of the Rho family of GTPases, which
are important in actin polymerization (13,134). A large
and varied number of mutations in the WASP gene have
been identified in WAS patients, with some correlation
of the site of the mutation with severity of infection sus-
ceptibility or other problems in one series (135) but not
in others. Mutations in the WASP gene have been shown
to affect not only platelet (136) and T cell function but
also dendritic cell and B cell adhesion, homing, and func-
tion (137,138) and NK cell cytotoxicity (139). Isolated
X-linked thrombocytopenia is also caused by mutations
in the WASP gene, as are some cases of severe congenital
neutropenia (140). Carriers can be detected by the find-
ing of nonrandom X chromosome inactivation in several
hematopoietic cell lineages or by detection of the mutated
gene (if known in the family). Prenatal diagnosis of WAS
can also be made by chorionic villous sampling or am-
niocentesis if the mutation is known in that family. Two
families with apparent autosomal inheritance of a clinical
phenotype similar to WAS have been reported (141,142),
and in one case a girl was shown to have this as an X-linked
defect (143).

Numerous patients with WAS have had complete cor-
rections of both the platelet and the immunologic abnor-
malities by HLA-identical sibling bone marrow transplants
after being conditioned with irradiation or busulfan and

cyclophosphamide (50). Success has been minimal with T
cell–depleted haploidentical stem cell transplants in WAS,
primarily because of the requirement for pretransplant im-
munosuppression to permit engraftment, the long time
course to immunoreconstitution when T cells are depleted,
resistance to engraftment, and a high mortality from pre-
existing opportunistic infections in that setting (50). How-
ever, success has been achieved in the treatment of WAS
with matched unrelated donor transplants when done in
children younger than 5 years of age (144). It is likely that
matched related or unrelated cord blood transplants will
be similarly successful because in both cases T cells can
be left in the donor cell suspension. Several patients who
required splenectomy for uncontrollable bleeding had im-
pressive rises in their platelet counts and did well clin-
ically while being administered prophylactic antibiotics
and IVIG (145). Based on success in in vitro transfection
studies (146), the first gene therapy trials for this condition
are underway (147). The most common cause of death in
WAS patients is EBV-induced lymphoreticular malignancy
(133).

Cartilage-hair Hypoplasia

In 1965, an unusual form of short-limbed dwarfism with
frequent and severe infections was reported among the
Pennsylvania Amish; non-Amish cases have since been de-
scribed (148). These patients have short and pudgy hands
with redundant skin, metaphyseal chondrodysplasia, hy-
perextensible joints of hands and feet but an inability to ex-
tend the elbows completely, and fine, sparse light hair and
eyebrows. These features led to the name cartilage-hair
hypoplasia (CHH). Radiographically the bones show scal-
loping and sclerotic or cystic changes in the metaphyses.
In contrast to ADA deficiency, in which the predominant
changes are in the apophyses of the iliac bones, the ribs,
and vertebral bodies, the chondrodysplasia in CHH prin-
cipally affects the limbs. Severe and often fatal varicella
infections, progressive vaccinia, and vaccine-associated
poliomyelitis have been observed. Associated conditions
include deficient erythrogenesis, Hirschsprung’s disease,
and an increased risk of malignancies.

Three patterns of immune dysfunction have emerged:
defective antibody-mediated immunity, defective cellular
immunity (most common form), and severe combined im-
munodeficiency. NK cells, however, are increased in num-
ber and function.

CHH is an autosomal recessive condition, and the de-
fective gene was mapped to chromosome 9p21-p13 in
Amish and Finnish families. Numerous mutations have
been found in the untranslated RMRP gene that coseg-
regates with the CHH phenotype (149).The gene prod-
uct, endoribonuclease RNase MRP (mitochondrial RNA
processing), consists of an RNase molecule bound to sev-
eral proteins. It has at least two functions: cleavage of RNA
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in mitochondrial DNA synthesis and nucleolar cleaving of
pre-RNA. Mutations in RMRP cause CHH by disrupting
a function of RNase MRP RNA that affects multiple or-
gan systems (149). Bone marrow transplantation has re-
sulted in immunologic reconstitution in some cartilage-
hair hypoplasia patients with the SCID phenotype (91).
Those with milder types of immune deficiency have lived
to adulthood, some even to old age.

Nijmegen Breakage Syndrome

This is a rare autosomal recessive condition in which the
immunologic, cytogenetic, and radiation-sensitivity find-
ings are almost identical to those in ataxia-telangiectasia
(150,151). However, the patients are quite distinct from
those with ataxia-telangiectasia clinically in that they have
short stature, a “birdlike” facies, and microcephaly from
birth. They lack the classic clinical features of ataxia-
telangiectasia, including ataxia and telangiectasia, and
they have normal serum α-fetoprotein levels. Intelligence
can vary from normal to moderate mental retardation.
The immunodeficiency appears to be more severe than
in ataxia-telangiectasia. Most patients have recurrent res-
piratory infections. The tendency to express rearrange-
ments of chromosomes 7 and 14 and to develop a malig-
nancy is much higher than in ataxia-telangiectasia. More
than 40 patients from approximately 30 families have
been reported, and most are of eastern European origin
(150,151). Complementation studies have indicated that
patients with this syndrome are genetically distinct from
those with ataxia-telangiectasia. The abnormal gene in this
condition has been mapped to chromosome 8q21 (Table
46.1) (152).

Defective Expression of Major
Histocompatibility Complex Antigens

There are two main forms: (a) class I MHC antigen defi-
ciency (bare lymphocyte syndrome) and (b) class II MHC
antigen deficiency.

MHC Class I Antigen Deficiency

An isolated deficiency of MHC class I antigens is rare,
and the resulting immunodeficiency is milder than that
in SCID, contributing to a later age of presentation (153).
Sera from affected individuals contain normal quantities
of class I MHC antigens and β2-microglobulin, but class
I MHC antigens are not detected on any cells in the body.
There is a deficiency of CD8+ but not of CD4+ T cells. Mu-
tations have been found in two genes within the MHC locus
on chromosome 6 that encode the peptide transporter pro-
teins TAP1 and TAP2 (Table 46.1) (153–155). TAP proteins
function to transport peptide antigens from the cytoplasm

across the Golgi apparatus membrane to join the α chain
of MHC class 1 molecules and β2-microglobulin. The com-
plex can then move to the cell surface; if the assembly of
the complex cannot be completed because there is no pep-
tide antigen, the MHC class I complex is destroyed in the
cytoplasm.

MHC Class II Antigen Deficiency

Many individuals affected with this autosomal recessive
syndrome are of North African descent.. More than 70 pa-
tients have been identified. They present in infancy with
persistent diarrhea, often associated with cryptosporidio-
sis; bacterial pneumonia; pneumocystis; septicemia; and
viral or monilial infections. Nevertheless, their immuno-
deficiency is not as severe as in SCID, as evidenced by their
failure to develop BCGosis or GVHD from nonirradiated
blood transfusions (156). MHC class II–deficient patients
have a very low number of CD4+ T cells but normal or
elevated numbers of CD8+ T cells. Lymphopenia is only
moderate. The MHC class II antigens HLA-DP, -DQ, and
-DR are undetectable on blood B cells and monocytes. The
patients have impaired antigen-specific responses caused
by the absence of these antigen-presenting molecules. In
addition, MHC antigen–deficient B cells fail to stimulate
allogeneic cells in mixed leukocyte culture. Lymphocytes
respond normally to mitogens but not to antigens. The thy-
mus and other lymphoid organs are severely hypoplastic.
The lack of class II molecules results in abnormal thymic
selection because recognition of HLA molecules by thymo-
cytes is central to both positive and negative selection. The
latter results in circulating CD4+ T cells that have altered
CDR3 profiles. The associated defects of both B and T cell
immunity and of HLA expression emphasize the important
biological role for HLA determinants in effective immune
cell cooperation.

Four different molecular defects resulting in impaired
expression of MHC class II antigens have been identified
(Table 46.1) (156). In one, there is a mutation in the gene on
chromosome 1q that encodes a protein called RFX5, a sub-
unit of RFX, a multiprotein complex that binds the X box
motif of MHC II promoters (157). A second form is caused
by mutations in a gene on chromosome 13q that encodes
a second, 36-kDa subunit of the RFX complex called RFX-
associated protein (RFXAP) (158). The most recently dis-
covered and most common cause of MHC class II defects
are mutations in RFXANK, the gene encoding a third sub-
unit of RFX (159). In a fourth type, there is a mutation in
the gene on chromosome 16p13 that encodes a novel MHC
class II transactivator (CIITA), a non–DNA-binding coac-
tivator that controls the cell-type specificity and inducibil-
ity of MHC II expression (160). All of these defects cause
impairment in the coordinate expression of MHC class
II molecules on the surface of B cells and macrophages
(156).
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FIGURE 46.8 T cell signal transduction pathway. The T cell receptor (TCR) spans the plasma
membrane in association with CD3 and ζ , CD4 or CD8, CD28, and CD45. Cytoplasmic protein
tyrosine kinases (PTKs) associated with the TCR are activated on antigen binding to the TCR.
These PTKs include Lck, Fyn, ζ -chain–associated protein-70 (ZAP-70), and Syk. PTK activation
results in the phosphorylation of phospholipase Cγ 1 (PLCγ 1) and the activation of other signaling
molecules. Distal signaling events, including PKC activation and Ca2+ mobilization, result in the
transcription of genes encoding interleukin-2 (IL-2) and other proteins, culminating in T cell
activation, differentiation, and proliferation. Ionomycin and phorbol myristate acetate (PMA)
can be used to mimic distal signaling events. Mutations in the gene encoding ZAP-70 result in
markedly impaired T cell activation, in addition to abnormal thymic selection resulting in CD8
deficiency. AP-1, activated protein; DAG, diacylglycerol; IP3, inositol phosphate 3; MAP, mitogene-
activated protein kinase; NFAT, nuclear factor of activated T cells; PIP2, phosphatidyl inositol 2;
PL-3, phospholipase 3. (Modified from Elder ME. Severe combined immunodeficiency due to a
defect in the tyrosine kinase ZAP-70. Pediatr Res. 1996;39:743, with permission.)

CD8 Deficiency Due to a Mutation
in the CD8α Gene

Another cause for CD8 deficiency (in addition to ζ -chain–
associated protein-70 deficiency and MHC class I antigen
deficiency) was discovered in a 25-year-old Spanish man
with a history of recurrent respiratory infections since
childhood. Immunoglobulins and antibodies were normal,
as were T cell proliferation studies and NK cell function.
However, he was found to have a complete absence of
CD8+ T cells. Molecular studies revealed a missense muta-
tion in both alleles of the immunoglobulin domain of the
CD8α gene in the patient and in two of his sisters (161,162).

T CELL ACTIVATION DEFECTS

These conditions are characterized by the presence of nor-
mal or elevated numbers of blood T cells that appear
phenotypically normal but fail to proliferate or produce

cytokines in response to stimulation with mitogens, anti-
gens, or other signals delivered to the T cell antigen re-
ceptor (TCR) due to defective signal transduction from
the TCR to intracellular metabolic pathways (Figure 46.8)
(163). This condition can be caused mutations in genes for
a variety of cell surface molecules or signal transduction
molecules. These patients have problems similar to those
of other T cell–deficient individuals, and some with severe
T cell activation defects may resemble SCID patients clin-
ically. Two examples are described.

Defective Ca2+ Release–Activated
Ca2+ Channels

Two male infants born to consanguineous parents had
SCID-like infection susceptibility despite phenotypically
normal blood lymphocytes. However, their T cells were
unable to produce IL-2, IFNγ , IL-4, and TNFα. Elec-
trophoretic mobility shift assays were used to examine
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the DNA binding of AP-1, Oct, CREB, SP1, NFκB, and
NF-AT, and the binding of all but NF-AT was normal (164).
This problem was subsequently shown to be secondary to
defective store-operated Ca2+ entry and calcium release–
activated calcium (CRAC) channel function. The molec-
ular defect responsible for this was recently discovered
(165). It was found that the infants are homozygous for a
single missense mutation in the gene that encodes a novel
protein called Orai1. The protein contains four putative
transmembrane segments. Expression of wild-type Orai1
in SCID T cells restored store-operated Ca2+ influx and the
CRAC current. The authors propose that Orai1 is an essen-
tial component or regulator of the CRAC channel complex.

CD8 Lymphocytopenia Due to
ζ-Chain–Associated Protein-70 Deficiency

Patients with CD8 lymphocytopenia caused by ζ -chain–
associated protein-70 (ZAP-70) deficiency present during
infancy with severe, recurrent, sometimes fatal infections
similar to those in SCID patients; however, they often live
longer and present later than SCID patients (163). More
than eight cases have been reported, and a majority were
Mennonites (163,166,167). They have normal, low, or ele-
vated serum immunoglobulin concentrations and normal
or elevated numbers of circulating CD4+ T lymphocytes
but essentially no CD8+ cells. These CD4+ T cells fail to
respond to mitogens or to allogeneic cells in vitro or to
generate cytotoxic T lymphocytes. By contrast, NK activ-
ity is normal. The thymus of one patient exhibited nor-
mal architecture; there were normal numbers of CD4:CD8
double-positive thymocytes but an absence of CD8 single-
positive thymocytes. This condition has been attributed to
mutations in the gene encoding ZAP-70, a non–src family
protein tyrosine kinase important in T cell signaling (Fig-
ure 46.8) (163). The gene is on chromosome 2 at position
q12. ZAP-70 has been shown to have an essential role in
both positive and negative selection in the thymus (Table
46.1) (166). The hypothesis as to why there are normal
numbers of CD4+ T cells is that thymocytes can use the
other member of the same tyrosine kinase family, Syk, to
facilitate positive selection of CD4+ cells. In addition, there
is a stronger association of Lck with CD4+ than with CD8+

cells. Syk is present at fourfold-higher levels in thymocytes
than in peripheral T cells, possibly accounting for the lack
of normal responses by the CD4+ blood T cells.

AUTOIMMUNE AND
LYMPHOPROLIFERATIVE SYNDROMES

Immune Dysregulation, Polyendocrinopathy,
Enteropathy, X-Linked Syndrome (IPEX)

IPEX syndrome is a fatal, X-linked recessive immuno-
logic disorder characterized by multisystem autoimmu-
nity, most commonly in the form of early-onset type 1

diabetes mellitus, severe enteropathy with watery, often
bloody diarrhea associated with eosinophilic inflamma-
tion and an eczematous dermatitis, and moderate to severe
recurrent infections caused by Enterococcus and Staphy-
lococcus species. The condition is due to mutations in
the forkhead box P3 (FOXP3) gene on Xp11.23 (Figure
46.1), which encodes a forkhead domain–containing pro-
tein, FOXP3 (168). FOXP3 is predominantly expressed in
the CD4+CD25high subset of regulatory T cells (Tregs), and
studies in mutant mice indicate that FOXP3 is essential
for the development of Tregs. The number and phenotype
of CD4+CD25high T cells appears to be normal in IPEX
patients, but there is either no FOXP3 protein in these
cells or mutant protein with abnormal regulatory function
(169). The findings demonstrate a key role for FOXP3 in
the maintenance of self-tolerance and in the prevention of
autoimmune and allergic diseases.

Autoimmune
Polyendocrinopathy-Candidiasis
Ectodermal Dysplasia (APCEP)

Patients with this syndrome present with chronic mu-
cocutaneous candidiasis and polyendocrinopathy, usu-
ally affecting the parathyroid or adrenal glands and
less frequently the thyroid, liver, and skin. Autoimmune
polyendocrinopathy-candidiasis ectodermal dysplasia, or
autoimmune polyendocrinopathy syndrome type I (APS1),
is due to a mutation in the autoimmune regulator (AIRE)
gene (170,171). The gene product, AIRE, is expressed at
high levels in purified human thymic medullary stromal
cells and is believed to regulate the cell surface expression
of tissue-specific proteins such as insulin and thyroglobu-
lin. Expression of these self-proteins allows for the negative
selection of autoreactive T cells during their development.
Failure of negative selection results in organ-specific au-
toimmune destruction. The overall significance of AIRE in
the establishment and maintenance of T cell self-tolerance
is not well understood.

Autoimmune Lymphoproliferative
Syndrome (ALPS)

Autoimmune lymphoproliferative syndrome (ALPS) is a
disorder of apoptosis in which the inability of lymphocytes
to die leads to nonmalignant massive lymphadenopathy,
hypersplenism, and autoimmune cytopenias of childhood
onset (172). Consistent immunologic findings include
polyclonal hypergammaglobulinemia and an expansion
of T cells lacking either CD4 or CD8 on their surfaces
(double-negative T cells). The most frequent genetic cause
of ALPS is germline dominant, heterozygous mutations in
the tumor necrosis factor receptor superfamily member 6
(TNFRSF6) gene (ALPS type Ia), which encodes CD95
(also known as Fas), a mediator of apoptosis. Somatic
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mutations in the gene have also been found. Other causes
are mutations in genes encoding either the CD95 lig-
and (ALPS type Ib), caspase 10 (ALPS type IIa), or cas-
pase 8 (ALPS type IIb). Major determinants of mor-
bidity and mortality in ALPS are the severity of the
autoimmune disease, hypersplenism, and the risk of
Hodgkin’s or non-Hodgkin’s lymphoma (173). Penetrance
and range of disease manifestations in ALPS are highly
variable, even among family members who share the
same dominant TNFRSF6 mutation (172). Although most
episodes of cytopenias respond to courses of conventional
immunomodulatory agents, some ALPS patients with
massive splenomegaly may require splenectomy and/or
ongoing immunosuppressive treatment. This disorder un-
derscores the critical role played by cell surface receptor–
mediated apoptosis in eliminating redundant prolif-
erating lymphocytes with autoreactive and oncogenic
potential.

Interleukin 2 Receptor α Chain (IL-2Rα,
CD25) Mutation

A male infant born of a consanguineous union presented at
6 months of age with cytomegalovirus pneumonia, persis-
tent oral and esophageal candidiasis, adenoviral gastroen-
teritis, and failure to thrive. He developed lymphadenopa-
thy, hepatosplenomegaly, and chronic inflammation of his
lungs and mandible. Biopsies revealed extensive lympho-
cytic infiltration of his lung, liver, gut, and bone. Serum
IgG and IgM were elevated, but IgA was low. He had a T
cell lymphocytopenia, with an even CD4:CD8 ratio. The
T cells responded poorly to anti-CD3, phytohemagglutinin
and other mitogens, and IL-2. He was found to have a trun-
cated mutation of the IL-2R α chain (CD25) (Table 46.1)
(174). He could not reject an allogeneic skin graft. He was
given a successful allogeneic bone marrow transplant fol-
lowing cytoreduction.

Young mutant mice lacking the IL-2R α chain have
phenotypically normal T and B cell development (175).
However, as adults, they develop massive lymphoid or-
gan enlargement and polyclonal T and B cell expansion
attributed to defective apoptosis. They also develop au-
toimmune disorders, including hemolytic anemia and in-
flammatory bowel disease. Similarly, gene targeted mice
lacking the IL-2R β chain develop exhaustive differentia-
tion of B cells into plasma cells, elevated IgG1 and IgE, and
autoantibodies that cause hemolytic anemia (176). Their T
cells did not respond to polyclonal or antigen-specific ac-
tivators. It is known that IL-2 programs murine αβ T lym-
phocytes for apoptosis (177). From these observations, it is
deduced that both IL-2R α and β chains play an important
role in influencing the activation programs of T cells, the
balance between clonal expansion and cell death following
lymphocyte activation, and the prevention of autoimmu-
nity.

DEFECTS IN INNATE IMMUNITY

Leukocyte Adhesion Deficiencies 1 and 2

Leukocyte Adhesion Deficiency-1 (LAD-1)

This condition is attributable to mutations in the gene
on chromosome 21 at position q22.3 encoding CD18, a
95-kDa β subunit shared by three adhesive heterodimers:
LFA-1 on B, T, and NK lymphocytes; complement recep-
tor type 3 (CR3) on neutrophils, monocytes, macrophages,
eosinophils, and NK cells; and p150,95 (another comple-
ment receptor) (Table 46.1) (178). The α chains of these
three molecules (encoded by genes on chromosome 16) are
not expressed because of the abnormal β chain. Those so
affected have histories of delayed separation of the umbil-
ical cord, omphalitis, gingivitis, recurrent skin infections,
repeated otitis media, pneumonia, septicemia, ileocolitis,
peritonitis, perianal abscesses, and impaired wound heal-
ing (178). Life-threatening bacterial and fungal infections
account for the high mortality. Affected people do not have
increased susceptibility to viral infections or malignancy.
Blood neutrophil counts are usually significantly elevated
even when no infection is present because of an inability
of the cells to adhere to vascular endothelium and migrate
out of the intravascular compartment. All cytotoxic lym-
phocyte functions are considerably impaired because of
a lack of the adhesion protein LFA-1; deficiency of LFA-
1 also interferes with immune cell interaction and im-
mune recognition. CR3 binds fixed iC3b fragments of C3
and β-glucans; its absence causes abnormal phagocytic cell
adherence and chemotaxis and a reduced respiratory burst
with phagocytosis. Deficiencies of these glycoproteins can be
screened for by flow cytometry with monoclonal antibodies
to CD18 or to CD11a, b, or c. Because the CD18 gene has
been cloned and sequenced, this disorder is another potential
candidate for gene therapy (23).

Leukocyte Adhesion Deficiency-2 (LAD-2)

LAD-2 is attributable to the absence of neutrophil sialyl-
LewisX, a ligand of E-selectin on vascular endothelium
(178). This disorder was discovered in two unrelated
Israeli boys 3 and 5 years of age, each the offspring
of consanguineous parents. Both had severe mental re-
tardation, short stature, a distinctive facial appearance,
and the Bombay (hh) blood phenotype, and both were
secretor- and Lewis-negative. They both had had recur-
rent severe bacterial infections similar to those seen in
patients with LAD-1, including pneumonia, peridontitis,
otitis media, and localized cellulitis. Similar to that in
patients with LAD-1, their infections were accompanied
by pronounced leukocytosis (30,000 to 150,000/mm3) but
an absence of pus formation at sites of recurrent celluli-
tis. In vitro studies revealed a pronounced defect in neu-
trophil motility. Because the genes for the red blood cell H
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antigen and for the secretor status encode for distinct α1,2-
fucosyltransferases and the synthesis of Sialyl-LewisX re-
quires an α1,3-fucosyltransferase, it was postulated that a
general defect in fucose metabolism is the basis for this dis-
order. It was subsequently found that GDP-L-fucose trans-
port into Golgi vesicles was specifically impaired (179),
and then missense mutations in the GDP-fucose trans-
porter cDNA of three patients with LAD II were discov-
ered. Thus, GDP-fucose transporter deficiency is a cause
of LAD-2 (180).

Interferon-γ Receptor-1 and 2 Mutations

Disseminated BCG infections occur in infants with SCID
or with other severe T cell defects. However, in approxi-
mately half of the cases no specific host defect has been
found. One possible explanation for this predilection was
found in a 2.5-month-old Tunisian female infant who had
fatal idiopathic disseminated BCG infection (181) and in
four children from Malta who had disseminated atypical
mycobacterial infection in the absence of a recognized
immunodeficiency (182). In the case of all five children,
there was consanguinity in their pedigrees. All affected
were found to have a functional defect in the upregulation
of TNFα production by their blood macrophages in re-
sponse to stimulation with IFNγ . Furthermore, all lacked
expression of IFNγ R’s on their blood monocytes or lym-
phocytes, and each was found to have a mutation in the
gene on chromosome 6q22-q23 that encodes IFNγ R1. Of
interest, these children did not appear to be susceptible
to infection with agents other than mycobacteria. Th1 re-
sponses appeared to be normal in these patients. The sus-
ceptibility of these children to mycobacterial infections
thus apparently results from an intrinsic impairment of
the IFNγ pathway response to these particular intracel-
lular pathogens, showing that IFNγ is obligatory for effi-
cient macrophage antimycobacterial activity. Since the ini-
tial discoveries of IFNγ R1-deficient humans, many more
examples have been found, and IFNγ R2-deficient individ-
uals have been found as well (183,184).

IL-12 and IL-12 Receptor β1 Mutations

IL-12 is produced by activated antigen-presenting cells
(dendritic cells, macrophages) (183). It promotes the de-
velopment of Th1 responses and is a powerful inducer of
IFNγ production by T and NK cells (184). A child with
BCG and Salmonella enteritidis infection was found to have
a large homozygous deletion within the IL-12 p40 subunit
gene, precluding expression of functional IL-12 p70 cy-
tokine by activated dendritic cells and phagocytes. As a
result, IFNγ production by the child’s lymphocytes was
markedly impaired (185). This suggested that IL-12 is es-
sential for protective immunity to intracellular bacteria
such as mycobacteria and Salmonella. In further support

of this, T and NK cells from seven unrelated patients who
had severe idiopathic mycobacterial and Salmonella infec-
tions failed to produce IFNγ when stimulated with IL-12
(186,187). The patients were otherwise healthy. They were
found to have mutations in the IL-12 receptor β1 chain,
resulting in premature stop codons in the extracellular
domain, resulting in unresponsiveness to this cytokine,
again demonstrating IL-12’s crucial role in host defense
(186,187).

Germline STAT 1 Mutation

Interferons induce the formation of two transcriptional
activators: gamma-activating factor (GAF) and interferon-
stimulated gamma factor 3 (ISGF3). A natural heterozy-
gous germline STAT1 mutation associated with suscep-
tibility to mycobacterial but not viral disease was found
in two unrelated patients with unexplained mycobacte-
rial disease (188). This mutation caused a loss of GAF and
ISGF3 activation but was dominant for one cellular phe-
notype and recessive for the other. It impaired the nuclear
accumulation of GAF but not of ISGF3 in cells stimulated
by interferons, implying that the antimycobacterial but not
the antiviral effects of human interferons are mediated by
GAF. More recently, two patients have been identified with
homozygous STAT-1 mutations who developed both post–
BCG vaccination disseminated disease and lethal viral in-
fections. The mutations in these patients caused a com-
plete lack of STAT-1 and resulted in a lack of formation of
both GAF and ISGF3 (189).

Il-1R–Associated Kinase 4 Deficiency

Members of interleukin-1 receptor and the Toll-like re-
ceptor superfamily share an intracytoplasmic Toll-IL-1 re-
ceptor (TIR) domain, which mediates recruitment of the
interleukin-1 receptor–associated kinase (IRAK) complex
via TIR-containing adapter molecules (190). Three unre-
lated, otherwise healthy children with recurrent pyogenic
infections due to pneumococci and staphylococci had nor-
mal immunocompetence by standard immune studies.
They had normal titers of antipneumococcal antibodies.
However, their blood and fibroblast cells did not activate
nuclear factor κB and mitogen-activated protein kinase
and failed to induce downstream cytokines in response to
any of the known ligands of TIR-bearing receptors. Each
was found to have an inherited deficiency of IRAK-4. Thus,
the TIR-IRAK signaling pathway appears to be crucial for
protective immunity against specific bacteria but is redun-
dant against most other microorganisms (190).

Chediak-Higashi Syndrome

This rare disease is characterized by oculocutaneous al-
binism and susceptibility to recurrent respiratory tract
and other types of infections (191). The hallmark of the
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disease is giant lyosomal granules, not only in neutrophils,
but also in most of the other cells of the body, includ-
ing melanocytes, neural Schwann cells, renal tubular cells,
gastric mucosa, pneumatocytes, hepatocytes, Langerhans
cells of the skin, and adrenal cells (191). The granules in
neutrophils are positive for peroxidase, acid phosphatase,
and esterase. The abnormal lysosomes are unable to fuse
with phagosomes, so that ingested bacteria cannot be lysed
normally. In addition, there is nearly complete absence
of cytotoxic T lymphocyte and NK cell activity as a re-
sult of abnormal lysosomal granule function (191). Ab-
normal chemotaxis has also been reported, and there is
evidence of a profound alteration of the cytoskeleton of
the neutrophils. There are reports of a decreased number
of centriole-associated microtubules and abnormalities in
tubulin tyrosinolation.

The fundamental defect in this autosomal recessive dis-
order was recently found to be caused by mutations in a
gene on human chromosome 1 at position q42-43 (Table
46.1) (192,193). This gene is similar to the one mutated in
the murine beige defect (192). The gene product is postu-
lated to function with other proteins as components of a
vesicle membrane–associated signal transduction complex
that regulates intracellular protein trafficking (192).

Approximately 85% of the patients develop an “accel-
erated phase” of the disease, with fever, jaundice, hep-
atosplenomegaly, lymphadenopathy, pancytopenia, bleed-
ing diathesis, and neurologic changes (194). Once the
accelerated phase occurs, the disease is usually fatal within
30 months unless successful treatment with an unfraction-
ated HLA-identical bone marrow transplant following cy-
toreductive conditioning can be accomplished (50,195).

HYPERIMMUNOGLOBULINEMIA
E SYNDROME

The hyperimmunoglobulinemia E (hyper IgE) syndrome
is a relatively rare primary immunodeficiency syndrome
characterized by recurrent severe staphylococcal ab-
scesses of the skin, lungs, and viscera and greatly elevated
levels of serum IgE (196,197). I first reported the disor-
der in two young boys in 1972 (196). Since then I have
evaluated more than 40 patients with the condition, and
many other examples have been reported (197). These pa-
tients all have histories of staphylococcal abscesses involv-
ing the skin, lungs, joints, and other sites from infancy;
persistent pneumatoceles develop as a result of their re-
current pneumonias. The pruritic dermatitis that occurs
is not typical atopic eczema, and it does not always per-
sist; respiratory allergic symptoms are usually absent. I
noted coarse facial features in the first two patients (196),
and this has been a consistent feature of all of the pa-
tients I have evaluated with this syndrome. Hyper IgE
syndrome patients look very different from their nonaf-

fected family members. Distinctive facial characteristics
were again pointed out recently by Grimbacher et al. (198).
Among the findings reported were a prominent forehead,
deep-set eyes, a broad nasal bridge, a wide, fleshy nasal
tip, mild prognathism, facial asymmetry, and hemihyper-
trophy. They also found that the mean nasal interalar
distance in these patients was above the 98th percentile
(p <0.001). These findings were present in all patients in
that study by age 16 years (198). High incidences of scolio-
sis and hyperextensible joints were also noted. An interest-
ing observation in that group of patients that had not been
previously reported was a 72% incidence of failure or de-
layed shedding of the primary teeth, owing to lack of root
resorption (198). Unexplained osteopenia is also present
in most patients with the hyper IgE syndrome, many of
whom have problems with recurrent fractures from even
minor trauma (198,199).

Laboratory features include exceptionally high serum
IgE; elevated serum IgD; usually normal concentrations
of IgG, IgA, and IgM; pronounced blood and sputum
eosinophilia; abnormally low anamnestic antibody re-
sponses to booster immunizations; and poor antibody-
mediated and cell-mediated responses to neoantigens.
In vitro studies have shown normal percentages of all
lymphocytes. Most patients have normal lymphocyte-
proliferative responses to mitogens but very low or ab-
sent responses to antigens or allogeneic cells from family
members. Blood, sputum, and histologic sections of lymph
nodes, spleen, and lung cysts show striking eosinophilia.
Hassall’s corpuscles and normal thymic architecture were
observed at postmortem examination of one patient.
Phagocytic cell ingestion, metabolism, killing, and total
hemolytic complement activity have been normal in all pa-
tients. Variable defects of mononuclear or polymorphonu-
clear chemotaxis have been present in some but not all
patients and hence are not the basic problem in these pa-
tients (197).

The fundamental problem in this condition was re-
cently discovered and found to be due to mutations in the
STAT 3 gene. I have observed a decreased percentage of T
cells of the memory (CD45RO) phenotype in the blood of
these patients, and such a decrease possibly is related to
these patients’ impaired anamnestic antibody responses,
impaired antigen-specific T cell responses, and abnor-
mal mixed leukocyte responses (201,202). Paradoxically,
B cells from these patients do not produce as much IgE as
normal or atopic B cells do when they are cultured with
IL-4 and anti-CD40 in vitro (200). The latter indicates that
the B cells may have already been exposed to IL-4 in vivo
and were no longer sensitive to it because they had al-
ready isotype-switched in vivo. Because of the very short
half-life of IL-4, serum levels cannot be detected; therefore
it has been difficult to prove that the condition is caused
by excessive IL-4 production. The presence of increased
numbers of eosinophils in blood, sputum, and tissues



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-46 Paul-3627G GRBT293-Paul-v1.cls April 14, 2008 11:33

Primary Immunodeficiency Diseases 1547

suggests that some of the pathology seen may be eosinophil
mediated. The fact that both men and women have been
affected, just as members of succeeding generations have,
is consistent with an autosomal dominant form of inheri-
tance with incomplete penetrance.

The most effective management for this condition is
long-term therapy with a penicillinase-resistant penicillin
or cephalosporin, with the addition of other antibiotics or
antifungal agents as required for specific infections, and
appropriate thoracic surgery for superinfected pneumato-
celes or those persisting beyond 6 months. Interferon-γ
therapy has been tried but had no clinical benefit, and
neither did bone marrow transplantation. If the diagno-
sis is made early and antistaphylococcal antibiotic ther-
apy is rendered in treatment doses continuously, the prog-
nosis is good. Three patients are known to have died of
lymphoreticular malignancy, and three experienced cryp-
tococcal meningitis.

CONCLUSION

Since the discovery of X-linked agammaglobulinemia
more than five decades ago, more than 200 genetically
determined immunodeficiencies have been identified, and
the list is rapidly growing. Recent research has led to major
breakthroughs in the definition of the molecular bases of
a large number of these disorders, and, undoubtedly, this
will soon be the case for many others. This information
will obviously be of great value in clarifying variant forms
of these diseases, in carrier detection, in prenatal diagno-
sis, and, it is hoped, eventually in permitting gene therapy
for many of these conditions.

In addition to the knowledge gained about the immune
system from studying the clinical and immunologic fea-
tures of these rare patients, even greater information about
the functioning of the immune system should come from
the integrated and comparative study of immune abnor-
malities in patients and those in gene-targeted mutant
mice deficient. Moreover, these studies should lead to the
design of more specific and effective therapies.

Although treatment of these rare defects has not ad-
vanced quite as rapidly as the discovery of new primary
immunodeficiency diseases and the fundamental causes
of a large number of them, major therapeutic advances
have been made over the last three decades. These include
(a) the development of safe intravenous forms of human
immunoglobulin that make it possible to deliver high
quantities of missing antibodies to antibody-deficient pa-
tients, (b) the development of T cell depletion techniques
that permit the use of half-matched parents as donors of
corrective stem cells for human infants with SCID, and
(c) the recent success in achieving successful gene ther-
apy in both X-linked and ADA-deficient SCID. The cre-
ation of human chimeras by nonablative allogeneic bone

marrow stem cell transplantation has also made it possi-
ble to study early human T, B, and NK cell ontogeny, tol-
erance induction, and MHC restriction mechanisms (i.e.,
“thymic education”) in a manner heretofore not possible.
In the next few years, humans with genetically determined
immunodeficiency diseases, as well as artificially created
immunodeficient animals, will undoubtedly provide many
more insights into the normal workings of the immune
system.
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lymph node trafficking of, 1508–1509
lymphodepletion and, 1505, 1506f
and T-cell persistence

costimulatory molecules, 1509–1510
homeostatic cytokine signals, 1510

T-cells for, genetic modification of,
1512

tumor-reactive T-cells for, optimizing,
1510–1511

in vitro expansion protocols,
modifications of current,
1511–1512, 1511f

Adoptive immunotherapy, future of,
1512–1513

Adoptive transfer studies, CD4+ T-cell,
1146–1147

Adult T cell leukemia, monoclonal
antibodies, 183

Aeroallergens, 1379, 1380
Afferent response, Fcγ R and, 695–696
Afferent trafficking, secondary lymphoid

tissue, 820
Affinity

antigen-antibody interactions, 154,
157–165

gene libraries and, 182
heterogeneity of, 159–160
maturation, 8, 12

germinal center B cells, apoptosis
and, 301–302

somatic hypermutation, 136
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Affinity (continued )
regulation, Rap-integrin pathway, 281
two-phase systems, 164–165

African meningitis epidemics, 1266
African trypanosomiasis,

immunodepression and, 1113
Ag uptake, 1008
Agammaglobulinemia

autosomal recessive, 1527
X-linked, 1526–1527

AGCT motif, 228
Age

at immunization, 1243
vaccination and, 1285–1286

Age-related macular degeneration
(AMD), complement and, 1064t,
1065

Agglutination, IgA antibodies, 1190–1191
Agnathan variable lymphocyte receptor

system (VLR system), 77–78
Agonist peptides, CD8 T cells, 330–331
“Agretopes,” 662

T cell repertoire expression, 651
AGs. See Abundant food antigens
Ag-specific mucosal immune responses,

992
AHR. See Airway hypersensitivity reaction
AICD. See Activation-induced cell death
AICDA gene, 217
AID. See Activation-induced cytidine

deamidase
AIDS (Acquired immunodeficiency

syndrome), 2, 3, 509, 743, 1098,
1133

animal models, 1208–1209
antiretroviral therapy, 1211–1212
defining clinical events, 1211
dementia, 1216
diagnostic time frame, 1211
immunologic dysfunction in,

1215–1216
immunopathogenesis, 1204
related B cell malignancies, 1216
SIVsm/HIV-2 and, 1209
vaccine, 1274, 1275

AIDSVAXTM, 1274
AIF. See Apoptosis-inducing factor
AIG. See Autoimmune gastritis
AIH. See Autoimmune hepatitis
AINR. See Activation-induced

nonresponsiveness
AIRE (Autoimmune regulator), 31, 397

deficiency, 1293
gene, 31
thymic medullary epithelial cells and,

914
AIRE-deficient mouse, 1298

TSAs, 914
Airway hypersensitivity reaction (AHR),

1415–1416
Treg, 970

Airway inflammatory diseases, PRRs,
989

Airway smooth muscle (ASM), IL3 and,
1416

Airways, virus transmission and,
1132–1134

Akt, cell death, 841
Alanine scan, 669
“Alexin,” 1048
Alleles, haplotype, 572
Allelic exclusion, 321

Ly49 receptors and, 492

regulated V(D)J recombination and,
212

Allergens, 1379–1381
biologic properties, 1379–1380
childhood exposure to, 1386–1387
classification, 1379
definition, 1379–1380
environment and exposure to, 1387
exposure, timing/dose of, 1385–1387
food, 1379, 1380
general characteristics, 1379–1380
insect venom, 1381
latex, 1380–1381
pharmaceutical, 1381
sensitization, genetic influences on,

1384–1385, 1385t
specific, 1380–1381
subdivision, 1379

Allergic airway disease, chemokine
system and, 827–828

Allergic diathesis, IL3 and, 1414–1415,
1414f

Allergic disease, 1024–1025
anatomic site of, 1377
characteristics, 1375–1376
DCs and, 1389–1392
IL-33, 765
mechanism, 1376
NKT cell role in, 1382–1383
pathogenesis, 1375–1376
Th2 cells, 416

DC cytokine regulation and
differentiation of, 1392–1396,
1393f

Th2 immune responses in, factors
regulating, 1388–1397

Allergic encephalitis (EAE), animal
models, 1353, 1353f

Allergic encephalomyelitis
ICOS, 361
mouse studies, 826–827

Allergic inflammatory responses, 22–23
Th2 cytokine regulation of, 1397

Allergic response
effector cells of, 1403–1409

eosinophils as, 1412–1413
unifying hypothesis and, 1417–1418

FcR cross-linking, 701
Allergy, 1150, 1375–1420

food, 1377
characteristics of, 1419

historical perspective, 1376–1377
IgE antibodies, 143–144
immunity and, 1376
infection and, 1387
key terms, 1376t
monoclonal antibodies, 184
PRRs, 988–989
term, 1376
viral infections, 1149–1150

Alloantigens
experiments, 905, 906
negative selection, 905
regulatory T cells and, 971, 971f

Allogeneic cellular response, 584
Allogeneic HLA/peptide complexes, 584
Allogeneic HSC transplantation, antibody

crossmatching and, 585–586
Allogeneic MHC antigens, 1435–1436
Allogeneic stem cell transplantation,

HLA-DP, 586–587
Allogeneic tissues, immune privileged

sites, 935

Allograft(s)
mucosal tolerance, humans, 1018
transplantation and, 583

Allograft rejection
control of, Treg, 971–973
daclizumab, 745
thymectomy, amphibians, 96
Treg, 977

Alloimmunity, histocompatibility
systems, 111

Allo-MHC determinants, NK cells, 493
Alloreactivity

MHC antigens in, 1434–1435, 1435t
structure, 603–605

Allorecognition
CD4 cell-mediated, 1445
evolution of, 109–116

Alloresponses, MHC antigen, 1434–1435
Allotransplants, 1426–1427

organ, 1426–1427
Allotypes, 129

complement genetics, 1067–1069
Alpha heavy chain constant region genes,

IgA, 142
ALPS. See Autoimmune

lymphoproliferative syndrome
Altered peptide ligands, 671

amino acids and, 669–675
as partial agonists, 671–672
T1D animal models, 1350

“Altered reactivity,” historical
perspective, 1332

Alternative induction pathway, mucosal
immunity and, 1008–1009

Alternative pathways
activation, worms, 1100
of complement activation, 23–24
factor H, affinity for, 1056
initiation of, via iC3, 1057
nonself structures, 1066

Alternative processing, RNAs generated,
197, 197f

Alternative-pathway C3 convertase, 1056f
Aluminum compounds, adjuvants and,

1245
Alzheimer’s disease (AD), complement

and, 1064t, 1065
AMD. See Age-related macular

degeneration
Amebic serine-rich protein (SREHP),

1121
Amebocytes, blood cell differentiation, 65
American College of Rheumatology

(ACR), SLE, diagnostic
classification of, 1304, 1304t

Amino acid(s), 126, 127f, 128f
hydrophobicity of, 672, 673f
MHC presentation and, 664
residues, 639

classical and nonclassical genes, 89f
role definition, altered peptide ligands

and, 669–675
sequences

HIV, 1221
primary structure, 592
T-cell epitopes, 672

side chains, TCRs, 670
Amino terminal region, 172f
Amoeboid cells, tunicates and, 66
Amphibians

immune system in, 101–102
NK cells, 104
thymus of, 96–98



P1: PSB Printer: RRD

GRBT293-Ind Paul-3627G GRBT293-Paul-v1.cls April 18, 2008 13:56

Index 1555

Amphioxus cells, 66
Anakinra (IL-1Ra treatment)

autoinflammatory diseases, humans
with, 761

rheumatoid arthritis, humans with,
760–761

type 2 diabetes, humans with, 761
Anaphylatoxin receptors C3aR, 1062
Anaphylatoxin receptors C5L2, 1062
Anaphylaxis, 1377

C3a and, 1072
characteristics, 1418–1419
historical perspective, 1332
IgE and, 697

Anaplasma phagocytophilum, routes of
acquisition, 1168–1169

ANCA IgG, 1320
ANCA, role of, disease pathogenesis, 1320
ANCA-associated vasculitis, 1320
Anergic state, in vivo, 929

biological purpose, 929–930
Anergy, 915

biochemical basis for, 364–365
transplantation tolerance and,

1458–1459
Anergy induction, mechanisms, 365
Anergy-inducing compounds, T1D

animal models, 1350–1351
Angioedema, complement and, 1070
Animal groups, immune

mechanisms/molecules in, 57,
58t

Animal models
AIDS, 1208–1209
AIH, 1360
autoimmune disease, 1292–1293, 1374
EAE, 1353, 1353f
MS and, 1353
ocular autoimmune diseases and,

1355–1356
primary biliary cirrhosis, 1366–1367
T1D, 1348–1351
tolerance, 1472–1473
transplantation tolerance, 1473–1474
virus-induced thyroiditis, 1345
vitiligo, 1371

Animal species, immune systems, 63
Animal studies

IL-1Ra, 760, 760f
protective immune response,

tumor-associated antigens and,
477

transplant rejection, 826
Ankylosing spondylitis

HLA-B27, 589
TNF inhibitors, 797

ANN. See Artificial neural networks
Antagonist peptides, CD8 T cells, 330–331
Anterior chamber-associated immune

deviation, 935
Anthrax

infections, 1197
toxins, 1198

Antibiotics
gastrointestinal bacterial flora, 1189
inflammatory products from, 1191
MHC Class I-restricted T-cell response,

1174
Antibodies (Abs), 676–677

B cell effector functions, 1148
B-1 B cells, 256
binding, energetics of, 155t
cancer therapies based on, 1513–1514

class switching
affinity maturation and, 12
controlling, 296–297

concentrations, assay sensitivity,
166–167

crossmatching, allogeneic HSC
transplantation and, 585–586

cross-reactivity, 170–174
deficiency, defects characterized by,

1526–1533
detection of, ELISA assays, 169
diversity, 215
Fc-Receptor. See Fcγ R
formation, ASO2, 1246
function, cytoplasmic domain, 146
graft rejection and preformed,

1439–1440, 1439f
hemagglutination, 178–179
heterogeneity, reptiles, 102–103
heterogenous population of, average

affinities, 160, 160f
historical perspective, 129
interaction, monovalent ligand and,

157–162
levels, long-lived plasma cells, 885, 886f
molecules, chemical reactions and,

182–183
mucosal immune system, 983
native proteins v., 645
production, phases, 876, 876f
protective mechanisms, 1195–1197
protein antigen staphylococcal

nuclease, 156
response

B cells, 271
circumsporozoite protein, 1108
effector CD4+ T cells, 415–416
helper T cells and, 16–17
HIV1, 1217–1219

site concentration, bound tracer v., 173
specificity, 170–174
anti-T-cell, 1456–1457
T-cell depleting, 1468
T-cell specificity, 675
therapy, anti-CTLA4, 1500–1501
transplantation tolerance suppression

and, 1461
Antibody, B lymphocytes and, 4–8
Antibody/antiserum, cross-reactivity,

170–174
Antibody-based vaccines, HIV, 1274–1275
Antibody-dependent cellular cytotoxicity.

See ADCC
Antibody-mediated catalysis, molecular

mechanisms, 183
Antibody-mediated immunoregulation,

934
Antibody-mediated inflammatory

diseases, FcRs, 700–701
Antibody-mediated neutralization, HIV,

1217
Antibody-mediated opsonization, 1196
Antibody-secreting cells, 8, 270
Antibody-triggered responses, FcRs, 685
Anti-C5 antibodies, complement

activation, 1072
Anti-CD3 treatment, T1D animal models,

1351
Anti-CD20 therapy, malignancies and, 261
Anti-CD40L, 798–799
Antichistosome vaccines, partial

immunity and, 1125
Antidextrans, 637

Antidiotype vaccination, lymphoma, 699
Antidisease vaccines, malaria, 1280
Anti-DNA antibodies, B cell tolerance,

257–259, 258t
Anti-erythrocyte autoantibody model, 258
Antigen(s)

administration, antibody response, 192
anuran larvae, 102
atopic disorder presentation of,

1388–1389, 1388f
autoimmunity, 1300
autoreactivity, 1292
B cell anergy, 924
binding capacity

antigen-antibody interactions, 154,
154f

GC B cell, 302
binding cells, 923
binding site, regulated diversity, 136
blood group, 1438
cancer/testis, 1492
depots, B memory cells, 883–884
detection of, ELISA assays, 169
donor, graft rejection due to,

1433–1439
environmental, innate immune

response to, 1390–1391
exposure

RA, 1316
SLE, 1308

graft rejection and recognition of,
1444–1446

GVHD and recognition of, 1444–1446
historical perspective, 129
Ig and, 126
IL-2 and, 712
initiating autoimmunity, 1337–1339
lymph nodes and, 33
melanocyte differentiation, 1492–1493
MHC, 1433–1436, 1433t

allogeneic, 1435–1436
alloreactivity and, 1434–1435, 1435t
basic features of, 1433–1434
class I and II, 1433–1434
polymorphism and, 1434
tissue distribution and, 1434–1436

MHC and deficiency in, 1541
microencapsulation, 1249–1250
molecular targeting, 1250–1251
mutated, 1495–1497
myohemerythrin, 645

mobility, immunogenicity and, 655
nTREGs, 910–911
organ graft survival and matching,

1481–1482, 1482t
persistence, in vivo, 306
polymerization of, 1249
presentation, 20

to B cells, 293
B cells and, 285
inhibition of, protease inhibitor

leupeptin, 654f
ITAM signaling and, B cells and, 285
MHC, 18–22
steps, class II MHC molecules, 653,

653f
T-cell recognition, 664
viral escape and, 1157–1159

receptor blockade, 922
routes of internalization, 620
secondary lymphoid tissues, 411
in systemic autoimmune disease,

1300–1302
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Antigen peptides, 646
MHC association site on, 662
MHC II presentation and, 620–621

Antigen presenting cells (APCs), 357, 661,
1491

Antigen presenting-DCs, 409f, 412
Antigen processing, 653

influence of, expressed T-cell
repertoire, 651–652

MHC II molecules and, 623
pathways, 13f, 20, 458–460

MHC molecules, 578
and presentation, cell biology of,

614–630
regulation of, 623–624
for T cells, class I MHC molecules and,

654–657
viral escape and, 1157–1159

Antigen, radiolabeled, bound v. free,
separation of, 165–166

Antigen recall, response, 305, 305f
Antigen receptor(s)

C1 domains, 115
structure, 519, 521

Antigen receptor gene, organization of,
vertebrates, 87–93

Antigen receptor-induced apoptosis, 857
Antigen recognition

γ δ T cells, 334–336
requirements, 334–337
T cells v. B cells, 13–14

Antigen sampling, MALTs and, 996
Antigen specific B cells, human, 889
Antigen specific clones, T-cell specificity,

648
Antigen specific immunoregulation, T1D

animal models, 1348–1350
Antigen specific T cell

drug-sensitive T-cell tumor and, 649
T-cell specificity, 648

Antigen specificity, diverse CDR3 regions,
339–341

Antigen surface exposure, predicting, 644
Antigen unfolding, 653, 654
Antigen uptake, DCs, 457
Antigen-antibody complexes

crystal structure of, 645
reactions, kinetics of, 156–157

Antigen-antibody interactions, 136–137,
176

measurement methods, 174–181
monoclonal antibodies and, 152–191
principles of, 152–153
thermodynamics, 137
thermodynamics and kinetics, 153–157

Antigen-antibody systems, double
immunodiffusion analysis, 177

Antigen/APC stimulation, CD8+ murine
T-cell clones, 928

Antigen-binding fragment arms (Fab
arms), IgG, 138, 138f

Antigen-binding fragment (Fab) arms, Fc
and, 691

Antigen-binding receptors (TCRs), 12,
14–15

amino acid side chains and, 670
Antigen-driven T cell responses,

components of, 864
Antigenic determinants

antibody recognition, nature of,
631–647

T cells, 647–675
Antigenic mimicry, 1149

Antigenic peptides, MHC I presentation,
615–616

Antigenic shifts, virus, 1132
Antigenic signal, 871
Antigenic sites, proteins with, 644–645
Antigenic structures

defining, 648–650
x-ray crystallographic structure,

proteins, 644
Antigenicity, high-affinity peptide ligand,

1498–1499
Antigen-induced cell death, 839, 840

immunological diseases, 856
Antigen-nonspecific deleterious response,

1197–1198
Antigen-nonspecific host defense

response, 1190–1193
Antigen-presenting cells (APC), 21–22,

289, 614–615, 917–918
ACT and function/availability of, 1508
CD4+ Th1 clones, 926–927
cell death and, 835
CIITA, 1157
IL-2 production, 917
for negative selection, 905–907
role of, 470
T-cell specificity, 648
tolerance mechanisms, activation

absence, 919–921
tolerogenic, 1467–1468

Antigen-presenting DC, 293
Antigen-specific B cells, 303, 885
Antigen-specific cells, pathogens and, 368
Antigen-specific deleterious response,

1198
Antigen-specific diabetes, T1D animal

models, 1348–1349
Antigen-specific helper T cells,

differentiation, 293
Antigen-specific host defense response,

1193–1197
Antigen-specific immune response genes,

646
Antigen-specific immune responses,

1139
Antigen-specific memory CD8+ T cells,

viral infections, 1145
Antigen-specific memory Th cell

responses, 304–305
Antigen-specific T cell clones, specificity

of, experiments on, 661–662
Antigen-specific T cell memory, 306
Antigen-specific T cells, 877–878
Antigen-specific TFH cell development,

297f
Antigen-specific therapy, 856

MS, 1355
Antigen-specific Treg, NOD mouse, 968
Antigen-stimulated B lymphocytes,

macrophage, 565
Anti-GITR, Treg and, 960, 960f
Antihapten antibodies, exquisite

specificity of, 632, 632t
Anti-HIV-1-drugs, 1211–1212
Antihookworm vaccine, clinical trial of,

1125
Anti-idiotypic B-cell regulation, 934–935
Antiinfective immune response, host

pathology v., 1115–1116, 1116f
Antiinflammatories, scleroderma, 1321
Antiinflammatory cytokines,

inflammatory chemokine gene
expression, 815

Antiinflammatory interventions,
autoimmune diseases, 1343

Antiinflammatory therapy, autoimmune
diseases, 1342

Antiκ, 178
Anti-liver-stage vaccine, malaria, 1279
Antimalarial transmission-blocking

immunity, 1121–1122
Antimicrobial effectors, 443

categories of, 443
Antimicrobial enzymes, 984–985, 985f
Antimicrobial molecules, pathogens and,

985
Antimicrobial peptides

ECs, 984–985, 985f
epithelium and, 984, 985f

Antinuclear antibodies, systemic
autoimmune disease, 1296

Antipeptide antibodies, native proteins
binding, specific site, 643–644

Antiprotein immune response, Th cells,
302

Anti-PS antibody, 1194, 1195
Antiretroviral therapy, 1211–1212
Antisense transcription, 211–212
Antiserum

cross-reactivity, 170–174
specificity, 170–174

Anti-TGF-β, NOD mouse, 968
Antitumor antibody response, cytotoxic

antibodies and, 698
Antitumor cytotoxic antibodies, murine

in vivo studies, 698
Antitumor immunity, 476
Anti-tumor responses, ACT and, 1510
Anti-V3 loop antibodies, HIV, 1217
Antiviral antibodies, primary infection

and, 1149
Antiviral cytokines, early, 1136–1137
Antiviral defense, 439

intrinsic mechanisms, 1208
Antiviral drugs, HIV and, 1211, 1212
Antiviral effector mechanisms, innate

immune system, 445–446
Antiviral immune response, DCs, 469–470
Antiviral immune responses, 1135
Antiviral immunity

NK cells and, 103
TAP proteins, 660

Antiviral response, NKG2D, 500–501
Antiviral vaccines, 1950–1970, 1239
Anuran larvae, antigens and, 102
Apaf proteins, apoptosis and, 853
APC. See Antigen-presenting cells
APCs. See Antigen presenting cells
APECED (Autoimmune

polyendocrinopathy-candidiasis-
ectodermal dystrophy), 397, 401,
408, 1298

Apomyoglobin, 639
Apoptosis, 835, 838f, 900

Apaf proteins and, 853
autoimmune process, 1341–1342
cell cycle arrest, GC environment and,

301
chemokines, 813
chicken B cell, 262
cytokines, 707
effector CD8+ T cell, 872
macrophages and, 556
PKR, 440
T-cells, 368

activated, 1516
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thymocytes and, negative selection
and, 907

transitional B cells, 916
mouse, 253

virus, 1156–1157
Apoptosis initiation

cancer therapeutics and, 851
caspase complexes, pathways of,

843–845, 844f
Apoptosis-inducing death receptors, 839
Apoptosis-inducing factor (AIF), 845
Apoptotic cell clearance, opsonins, 558
Apoptotic cell death, B-cell clonal

deletion, 925
Apoptotic cells, 921
Apoptotic membranes, 528–529
Apoptotic neutrophils, 819
Apoptotic pathways, TNFRs, 783, 785f
Apoptotic protease-activating factor 1

(Apaf-1), 844–845
APRIL mice, 793, 1298
APS-1. See Autoimmune polyendocrine

syndrome type-1
Arachidonate metabolites, macrophage

gene expression, 563
Argine, HLA-B27, 596
Artemis gene, SCID and, 1537
Artemis, NHEJ and, 206
Arterial inflammation, IL-1Ra deficient

mice, 762
Arteriosclerosis, transplant, 1450
Arteriovenous communications (AVCs),

lymph nodes, 34, 35f
Arthropods

DSCAM, 70
viral responses in, 116
virus and, 76

Arthus reaction, Inflammatory response,
699

Artificial neural networks (ANN),
peptides and, 674

Asian flu, 1273
ASO2, GlaxoSmithKline biologicals, 1246
Asparagine-alanine-asparagine-proline

(NANP), malaria sporozoites
and, 646

Aspartate residues, “caspase” moniker,
847

Aspergillus-induced chronic allergic
airway disease, mouse model,
CCR3, 828

Assay sensitivity, 166–167
Assembled topographic determinants,

640
Assembled topographic sites, 639

HIV protein, 642
lysozymes, 642, 642f

Asthma
atopic, 1377
CD4+Foxp3+ Treg, 970
characteristics, 1420
chemokine receptors and, 827–828
IL-13, 722
PRRs, 989

AT. See Ataxia telangiectasia
ATA-BCR/Thy-1 tolerance model, 258
Ataxia telangiectasia (AT), 230, 1539

chromosomal translocations, 323
Atherogenesis, IL-1α deficient mice, 758
Atherosclerosis

accelerated, 1450
chemokine system and, 826
IL-18 deficient mice, 763

Atopic disorders
antigen presentation in, 1388–1389,

1388f
characteristics of specific, 1418–1420
DC, altered subset distribution and

activation in, 1391–1392
environmental influences on

development of, 1385
general features of, 1377–1379
Th1-promoting cytokines in, altered,

1395–1396
Treg cell-promoting cytokines in,

altered, 1396
Atopy, 686

features, 1377
Th2 dysregulation factors in,

1393–1395
Th2 polarized immune responses in,

1381–1382
ATP-binding, 617
Atypical chemokine system components,

808–809
AU-enriched sequences, 359
Autoantibodies

autoimmune liver disease, 1366
B cell tolerance, 258
Fcγ R and, 695
IL-1α, 757
myositis, 1323, 1323t
RA, 1314–1315
scleroderma, 1321, 1321t
SLE, 1304, 1304t

Autoantigens, 1338f
autoimmune liver disease, 1366
human autoimmune disorders,

1337–1339
T1D, 1337

Autoantigen-specific immune
interventions, autoimmune
diseases, 1343

Autoantigen-specific Treg, IDDM, 968
Autocrine actions, 707
Autocrine growth factor, IL-1α, 757
Autoimmune bullous dermatoses,

1369–1370, 1369f
Autoimmune diabetes, 479

irradiation and, 946, 946f
Autoimmune diseases, 3, 926, 1150, 1376

autoreactive cells, 30
B cell tolerance, 1294, 1336
complement and, 1064, 1064t
control of, Treg and, 965–971
definitions, 1292–1293
ectopic lymphoid tissues, 46
Fcγ R polymorphisms, 687
FcRs, 700–701
foreign antigens, tolerance to, 922
immune tolerance, 1293
inductive phase, 1291

mechanisms, 1340f
mucosal tolerance, humans, 1018
NK cells in, 513
NKG2D, 501
prevalence, 1293, 1334t
superantigens, 332
T cell tolerance, 1293–1294, 1335–1336
Th17 cells, 416
TNF inhibitors, 796–797
tolerance process, 914
treatment strategies, 1291
Treg, 977

Autoimmune disorders. See Autoimmune
diseases

Autoimmune gastritis (AIG), Treg and,
965–966

Autoimmune hepatitis (AIH), 1333,
1358–1365

animal models, 1360
autoimmune features, 1358–1359
genetic features, environmental

factors, 1359–1365
treatment and prevention, 1360–1365

Autoimmune liver disease
autoantibodies, autoantigens in, 1366
pathogenesis of, 1365f

Autoimmune lymphoproliferative
syndrome (ALPS), 369, 1298,
1543–1544

Fas defects, 839
Autoimmune orchitis, spleen cells, 969
Autoimmune polyendocrine syndrome

type-1 (APS-1), 914
Autoimmune polyendocrinopathy-

candidiasis-ectodermal
dystrophy. See APECED

Autoimmune processes
monoclonal antibodies, 1371
regulatory circuits in, 1341–1342

Autoimmune responses, B lineage
pathway, 247

Autoimmune skin syndromes, skin
layers, 1374

Autoimmune syndromes, 1543–1544
Autoimmune T cells, 669
Autoimmune thyroiditis, Treg, 967–968
Autoimmunity, 380, 401

CD45, mice and, 351
central tolerance and, 400–401
chemokine system and, 826–827
DCs and, 479
ELIspot assay, 170
immunity v., historical perspective,

1331–1333
initiating, 1337–1339, 1341
lymphocyte homeostasis, 970–971
lymphoid neogenesis, 45, 46t
pathogenesis, 1337f
roquin-deficient mice, 299–300
TNF, 789
Treg, antigenic specificity of, 969–970
viral infections, 1149–1150

Autoimmunity in mice, ICOS, 361
Autoinflammatory diseases, 754t, 1292

anakinra, humans with, 761
IL-1, 752
IL-β, 752

Autologous stem-cell reconstitution,
SLE, 1309

Autoophagy, necrotic program, 835
Autophagy, 621

macrophages and, 563
Autoreactive antigen receptors,

autoimmune disease, 1293–1294
Autoreactive cells, autoimmune diseases,

30
Autoreactive T cells, 943–944, 1293–1294
Autoreactive Tregs, autoimmune

diseases, 1343, 1343f
Autoreactivity

antigen and, 1292
autoimmune diseases and, 1324
harnessing, 538–539
healthy, systemic autoimmune disease,

1294–1296
healthy v. pathogenic, 1296
innatelike lymphocytes, 524
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Autosomal recessive
agammaglobulinemia, 1527

Autosomal recessive hyper IgM,
1529–1530

AID and, 1529, 1530f
UNG and, 1529–1530

AVCs. See Arteriovenous communications
Average affinites, antibodies,

heterogenous population of, 160,
160f

Avidity regulation, Rap-integrin pathway,
281

Axolotl IgM, 84–85
Axolotl IgY, 85
Axolotl lymphocytes, mitogenic agents,

97
Azathioprine

PV and, 1370
systemic autoimmune disease, 1303

AZT therapy, HIV and, 1211

B
B and T lymphocyte attenuator. See BTLA
B cell(s), 9. See also Immature B cells;

Mature B cells
activation, 16–17

DCs and, 476
anergy, 922–925
antibody, 183
antibody responses, 271
antigen presentation, 285, 293
apoptosis, Fas and, 842
CD40, 225–226
chain switching and, 6f, 11–12
clonal expansion and differentiation,

second phase, 875
development

abnormalities of, 261
alternative strategies, 262–264
BCR function, 271–272
culture systems and,

microenvironmental
interactions and, 245–247

humans v. mouse, 259–264
Ig heavy chain and, 248–252
IgG gene recombination, 208, 209f
negative selection during, 899–902
pathways, 263–264
peripheral maturation stages,

functional subsets of, 252–259,
252f

pre-BCR and, 248–252
rabbit, 263

differentiation, stages of, 874, 875f
enterotoxin-based mucosal adjuvants,

1019
Fcγ RIIB, 696
hematopoietic stem cells and, 237, 238f
homeostasis, PCD, 841–842
human development, fetal, 259–260
IL-1, 754
IL-12 and, 721
IL-21, 715
inhibitory FcRIIB receptor, 689
integrin activation, Rap-integrin

pathway, 281
isotypic exclusion, 212
LTαβ-LTβR, 788
lymphomas, SHM and, 260–261
malignancies, treatment, 261–262
maturation, regulation of, 213
nasal immunization, 1003
newly formed v. mature, 251–252

rabbits, 99
somatic hypermutation, 12
subsets, 1148
T-cell clone and, 675–676
thymus and, 32
viral antigens, 1147–1149
V(D)J recombination in, regulation of,

208–213, 209f
B cell antigen receptor (BCR), 192, 521,

901–902
affinity maturation, 301–302
B cell stimulation, 693
B lineage cells and, 247
B1 B cells and, 291
cell maturation, 213
downstream signaling, 276–277
expression, germinal center B cells,

254
Fc receptors, 922
follicular B cells, mouse, 253–254
function, B cell development and,

271–272
Igs, 127
rabbit, 263
signaling, 271, 272f

B cell tolerance, 258
B-1 fates, 537–538, 538f
coreceptors for, 283–285
initiation of, 273–275
MZB fates, 537–538, 538f
SLE, 1306

structure, 272–273, 272f
superantigen, rabbit B cells, 263
tonic signaling, 276

amplification of, 276
tonic signaling model, tyrosine kinases

and, protein tyrosine
phosphatases, 273–274, 274f

transitional B cells, 253
B cell immunity

initiating, 292–297
regulation of, 296

B cell linker. See BLNK
B cell memory, 289

genetic program, 892–893
identification of, 889–891
maintenance and function, 881–887

B cell precursors, migration of,
chemokines and, 247

B cell progenitors, Bone marrow, 239–241
B cell receptors (BCRs)

NK cells, 504
TCRs v., 313–314

B cell response program, 16
B cell responses

acute viral infection and, 876–877, 876f
IgG immune complexes, 685

B cell specific activator protein (BSAP)
B lineage cells, 243
V(D)J recombination, 208

B cell tolerance
autoimmune disorders, 1336
receptor editing and, 257–259, 258t
and response, 259
transgenic models of, 258t

B cell toll-like receptor, rabbit B cells,
263

B cell transgenesis, 264
B cell turnover, mouse, 254
B cell vaccines, parasitic protozoa,

1120–1121
B lineage cells. See also Early B lineage

cells

development, transcription factors in,
241–244, 242f

human bone marrow, developmental
stages, 259–260, 260f

purifying approach, mouse bone
marrow, 241f

stomal cells and, 245
B lineage colony, S17 stromal layer, 246,

246f
B lineage memory, maintaining,

mechanisms for, 880
B lineage pathway, precursors to, 246
B lymphocyte(s), 4, 9, 125–312, 614–615,

862, 863
activation, 6–8, 7f
antibody and, 4–8
autoreactivity, 1295
biology, 289–311
development, 4–6, 5f

in mice, 237–259
development and biology, 237–269
differentiation, 8
early development, in mice, 238–244
neoplasia, 323
signaling mechanisms, and activation,

270–288
suppression, Fcγ R, 693
T lymphocytes v., pluripotent

hematopoietic stem cells v., 208,
209f

B precursor acute lymphoblastic
leukemia (ALL), 261

B virus-associated myocarditis, 1372
B-1 B cells, 9, 264, 290–291, 529

BCR, 291
development, 537–538
mouse, 255–256

B-1, BCR signaling, 537–538, 538f
B-1 cells

mucosal IgA responses and, 1009
MZB cell ligands, 528–529

natural IgM antibodies and, 528
NKT cells, 531–532

B1a precursors, bone marrow, B1 B cells,
290

B1b cells, bone marrow, B1 B cells, 290,
291

B7 expression
DCs and, 1138
dying cells and, 918

B7 ligands, inhibitory receptors and, 368
B-7 molecules, 920
B7:CD28 superfamily, 463–466

pathway, 1469
B10.A mice, suppressor T cells, 945
B29 gene, BCR and, 272, 272f
B220, NK cells, 483
Bacteria, 1165

host species, 1183, 1185–1186
IBD and, 967
mucosal fluid, 1190–1191
Th1 response and, 743

Bacterial cell wall, O-acetylation of
muramic acid, 1183

Bacterial DNA, ELIspot assay, 170
Bacterial growth rate, immune responses

and, 1166–1167
Bacterial infections

GM-CSF, 816
NKT cells, 531

Bacterial invasion
host, 1189–1190
systemic response, 1192–1193
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Bacterial lipopolysaccharide (LPS),
environmental antigens, 1302

Bacterial pathogens, 611
host cell invasion, 1165
MR and, 436
neutrophils, 819

Bacterial products, TLR-independent
mechanisms, 1191

Bacterial proteins, immune response,
1193–1194

Bacterial PSs, 1194
Bacterial vaccines, 1238, 1259–1270,

1910–1930
Bacteria-to-bacteria signaling, virulence

factors, 1188
BAFF ligand, 780

B cell anergy, 925
cognate receptors and, 793
deficiency, 1298
PCD and, 842

BAFF signaling (B cell activating factor
of TNF family), 5, 264, 270, 272

follicular B cells, mouse, 253
MZ B cells, 291
transcription factor NFκB pathway,

282
BAFF systems, CD40L and, 791–794
BAFF/APRIL system, 792
BAFFR, cognate receptors and, 793
BALB/c mice

AIG and, 965
immunoregulation and, 931
parasites, 1105–1106
SLE, 1312–1313
T. muris and, 1109–1110

BALT. See Bronchus-associated lymphoic
tissue

Basophils, 428
development of, 1403–1404
immunity and, 22–23

Bat 1, MHC-1 regions, 579–580
β-chain

cytokines receptors sharing, 717–718,
717t

ITAM, 693–694
B-cell(s)

division, MALTs, 993, 994f
negative selection, 900

signaling aspects of, 901–902
response, complement and, 1063–1064

B-cell ablation therapies, 585
B-cell clonal deletion, 925–926
B-cell epitopes, helper T cells epitopes,

complex protein antigen and,
675–676

B-cell lymphocytes, complement and,
1063–1064

B-cell lymphoma, monoclonal
anti-idiotypes, 184

B-cell signaling defects, CVID and, 1532
B-cell targeted therapies, RA, 1316
B-cell tolerance, 922–925

autoimmune disease, 1294
failure, SLE, 1305–1306

BCG. See Bovis bacillus Calmette-Guérin
BCG vaccination, tuberculosis and,

1268–1269
Bcl-2 family members, cell death, 841
Bcl-2 gene, diffuse large cell lymphoma,

856
Bcl-2 gene family, 851–853

biological function, mice, 852
schematic, 851f

Bcl-2 homology structures, PCD and,
855

BCL10, 356
BCMA, cognate receptors and, 793
BCR. See B cell antigen receptor
BCR gene, 875–876
BCR ITAM tyrosines, signaling

amplification and, 276
BCR transgenic bone marrow cells, 900
BCR transgenic mice

B cell anergy, 923
B-cell clonal deletion, experiments,

925–926
BCR-induced integrin activation, 281
BCRs. See B cell receptors
Bechterew’s disease, 1355
Beclin 1 autophagic cell death, Bcl-2

gene, 852
Belatacept, 1469
Bell’s palsy, H5N2 virus, 1273
Berger’s disease, 697
BH-3 only proteins, cell death and, 853
BH-3 proteins, Bcl-2 gene, 852
Bidirectional dendritic cell-T signaling,

476
Bifunctional antibodies, 183
Bill and Melinda Gates foundation

HIV, 1275, 1276
malaria vaccine, 1280
Meningitis Vaccine Project, 1266
pneumococcal vaccine, 1268

Bim, 842
Bim deficiency, 852–853
Bim-independent death, 841
Binding affinity, 684
Binding proteins, IL-6 family of

cytokines, 719
Binding studies, 1007
Biodegradable microparticles, T cell

immunity and, 1250
Biologic response modifiers, chemokines

as, 828–829
Biological proteins, 1468–1471
Biotinylated peptides, HLA-DR binding

sites, 661
Biozzi, MHC, 548
Biphasic Rag expression, sphenotypic

stages, 245f
Bird flu vaccines, 1273–1274
Birds

antibody heterogeneity, 103
L chain isotypes, 86
thymus and, 97–98

Bispecific antibodies, 183
Bladder cancer, DCs, 478
Blimp 1, 416

PCs and, 298
Blineage cells, developing, mouse, 239f
BLNK (B cell linker), PLCγ and, 278–279
BLNK mutations, B cell abnormalities,

261
BLNK, pre-BCR signaling, 250
Blood cell differentiation

eumetazoa, 65
insects, 64, 64f

Blood endothelial cells, lymph nodes, 34,
35f, 36

Blood group antigens, 632, 634t, 635–636
Blood, IgA, 142
Blood monocytes, subsets, 819
Blood products, HIV, 1209–1210
Blood vessels

embryogenesis and, 37

IL-1β, 752
lymph nodes, 34, 35f, 36

Blood-brain barrier, immune privileged
sites, 935

Blood-group antigens, complement
receptors, 1068–1069

Blood-stage antigens, malaria, 1279–1280
Blood-stage immunity, malaria,

1108–1109
Blood-stage vaccines, malaria, 1279
Bloodstream, virus and, 1134
BLT-esterase activity, 487
Blunt signal ends, V gene assembly

recombination, 203
B-lymphocyte, tolerance, 9
Bone density, OPG, 795–796
Bone loss, mechanisms of, 796
Bone marrow

adult, functions, 28–29
architecture, cellular/functional niches,

29
B cell development, 239
B cell progenitors in, 239–241
B1a precursors, B1 B cells, 290
commitment, 239–241
CXCL12, 816
developmental stages

functional definition, 244
mouse, 244–259, 244f
phenotypic definition, 244–245

fetal liver v., cell development, 238–239,
239f

HIV and, 1216
human B cell development, fetal,

259–260
macrophage, 565
resident macrophages, 551–552
stem cells and, 239–241
T cell lineage progenitors, 407–408
T cell precursors, 347

Bone marrow B cell development
mouse, 251f
pathways, human/mouse, 264f
pre-BCR checkpoint, mouse, 250,

250f
Bone marrow cells, IL-1α deficient mice,

758
Bone marrow cultures, B cell

development, 245
Bone marrow engraftment, Treg, 973
Bone marrow progenitor, DCs, 454f
Bone marrow stem cells, IL-1β, 752
Bone marrow transplantation

acute graft-versus-host disease,
alloreactive CD25+ Tregs, 932

IL-7, 744
KIR specificities, 495
MHC matching v., 385

Bone remodeling, 795–796
Bony fish

adaptive immune responses, 100–101
thymus, evolution process, 95–96

Booster immunization, 885, 1260
Bordetella, gene expression, 1188
Bordetella pertussis, 1238
Botryllus, allorecognition, 110–111
Bound tracer, antibody site concentration

v., 173
Bovis bacillus Calmette-Guérin (BCG),

HIV, 1227
“Box 1/Box2” regions, type 1 cytokine

receptors and, 710, 710t
BP. See Bullous pemphigoid
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BPI (Permeability-increasing protein),
438–439, 443–444

Brambell receptor, IgG, 144
α-branched glycosylceramide, 526
Brca1-C-terminus (BRCT), 207
BRCT. See Brca1-C-terminus
BrdUrd-labeling studies, 913–914
Breast cancer

complement genetics, 1068
CXCL1, 828
monoclonal antibodies, 184

Bromodeoxyuridine-labeling studies, B
cell anergy, 924

Bronchus-associated lymphoic tissue
(BALT), 43, 993

Brugia pahangi infection, eosinophils,
1110–1111

BSAP. See B cell specific activator protein
Btk deficiency, in humans, 261
Btk gene, transitional B cells, 253
Btk mutation, mouse v. human, 249–250
BTLA (B and T lymphocyte attenuator),

466
Bulged viral peptides, MHC-1 structures,

596
Bullous pemphigoid (BP), 1370
Bürki, negative selection, 900
Burkitt’s lymphoma, chromosomal

translocations, 323
Burnett, 899
Bursa of Fabricius, chicken, 262, 263
Butyrophilin, 115, 116
BXSB mouse, SLE, 1311–1312
Bystander suppression

autoantigens and, 1338, 1338f
viral infection, 1339, 1340f

C
C domains, 139

adaptive immunity, 112
immunoglobulin, 128

C. elegans, 845
C strands, V domain, 132
C1

complex, 1053, 1053f
domains, 115

C1-INH substitution, 1070
C1q

IgG antibodies, 142
receptors, 1062

C3
activation, 1051f, 1052–1053

and inactivation, 1053f
complement receptors, 1060, 1060t,

1061
convertase, alternative pathway of

activation, 1056f, 1057
deficiency, 1070
genes, 1050, 1051f, 1053f

mammals, 75, 94f
molecule, 72–73, 73f, 74
tickover, 1057

C3b, inactivation and degradation,
alternative pathway, regulation
of, 1055t, 1057–1058

C3b-amplification loop, 1056–1057,
1056f, 1057f

C3b/C4b receptor, 1061
C3/C4 genes, 74
C3-convertases, C3 activation and, 1051f,

1052
C3d receptor, 1061

immunization and, 1074

C4 genes, 1050, 1051f, 1053f
mammals, 75, 94f

C4 molecule, 24
C5

activation, terminal complement
pathway, 1058, 1060f

cleavage, terminal pathway activation,
1058

genes, 1050, 1051f, 1053f
mammals, 75, 94f

C5a, 1072
C5b-7 complex, terminal pathway, 1058
C8, terminal pathway, 1058–1059
C57BI/6 mouse, RA, 1316
C57BL/6 alleles, Ly49 receptors and,

492
Ca2+, 1542–1543
CagA. See Cytotoxin-associated gene A
Calcium flux, T cell response, 330–331
Calcium ionophores, 355
Calcium mobilization, ERK and, 355
Calcium, PLCγ and, 278
Calprotectin, 444–445
Canarypox (Alvac), 1502
Cancer

antigens, 1492
anti-TNF therapy, 798
ASO2, 1246
chemokine system and, 826
chemotherapy, TNF in, 799
CTLA-4 blockade, 973
DC-based immunotherapy, 477–478
immune response and viral etiology,

1496–1497
patients, immunity in, 478
rejection, NKT cells, 531
Th17 cells, 416
therapies, 1500–1514

ACT, 1504–1513, 1505f
active-immunization approaches to,

1501–1504
antibody-based, 1513–1514
anti-CTLA4 antibody, 1500–1501
apoptosis initiation and, 851
DC vaccine, 1503
idiotypic determinants as

therapeutic targets in, 1504
IL2, 1500
molecules targeted, 183–184
NK cells in, 1513
nonantigen-specific, 1500–1501
passive immunological treatments

for, 1504–1514
peptide vaccine, 1501–1503
recombinant vaccine, 1503–1504
stem cell transplantation and, 1513
whole cell vaccine, 1503

virotherapy, 1073
Cancer cells, CD46-binding adenoviruses,

1073–1074
Cancer-associated stromal fibroblasts,

chemokine system and, 827–828
Candida albicans

complement and, 1067
dectin-1, 437

Canonical antigen receptors, 522
antigen-driven cellular selection,

522–523
genetic mechanisms, 521–522
interspecies variations, 539–540
nucleotide sequences, 523

Canonical B receptors, evolving, 539
“Canonical” entry, 561f, 562

Canonical germline-encoded antigen
receptors, 519, 521–524

“Canonical” sequences, 519, 521
Canonical T-cell receptors, evolving, 539
Capsular polysaccharides, 1194

antibodies to, 1195
Carbohydrate antigens, 632–635
Carbohydrate determinants,

species-specific, 1438
Carbohydrate-binding lectins, 1242
Carcinoembryonic antigen-related

adhesion molecules. See
CEACAMs

Carcinogenesis, IL-1β v. IL1α deficient
mice, 760

Cardiac autoimmune diseases,
1371–1372

Cardiotrophin-1 (CT-1), 718, 718t,
719–720

enterotoxin-based mucosal adjuvants,
1019–1020

CARMA1, 356
multimerization, 282–283

Carrier, haptens and, immunogenicity
and, 632

Cartilage-hair hypoplasia, 1540–1541
Cartilaginous fish

adaptive immune responses, 99–100
evolution process, 95

Caspase(s)
complexes, apoptosis initiation,

pathways of, 843–845, 844f
PCD, 835

inhibition, 835
regulation, 847–849, 848f

structure, apoptosis and, 835, 851f,
854f, 855

“Caspase” moniker, 847
Caspase-1

IL-1 family and, 755
inflammasome

activation of, 753f
IL-1F2, 758

substrates for, 755f
Caspase-dependent apoptosis, 835, 851f,

854f, 855
Caspase-independent apoptosis,

mitochondrion and, 846
Caspase-mediated apoptosis, 843
Caspases, forms of, 843
Castleman disease, 745
Catalytic antibodies, 182–183
Category B bioterrorism pathogens, 1098
Catfish, natural antibodies in, virus and,

100
Cathelicidins, 444

ECs and, 984
Cathepsin L, CD1 molecules, 626
Cathepsin L-deficient mice, 626
Cationic proteins, eosinophil-specific,

1409–1410
Cβ coding, TCR β locus, 320
CBF. See Core binding factor
CC chemokines motif, 805
CCL18, 809
CCL20, airway disease, 828
CCP modules. See Complement control

proteins modules
CCR2, intracellular bacteria, 1171–1172
CCR3, airway disease, 827–828
CCR5

heart transplant rejection, 827
HIV, 1213
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HIV1 and, 1210
West Nile virus infection, 822

CCR5–delta 32 homozygotes, HIV, 1213
CCR6, airway disease, 828
CCR7, 473, 820

DCs and, 460
CCR8 knockout mice, asthma and,

827–828
CD 21, 1061
CD 25 expression, Foxp3 expression,

human CD4+ cells and, 949f
Cμ, switch regions, 224
CD1

molecules, 599, 600f, 626
antigen processing and loading on,

625–626
assembly and intracellular

trafficking, 624–625, 625f
binding grooves, 601f
lipid antigen processing, 626
lipid loading, 626
mycobacterial lipids, 1175–1176

presentation, 624–626
antigens for, source and nature, 624

CD1 genes, chicken MHC, 93
CD1c, 528
CD1d-restricted NKT, 525

semi-invariant TCRs, 521, 522t
CD2, 502

vertebrates and, 116
CD3, 1471

chains, TCR and, 347–348
complex, SCID and, 1538
dimers, 318
polypeptides, 315–316

characterization of, 316–317
structural features, 315–316, 316f
structural features of, 316–317, 316f

CD4, 578
CD8 v., T cell function, 408
HIV1 and, 1210
molecule, HIV and, 1206
role of, 330–331
T cells, 12, 16

BCR signaling, 283–285
binding, 155
CD40 signaling, 792

TCR/MHC-II/peptide complex and,
607, 607f

Th cells, 306
CD4+, 390

cell fate, positive selection and,
391–397

cell response, murine Leishmania
major infection, 1099

CD4 adaptive tolerance model, 930
CD4 binding site-specific antibodies,

HIV-1 envelope trimmer,
1218–1219

CD4+ cells, oral tolerance and, 1014
CD4 cells, RA, 1316
CD4 function, monoclonal antibody, 671
CD4+ helpers, immunoregulation and,

930–931
CD4+ lymphocytes, macrophage, 565
CD4+ memory T cells

CD8+ memory T cells v., 873–874
generation of, 873–874

CD4 T cell response, intracellular
bacteria, 1173

CD4+ T cells, 349, 469, 707, 820, 870
activation, antigen processing,

1145–1146

anergic state, 926–927
CD8+ T cells v., 413

central memory T cells v., 420
cell apoptosis and, 926
cytokine genes, epigenetic repression,

417
division of labor, 412f, 415–416
effector choice, 415
granuloma development, 1119
IL-4 and, 713–714
intracellular parasites, 1107
models of, CD8+ memory formation,

870f
mutated gene products and, 1495–1496
Ontak, 974–975
parasites, 1105–1106
response, 1146

HIV 1, 1222–1223
thymus, 949
tumor antigens and, 1492–1494
viral infections, 1145–1147
viral proteins, 677
in vivo responses, 927f

CD4/CD8
lineage choice, signal control and,

393–395
lineage divergence, molecular

regulators, 395, 397
positive selection and, 393, 393f

CD4+CD25+, suppressor function,
TGF-β, 958, 958t

CD4+CD25+ T cells, 947, 947f, 954, 954t,
975t

genes and, 953, 953t
organ-specific autoimmunity, 944,

944f
suppressor effector function, 955, 955t
tumor vaccine and, immune response

and, 974t
CD4+CD25− T cells, tumor vaccine and,

973
immune response and, 974t

CD4+CD25+ Treg, 946–949, 971, 971f
Foxp3 and, 948
NOD mouse, 968

CD4+CD25+Foxp3+ Treg, biologic
properties, 946–954

CD4+CD25+ T cells, mice and, 400
CD4-expressing antigen presenting cells,

HIV, 1216
CD4+Foxp3+ T cells,

lymphopenia-induced
proliferation, 970

CD4+Foxp3+ Treg, asthma, 970
CD4+nTregs, experiments, 912
CD4+ T lymphocyte

destruction, viral replication and, HIV1
and, 1210–1211, 1210f

loss, following HIV, 1214–1215
parasite host and, 1117

CD4+ Th1 clones, APCs and, 926–927
CD4+ Th2 type pathways, 1011
CD5, 390
CD5+ B cells, 263

B cell tolerance and, 259
B1 B cells, 290–291
B-1 B cells, 256

CD5+, B1 B cells, 290
CD5−, B1 B cells, 290
CD8, 578

CD4 v., T cell function, 408
cell development, 395
cells, cross-primed, 1446

deficiency, 1542
lymphocytopenia, 1543

CD8+ cell fate, positive selection and,
391–397

CD8+ cytotoxic T cells, priming, signals
for, 921–922

CD8+ killer cells, Zinkernagel, 548
CD8+ lymphocytes, macrophage, 565
CD8 memory T cells

CD4+ memory T cells v., 873–874
IL-7, 714
IL-15, 714

CD8+ murine T-cell clones, antigen/APC
stimulation, 928

CD8+ suppressor T cells, mucosal
tolerance, 1016

CD8 T cells, 14, 17
BCR signaling, 283–285
CD28, 463–464
CD40 signaling, 792
role of, 330–331
TLR3 and, 433

CD8+ T cells, 390, 469, 614
CD4+ T cells v., 413

central memory T cells v., 420
graft rejection and, 1445–1446
immunity, 1122–1123
intracellular parasites, 1107
LCMV infection, 420
memory and recall, 1141–1142
mutated gene products and, 1495–1496
persistent infections, 1142
responses, 1140–1141
thymus, 949
T-suppressor effector cells, 944
tumor antigens and, 1492–1494
viral infections, 1143–1145
viral proteins, 677
virus, 1139
in vivo responses, 927, 927f

CD8+ thymic emigrants (TREs), naı̈ve
γ δIELs, 991

CD8+ veto cells, 934
CD8αα, MHC-I-binding site, 607, 607f
CD8+CD122+Treg, 964
CD8+ CTL responses, mucosal tolerance,

humans, 1018
CD8+ IELs, virus-infected ECs, 1011
CD8+ iTregs, anti-TCR regulation,

933–934
CD8+ T cells, 870, 871

activation, antigen processing,
1139–1140

epitopes, 656
CD8+ T lymphocyte(s)

depletion, primate immunodeficiency
virus, Rhesus monkey, 1221,
1221f

HIV1, 1219–1222
CD8+ Treg, 964
CD10, 1159
CD11b/CD18, 1062–1164
CD11clowCD45RBhigh Dcs, 475
CD13, 1159
CD14, TLR4 expression, 432
CD16. See Fcγ RIII
CD19

B cell development, mouse bone
marrow, 244, 244f

BCR signaling, 283
bone marrow, 240
deficient mice, 278
Vav-Rac pathway, 281, 281f
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CD21, transitional B cells, mouse,
252–253, 252f

CD23, 1402–1403
IgE antibodies, 144
transitional B cells, mouse, 252–253,

252f
CD24/HSA

memory B cells, 255
transitional B cells, mouse, 252–253,

252f
CD25+CD4+ Treg cells, mucosal

tolerance and, 1014–1015
CD25+ T cells

GVHD and, 972
tumors, 973

CD27, 466
human plasma cells, 890f

CD28, 358–360, 364, 463–464, 918
bidirectional dendritic cell-T signaling

and, 476
signaling events and, 359f
superfamily, 463–466

CD35, 1061
CD40, 792, 1000

autosomal recessive hyper IgM due to
mutations in, 1530

Isotype switching, 225–226
ligand, SLE, 1309
pathway, 1470–1471
system, 781

CD40-CD40L interaction, 226
CD40-L (CD154), 467, 918

BAFF systems and, 791–794
hyper-IgM syndrome-1, X-linked due

to, 1527–1529, 1528f, 1528t
CD44, T cell memory, 887–889
CD45, 351

SCID and, 1538
T cell memory, 887–889

CD45R/B220, bone marrow cells, 240
CD46, viruses and, 1156
CD46-binding adenoviruses, cancer cells,

1073–1074
CD56, human NK cells, 485
CD72, transitional B cells, 253
CD79a signaling chains, BCR and, 272,

272f
CD79b signaling chains, BCR and, 272,

272f
CD88, 1062
CD95. See Fas
CD122, T cell memory, 887–889
CD138, B1 B cells, 290
CD152. See CTLA-4
CD154. See CD40-L
CD226, NK cells and, 503
CD244, 502
CD279. See PD-1
CDF. See Cholinergic neural

differentiation factor
CDR. See Complementarity-determining

regions
CDR2 intervals, 133
CDR3 (Complementarity-determining
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V genes v., γ δTCR ligand recognition,

337–339, 338f
length analysis, TCRs, 320
length distributions, γ 8 TCRs and, Ig v.

αβ TCRs, 322–323
TCRs, 322–323

binding, 338f
sequences, 328f

CDR-H3
B cell development, 135f
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structure of, 135–136
diversity, immunoglobulin V assembly,

mice, 133
location and generation, 136f

CEACAMs (Carcinoembryonic
antigen-related adhesion
molecules), 503

Celiac disease, 1025
Celiac sprue, NKG2D, 501
Cell(s)

from dendritic family, 455–463
development, overview, 377–383
differentiation, cytokines, 707
immune system and, 4, 707
innate immune system, 441–443
necrosis and, 835
virus-infected, CTL-mediated lysis, 17

Cell adhesion molecules, B lineage cells,
245

Cell contact signal, 225
Cell cycle arrest, apoptosis and, GC

environment and, 301
Cell cycling, 380
Cell death. See also Apoptosis

B cell anergy, 924
Bcl-2 gene family, 851–852
IL-2, 839–840
MV-Edm, 1073
negative selection and, 907

Cell health, MHC molecules, 576
Cell mediated immunity, protozoan

trypanosomes, 1110
Cell response, inflammatory process,

1191
Cell stage markers, 377–383
Cell surface MHC class I glycoproteins,

577
Cell survival, SLE, 1308–1309
Cell trafficking

cellular rejection and, 1443–1444
GVHD and, 1443–1444
spleen, 41

Cell wall
composition of, bacteria, 1166
surface structures, 1183, 1185f

Cell wall PS, antigenicity of, 1185
Cell-cell interaction, B lineage pathway,

247
Cell-mediated immune defenses (CMI),

380
Cellular cytokine sinks, ACT and

minimizing, 1507–1508
Cellular deficiency, 1533–1534
Cellular FLIP (c-FLIP), 848
Cellular homeostasis, and PCD,

multicellular organisms,
835–836

Cellular IAPs (c-IAPs), 848
Cellular immune responses,

IscomatrixTM, 1246–1247
Cellular immunity, induction of, 17
Cellular rejection, acute, 1441–1450,

1442f
Cellular response, TNF-related cytokine

and, 781, 783, 785–786
Cellular selection, canonical antigen

receptors, 522–523
Cellular target membrane (TCC),

terminal pathway activation,
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Central lymphoid tissues, tolerance
mechanisms, 937–938, 937t

Central memory CD8+ T-cell (TcM),
1141–1142

Central memory cells, 419
CD8+ T cells v., CD4+ T cells v., 420
stem cell model, 419–420

“Central memory” phenotype T cells
(TCMs), 864, 865

Central nervous system autoimmune
diseases, 1352–1357

Central nervous system, viruses, 1150
Central tolerance, 397

autoimmunity and, 400–401
immunity and, 1335–1337
mechanism, TSAs, 915
T cells, 473

Centromeres, switch circles and, 224
Cephalosporin, 1547
Cerebral malaria, P. falciparum, 1114
Cernunnos, 207
Cervical cancer, HPV and, 1133
CFA. See Complete Freund’s adjuvant
cFLIP. See FLICE-like inhibitor proteins
c-FLIP. See Cellular FLIP
CH 1 domains, 126, 127f, 128f
CH 4 domains, 126, 127f, 128f
CH genes. See Heavy chain genes
CH1 domain, Fab, 132
Chagas disease, 1371–1372

DNA vaccines, 1123
T. cruzi, 1112

Chain switching, B cell and, 6f, 11–12
α chain, 717
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cytokines receptors sharing, 717–718,
717t

ITAM, 693–694
γ -chain

mast cells, 697
mutations, XSCID, 715–716
sharing of, rationale for, 716–717
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V domain, sequence conservation and

hypervariability, 131, 131f
genes, 126, 127f, 128f, 201

Fab, 127f, 132, 132f
immunoglobulin V assembly, mice,

133
organization, 84f

Ig molecules, 9–10
Chancy toxin-antitoxin, 1238
Chaperone gp96 vaccination, 102
Chaperone tapasin, MHC molecules, 578
Chaperone-mediated autophagy,

Lamp-2a, 621
Chediak-Higashi syndrome, 1545–1546
Chemical equilibrium in solution,

antigen-antibody interactions,
153

Chemical reactions, antibody molecules
and, 182–183

Chemokine(s) (Chemotactic cytokines),
18, 804–833

action, regulation, 815–817
B cell precursors, migration of, 247
bone marrow, 29–30
classification and nomenclature, 805f
DCs and, 460
disease and, 822, 823t-824t, 825–828,

825t
enterotoxin-based mucosal adjuvants,
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gene, 815–816
heterodimers, 806–807
immune system, 48
inflammatory process, 1192
leukocyte responses, 814
ligand-receptor relationship, 808
lymphoid organogenesis, 37–38
presentation mechanisms, 813
receptor allelic polymorphisms, HIV,

1213
receptor expression, 815
receptor family, herpes virus, 1153
receptors, 808, 889

evolution of, 109
human leukocyte subsets,

specificities for, 812t
spleen, 41
therapeutic applications, 828–829

redundancy, 813
scavengers, 809
signal transduction, in chemotaxis,

815f
signaling pathways, 814–815
structure, 805–806, 808
system

immunologic classification, 809,
813

molecular organization, 805–813
therapeutic applications, 828–829
thymus and, 32
trafficking of, Peyer’s patches, 44
virus, 1153

“Chemokine” DMC, 806
7TM chemokine receptors, 809
Chemokine-binding proteins

chemokine specificities for, 810t–811t
chemokines and, 816

Chemokine-receptor knockout mice,
phenotypes of, 823t–824t

Chemotactic cytokines. See Chemokine(s)
Chemotaxis

chemokine signal transduction, 815f
DCs and, 460
nonself structures, 1066

Chicken, B cell development, 262–263
Chicken MHC, 92

CD1 genes, 93
Childhood, allergen exposure during,

1386–1387
Children, immunity in, 638
Chimeric T-cell receptors, 1514
Chimeric thymus, 905–907
Chimeric viruses, HIV-1 envelopes and,

1209
Chimerism

development of, without host
conditioning, 1465–1466

mixed, 1462–1465, 1463f
xenotransplantation and, 1464–1465

ChIP. See Chromatin
immunoprecipitation

Chitin, 1416
Chitinases, 443
Chitin-binding domain (CBP), 70
Chlamydia, ReA, 1318
Cholera toxin, 1186
Cholera vaccine, 1261–1262
Cholesterol-rich domains, 363, 385
Cholinergic neural differentiation factor

(CDF), 719

Chondrichthyan germline-joined genes,
vertebrates, 87

Chromatin complexes, TLR9, 434
Chromatin immunoprecipitation (ChIP),

211
Chromatin remodeling, 417
Chromosomal regions, SLE, 1305, 1305t
Chromosomal translocations, disease

and, 323–324
Chromosome(s). See also specific i.e.

Chromosome 1
human, genes encoding, 813
mouse v. human, Mhc-encoded

molecules, 571
Chromosome 1, 686
Chromosome 4, IL-2 and, 713
Chromosome 5, IL-9, 714
Chronic allograft rejection, lymphoid

neogenesis, 45, 46t
Chronic infection, T cells and, 420–421
Chronic inflammation

IL-1 family, 751
IL-23, 472
organized lymphoid

microenvironments and, 46–47
Chronic inflammatory polyarthropathy,

IL-1Ra deficient mice, 762
Chronic lymphocytic leukemia (CLL),

262
monoclonal antibodies, 184

Chronic Th1 responses, pathogenesis of,
1116–1118

Chronic Th2 responses, pathogenesis of,
1118–1120

Chronicity, parasites and, 1099
Churg-Strauss syndrome (CSS), 1320
c-IAPs. See Cellular IAPs
Cicatricial, 1370
CIITA. See Class II transactivator
Ciliary neurotrophic factor (CNTF),

718–720, 718t
Ciona

ITAMs, 76
ITIMs, 76

Ciona chromosome 1, 76
Ciona intestinalis, allorecognition, 111
Circumsporozoite protein, antibody

response, 1108–1109
Cis control sequences, V(D)J

recombination, 210
CIS/SOCS/JAB/SSI family, inhibitory

adapter proteins, 741–742
c-Jun N-terminal kinase. See JNK
c-KIT, bone marrow and, 239–241
CL domain, Fab, 132
Class 1 MHC genes, polymorphism of, 90
Class 1a genes (Classical genes), jawed

vertebrates, 89–90, 89f
Class 1b genes (Nonclassical genes),

jawed vertebrates, 89–90, 89f
Class A SRs, 436
Class I HLA-A2 molecule, 19, 19f
Class I MHC molecules, 19, 19f

antigen processing and, 654–657
peptides, motif examples, 665, 666t

Class I MHC-restricted presentation,
DCs, 460

Class II MHC expression
antigen handling, 459f
T cells, antigen processing, 652–654

Class II MHC genes, polymorphism of, 90
Class II MHC molecules, 19–20, 90

antigen presentation, steps, 653, 653f

DCs and, 456
peptides, motif examples, 665, 666t

Class II MHC-restricted presentation,
antigen processing and, 458

Class II transactivator (CIITA), HIV and,
1157

Class I/II expression, Xenopus species, 93
Class II/peptide combinations, immature

dendritic cells, 458–459
Class switch recombination (CSR), 192,

296–297, 998, 999
Classic MHC I antigen processing

pathway, 615–618, 616f
Classic MHC I presentation pathway, 614
Classic short pentraxins, 1063
Classical genes. See Class 1a genes
Classical Northern analysis, B lineage

cells and, 247
Classical pathway

activation cascade, 1052–1054, 1053f
initiation of, 1053f, 1054
regulation of, 1054, 1055t

Classical pathway C3 convertase, 24
Classical pathway of complement

activation, 23–24
IgM isotypes, 141

Clinic, cytokine modulation and, 744–745
Clinical studies, Treg, autoimmune

diabetes models, 969
Clinical transplantation, Mhc genes,

584–586
CLIP, 660, 661

MHC II peptide groove, 622
CLIP peptide, 667
CLL. See Chronic lymphocytic leukemia
Clonal anergy, 931

low-affinity peptide ligands, 928
Clonal burst, 413

T cell progeny, 414
Clonal deletion, 902–903, 1457–1458

mouse thymus, 904
negative selection, 905
receptor editing, 899–901
in thymic medulla, 907

Clonal evolution, GC reaction and, 300
Clonal expansion

CD4+ memory T cells v., 874
memory CD8+ T cell generation,

867–872
naı̈ve T cells, 409f, 414

Clonal selection
adaptive immune activities, 306
mechanism, 192
model, 116
transitional B cells, 916

Cloned T cell hybridomas, 945
Cloned T cell, T-cell response, 652
Clonogenic bone marrow, DCs and, 453,

454f
“Clonotypic” sera, 314
CLP phenotype, bone marrow cells, 240
Clr (LLT1), 501–502
CLR group. See

NOD/NLR/CATERPILLER group
CMI. See Cell-mediated immune defenses
CMIS. See Common mucosal immune

system
CMIS-independent acquired immune

system, epithelium, 1008–1009
CMIS-independent pathway, mucosal

immunity and, 1008–1009
CMV. See Human cytomegalovirus
Cmv1 gene, NK cells, 511
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Cnidaria, allorecognition, 110
CNTF. See Ciliary neurotrophic factor
Coelomates, effector cells and, 64, 64f
Coelomocytes, blood cell differentiation,

65
Cognate help, 7
Colchicin, primary biliary cirrhosis, 1367
Colitis, IL-10, 967, 967t
Collagen synthesis, scleroderma, 1321
Collagen type II, RA, 1317
Collagen-induced arthritis

ICOS, 361
IL-18–deficient mice, 755
mouse studies, 1293

Collectin-like surfactant proteins, lung
and, 1191

Collectins, 437–438
Colonization, bacterial species, 1189
Colonizing organisms, epithelial cells,

1191
Colony-stimulating factor, studies, 548
Colorectal tumors, monoclonal

antibodies, 184
Columnar IEC layer, innate mucosal

immune system, 989
Combination therapies, T1D animal

models, 1351
Combination vaccines, 1254
Combinatorial diversity estimates, 216
Commensal microbiota

immunological homeostasis, 1013
mucosal immune development, 1013

Commitment, bone marrow, 239–241
Common mucosal immune system

(CMIS), 992
mucosal inductive sites, effector sites

and, 1000–1001
Common variable immunodeficiency

(CVID), 1526, 1531–1532
B-cell signaling defects in, 1532
inducible costimulator deficiency in

autosomal recessive, 1532
Comparative immunology

extracellular pathogens, immune
responses and, 116

future challenges, 540
Compartmentalization, V(D)J

recombination, 211
Competition technique, antigen

detection, 169, 169f
Complement, 1047–1094. See also CRs;

specific i.e. CR3
activation, 1439
B cell tolerance and, 259
biosynthesis of, location and

regulation, 1048, 1050
components, 1048, 1049t–1050t,

1050–1052
deficiencies, 1069–1070, 1069t

inherited, 1069, 1069t
disease and, 1064–1066
as functional system, 1048, 1049t–1050t
genes, inducers of, 104
genetics, 1067–1069
historical roots, 1048
molecules

exploitation of, therapy and,
1073–1074

therapeutic applications, 1073–1074
nomenclature, 1048
parasitic infections, humoral defense

mechanisms, 1099
phylogenetic aspects, 1048

protein genes, 1050t, 1068
proteins, micro-organisms and, 1067f
system, 23, 23f

terminal components of, 24
T-cell response, 1063

Complement activation
monoclonal antibodies, 1072
stimulation of, 1073
viruses, 1154–1156, 1155f

Complement activation pathways, 1048,
1051f

effector functions and, induction of,
1048, 1052f

Complement C3/α2-macroglobulin
superfamily, 1050

Complement cascade, 63
evolution of, 73f

Complement cells, IgG antibodies, 142
Complement control proteins (CCP)

modules, 1050
Complement factor, complement

pathway and, 117
Complement receptor type 3. See CR3
Complementarity-determining region 3.

See CDR3
Complementarity-determining regions

(CDR), 9, 194
V domain, 131, 131f

Complete Freund’s adjuvant (CFA), 917
Complete sequence analysis, murine κ

locus, 198, 199f
Complex protein antigen, B-cell epitopes

and, helper T cells epitopes and,
675–676

700-kDA complex,
inflammasome-mediated
defense, 1170

ConA-induced hepatitis, IL-18-deficient
mice, 755

Concentrating signaling molecules,
immunological synapse,
362–363

Concomitant immunity, 421
Conduit system, lymph and, 36
Conformational flexibility,

antigen-antibody interactions,
155–156

Conformational masking, 155
Conformation-dependent antigenic

determinants, 640
Congenic mouse strains, Mhc genes,

transplantation, 583–584
Congenic resistance mouse strains, Mhc

genes, transplantation, 583–584
Congenic strains, producing, 1431, 1432f
Congenital neutropenia, cytokine

receptors and, 744
Conjugate vaccines, 1194
α/β constant domains, vertebrates, 78–79
Constitutive IL-1α, biological functions,

757–758
Constitutive proteasomes, 655
Contact residues, 638
Contact-dependent pathways, 512
Contact-independent pathways, 512
Content markers, phagosomes, 560t
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effector T cells, 877
memory CD8+ T cells, 872–873

Controlled-released-vaccine, through
encapsulation, 1249–1250

Convergent evolution, 57–58
Copaxone, MS, 1354

“Copy choice,” 78
Cord blood banks, 588
Core binding factor (CBF), 999
Coreceptor molecules, roles of, 331
Coreceptors, BCR signaling, 283–285,

283f
Corona virus, 1132
Cortical epithelial cells, medullary

epithelial cells v., 381–382
Corticosteroids

inflammatory myositis, 1323
joint damage and, 798
MS, 1354–1355
PV and, 1370
RA, 1373
SLE, 1309
systemic autoimmune disease, 1303
systemic vasculitides, 1320

Cost-benefit, disease, 1243–1244
Costimulation

CVID and inducible deficiency of, 1532
immune escape and lack of, 1516
interfering with, 367–368
of T cells, 359f

Costimulatory blockade, 1468–1471
donor hematopoietic cell infusion with,

1471–1472
SLE, 1309

Costimulatory molecules, 411
ACT and, 1509–1510
peripheral tolerance mechanisms,

918–919
Coupling survival, naı̈ve T cells, 410
Coxsackie B virus

antibodies, 1149
thyroid diseases, 1344

CP10, lung transplant and, 1070
CPCR. See G protein-coupled receptor

family
CpG DNA, TLR9, 434
CpG motif, TLR9, 434
CpG ODN (Oligodeoxyribonucleotides

containing CPG motifs),
1247–1248

CR mouse strains, Mhc genes,
transplantation, 583–584

CR-1 (Complement receptor 1), 1061
CR1-per-erythrocyte ratio, complement

and, 1064
CR2 (Complement receptor 2), 1061

BCR signaling, 283, 284
CR3 (Complement receptor type 3),

1061–1062
nonopsonic pattern recognition

receptors, 557
CR4 (Complement receptor type 4), 1062
CRDs. See Cysteine-rich domains
C-reactive protein (CRP)

extracellular bacteria, 1192
pentraxins and, 438

C-rich transcript, in CSR, 227
CRIg (Complement receptor CRIg), 1062
Crohn’s disease, 1023, 1242, 1358

adalimumab, 798
TNF inhibitors, 797

“Crossmatch,” 385, 1483
Cross-presentation

classic MHC I antigen processing
pathway, 618–620

exogenous antigens, mechanisms of,
619–620, 619f

Cross-presenting antigens, source and
nature, 618–619



P1: PSB Printer: RRD

GRBT293-Ind Paul-3627G GRBT293-Paul-v1.cls April 18, 2008 13:56

Index 1565

Cross-presenting APCs, 618
Cross-priming, 1139–1140
Cross-reacting bacterial antigens, 1198
Cross-reactive anti-PS antibodies, gut

flora, 1195
Cross-reactive idiotypes, 128, 129f
Cross-reactive ligands, antibody and, 171
Cross-reactivity

antibody/antiserum, 170–174
partial reactivity and, 174
type 2 reactivity and, 174

CRP. See C-reactive protein
Cr-release assay, 486, 487
CRs (Complement receptors), 1060–1062,

1060t
blood-group antigens and, 1068–1069

Crustaceans
hyaline cells, 66
penaeidins and, 70–71

Cryopyrin, 441
Cryptic determinants, 651
Cryptococcus neoformans-induced disease,

IgG antibodies, 698
Cryptopatches, 45
Crystal cell linages, Drosophila, 64f, 65, 65f
CS protein, malarial vaccine, 1121
CSR isotype

DNA breaks in, 228–229
fish, 85
mechanism of, transcription of,

226–227
mechanistic model, 228–229
staggered DNA breaks, 229

CSR machinery, ubiquitously expressed
components, 229–231

CSS. See Churg-Strauss syndrome
CT-1. See Cardiotrophin-1
CTA-DD, enterotoxin-based mucosal

adjuvants, 1019–1020
non-CTL mechanisms, graft rejection

and GVHD, 1447
CTL-4, bidirectional dendritic cell-T

signaling and, 476
CTLA-4 (CD152), 464–465, 920

DCs and, 456
T-cell activation, 366f
T-cell response inhibition, 367–368
Treg and, 959, 961
Treg-mediated suppression, 959

anti-CTLA4 antibody therapy, cancer,
1500–1501

CTLA-4 blockade, antitumor effector
cells, 973, 974t

CTLA-4Ig, 370, 371
SLE, 1309

CTLs. See Cytolytic T cells
CTX, vertebrates and, 116
C-type lectinlike receptor, H2-Dd

interactions with, 609, 609f
C-type lectins, 71
Cutaneous autoimmune diseases,

non-organ specific,
organ-specific v., 1368–1369

Cutter incident, polio vaccine, 1239
CWPs. See Cyst wall proteins
CXC chemokine motif, 805, 809
CXC-family cytokine, 707
CXCL1, melanoma, 828
CXCL8, 809, 818

acute neutrophil-mediated
inflammatory disorders, 826

CXCL12, 809
bone marrow, 816

CXCL12/CXCR4 axis, 816
CXCL13, 787, 788
CXCR2, 818
CXCR4 knockout mice, 816
CXCR4 signaling, 820
CXCR4-expressing centroblasts, GC

environment and, 301
CXCR5, 820

B cell immunity, 296
B lineage cells, 243

CXCR5-expressing centrocytes, GC
environment and, 301

CXCR6, 818
CXCR7, 816
Cyanoacrylates, 1249
Cyclophilin D, programmed necrosis, 846
Cyclophosphamide

NOD mice, Treg, 968
PV and, 1370
RA, 1373
scleroderma, 1321
SLE, 1309
suppressor T cells, 973
systemic autoimmune disease, 1303

Cyclosporin A
MS, 1354–1355
RA, 1373

Cyclosporine, 370
CYP21A2. See Hydroxylase
Cyst wall proteins (CWPs), gene coding,

1121
Cysteine

“caspase” moniker, 847
CD3 polypeptides, 317
residue

multimeric immunoglobulin, 146
type 1 cytokine receptors and, 710

Cysteine-rich domain (CRD), TNF/TNFR
structure, PCD and, 853, 854f

Cysteine-rich domains (CRDs)
TNF and, 780
TNF/TNFR superfamily members,

849–851
Cytochrome c, T-cell epitopes, 672
Cytochrome, T-cell response, 652
Cytokine(s), 5f, 416, 428–429, 484, 776.

See also Type 1 cytokine(s)
as adjuvants, 1250
APCs, 470
autoimmune process, 1341
B lineage cells, 245
binding for, multiple affinities, 722–723
dysregulation, HIV and, 1216
ECs and, 985–986
endocytosis and, 561
eosinophil mediators derived from,

1411
evolution of, 105–109
extracellular bacteria, 1192
families, 18
Fcγ R expression, 690
γ δIELs, 989–991, 990f
genes, epigenetic repression, 417
graft rejection mediated by, 1449–1450
GVHD mediated by, 1449–1450
immunosuppressive, 1516
inflammatory process, 1192
invertebrates and, 67
JAKs activated, 728, 729t
lymphoid organogenesis, 37–38
macrophage activation, role of, 557,

558f
macrophage gene expression, 563

macrophages, 557
mast cell-derived, 1408
memory T cells and, 878
mucosal immune system and, 983
nomenclature issues, overview of,

707–708
placenta and, 936
pleiotropy, 723–724
production, 487

hepatitis C virus, 976
RA, 1316
ranges of actions, 707
receptor γ chain, cytokines sharing,

712–717, 713t
redundancy, 723–724
regulatory, graft rejection/GVHD and,

1453
signaling molecules, 740–741
species specificity of, 727
Th1-promoting, in atopic disorders,

1395–1396
Th2 cell, allergic inflammation

regulation by, 1397
Treg cell-promoting, in atopic

disorders, 1396
virus, 1153

Cytokine receptors
diseases of, 743–745
ECs and, 985–986
interactions, 709
pleiotropy, 724
redundancy, 724
signaling through, 727–728
subunit redundancy, 724

Cytokine signaling
downmodulation of, 741
schematic, 733f

Cytokine-expressing T cell subsets,
417–418

Cytokine-mediated immune defenses, L.
monocytogenes, 1177

Cytokine-producing cell, 707
Cytokines-mediated defense, intracellular

bacteria, 1171–1172
Cytolysis, activation receptors, 503
Cytolytic T cells (CTLs), 654

epithelium and, 1002
mediated lysis, virus-infected cells and,

17
mucosal immunity and, 997

Cytomegalovirus, 510. See also Human
cytomegalovirus

adhesion molecules, 41
spleen and, 42
superantigen-like activities, 332

Cytopathic viruses, 1143
Cytoplasmic antigen-processing pathway,

657, 658f
Cytoplasmic domains

antibody function, Ig, 146
BCR and, 272
IgG, 145–146
IL-1RI, 769
IL-RacP, 769

Cytoplasmic membrane
bacteria and, 1183, 1185f
surface structures, 1183, 1185f

Cytoplasmic PAMPs receptors, 988
Cytoplasmic signaling domain, 850
Cytoplasmic-to-nuclear signaling,

transcription factors, 739–740
Cytosol protein-processing machinery,

655



P1: PSB Printer: RRD

GRBT293-Ind Paul-3627G GRBT293-Paul-v1.cls April 18, 2008 13:56

1566 Index

Cytotoxic agents, systemic vasculitides,
1320

Cytotoxic antibodies, antitumor antibody
response and, 698

Cytotoxic cells
fish, 101
graft rejection and, 1446–1447
GVHD and, 1446–1447

Cytotoxic IgG responses, FcR
cross-linking and, 701

Cytotoxic immunoglobulin G, type II
inflammation, 698–699

Cytotoxic T lymphocytes (CTLs), 17, 483,
1490

antigens and, 648
Cytotoxicity, 76

IL-10 and, 963
mechanisms, 17–18

“Cytotoxic/suppressor cell,”
Treg-mediated suppression, 959

Cytotoxin-associated gene A (CagA),
H. pylori, 1188–1189

D
D regions. See Diversity regions
D segments

murine Igh locus, germline diversity,
214

vertebrates, 88
D6 mouse knockouts, psoriasis, 827
Daclizumab

allograft rejection and, 745
ocular autoimmune diseases, 1356

DAG. See Lipid diacylglycerol
DAG signaling. See Lipid diacylglycerol

signaling
Data analysis, graphic/numerical

representation, RIA, 167–168,
167f

Daughter cells, naı̈ve T cells, 414
DBA/2 mice, RA, 1316
DC vaccination, 478

cancer therapy with, 1503
DCs. See Dendritic cells
DC-SIGN

adhesion molecules, 41
regulatory T cells, 1251
viruses, 458

DC-T interaction, adhesion molecules,
41

DDD. See Dense deposit disease
Death by neglect, 837
Death ligands, 794
Death receptor-3, 790
Death receptors, 794

signal transduction pathways, 844f
Death-inducing signaling complex

(DISC), 843
DEC205, MR and, 436–437
Dectin-1, 437
Defective death receptor signaling,

1515
Defective ribosomal products. See DRiPs
β2m-defective animals, 591
Defense families, recognition and

effector, 69–72
Defense mechanisms, 57

evolution of, 57
Defense system, Drosophila, 116
Defensins, 71–72, 444, 1190–1191
β-defensins, Paneth cells, 984, 985f
Delayed hypersensitivity, T-cell response,

652

Delayed-type hypersensitivity response
(DTH response), immune
deviation and, 930

Deleterious host responses, 1197–1198
Deletional switch recombination,

1400–1401
Dendritic cell-based immunotherapy,

cancer, 477–478
Dendritic cell-derived cytokines,

polarizing, 470–471
Dendritic cells (DCs), 21, 31–32, 289,

411–412, 415, 417, 430, 451–482,
615, 921, 997

adaptive immune responses, 819–820
adhesion molecules, 41
allergic disease and, 1389–1392
atopic disorder and altered subset

distribution and activation of,
1391–1392

autoimmunity and, 479
autoreactivity, 1295
B cell activation, 476
cell death and, 835
cytokine release, 461–463
developmental stages, 454f

in vivo, 452, 452f
discovery and definition, 451–452
ES cells, 548
function, 1389–1392
homeostasis, PCD and, 842–843
IL-10, 957
IL-15, 714–715
immune response, secondary and role

of, 1396–1397
Immunohistologic studies, 993
immunostimulatory properties,

in vitro, 467–468
innate immune system, 442, 1293
innate system cells, 476–477
intracellular bacteria, 1172–1173
kinetics of, 473
macrophage, 565–566
macropinocytosis and, 620
maturation

FcRs, 696
by inflammatory cytokines, 456

mature v. immature, 458
in medulla, 399
memory CD8+ T cell generation,

868–869
MHC II molecules and, 918
MHC II pathway in, 623–624
migration in situ, 461
migratory properties, 460–461
mucosal tolerance, 1017
naı̈ve T cells, 410, 916
negative selection, 905
NK cells v., 512
origin and distribution of, in vivo,

452–455
parasite products, proinflammatory

signaling pathways, 1104–1105
parasites and, 1105
phenotypes, 1389–1392
as physiological adjuvant, 468
polarization, mechanisms, 471
precursors of, 453
RANKL, 796
regulatory T cells, 475–476
secondary lymphoid organs and,

407
self-antigens, naı̈ve T cells, 413
SIV/macaque model of AIDs, 1210

specialized subsets, 475
subclasses, 471
subsets, 292

in mice, 292f
T cell tolerance, 473–475
T cell-mediated immunity and,

467–470
Th2 differentiation in allergic disease,

cytokine and, 1392–1396, 1393f
thymus, 915
TLR4 expression, 432
TLR9, 434
unorganized intestine, 993f, 1009
viruses, 1138–1139

Dendritic epidermal T cells, 521t
Dendritic family

cells from, 455–463
maturation process, 455–457
properties of, 452

Dengue
adhesion molecules, 41
vaccines, 1276–1277
virus serotypes, 1276

Dengue hemorrhagic fever-dengue shock
syndrome (DHF/DSS), 1276

Denileukin diftitox (Ontak), 975
tumor-specific T-cell response, 974

Dense deposit disease (DDD),
complement and, 1064t, 1065

15-Deoxyspergualin, 1456
Dermatitis

atopic, 1377
characteristics, 1419–1420

IL-31, 722
“Designer” adjuvants, 1246–1248
“Designer antibodies,” 147
Destructive autoimmunity,

organ-specific, 1336–1337
Destructive responses, mechanisms,

899
DETC

cells, 522–523, 532
development, 536f

ligand, 528
DETC TCR, 520t, 521
“Determinant density” hypothesis,

1435–1436, 1435f
“Determinant frequency” hypothesis,

1436
Determinate envelope, 649
Deuterostomes

orthologous complement genes, 72
protostomes v., 64

Dextran-binding myeloma proteins,
636–638

DGK family, 364
DH segments, human Igh locus, germline

diversity, 214–215
DHF/DSS. See Dengue hemorrhagic

fever-dengue shock syndrome
“Diabetes gene,” 721
Diabetes mellitus. See also Human

diabetes mellitus
IL-18 deficient mice, 763

Diabetes mellitus type 1, 914, 1345–1351
animal models, 1348–1351
autoantigens, 1337
autoimmune features, 1345–1346,

1346f
Vβ7 T cells, 332–333
genetic features, environmental factors

and, 1346–1348
HLA-DRB1 locus, 588, 589t
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NOD model and, 1371

Diabetes mellitus type 2, anakinra,
humans with, 761

Diabetic NOD mouse, T cells, 669
Dialysis, C3a and, 1072
Diarrheal disease vaccines, 1261–1264
Differentiation antigens, murine

macrophage heterogeneity,
551f

“Differentiation markers,” 240
Diffuse large cell lymphoma, Bcl-2 gene,

856
DiGeorge’s syndrome, 1533–1534
Dimerization, STAT protein, 735–736
Dimers, 734

IgA, 142
IL-27, 720

Dimmer, 63
Diphtheria toxin vaccine, 1238,

1259–1261
boosters, 1260

Diphtheria-pertussis-tetanus
combination vaccine (DPT),
1259–1261

adverse effects, 1281
Diplosoma, histocompatibility reactions,

112
Directly observed therapy. See “DOTS”
DISC. See Death-inducing signaling

complex
Disease

autoimmune pathogenesis, 1333
chemokines and, 822, 823t–824t,

825–828, 825t
chromosomal translocations, 323–324
cost-benefit and, 1243–1244
of cytokine receptors, 743–745
extracellular bacteria and, 1184t
FcRs, 700–701
immunologic mechanisms, 1291–1330
Mhc and, 588–590, 589t
TNF inhibitors, 796–797

Disease-causing pathogens, 1182
Dissociation rate, antigen-antibody

interactions, 156–157
Divalent ions, RAG proteins and, 204
Diverse CDR3 regions, antigen specificity

and, 339–341
Diversity (D) regions, 193
Diversity, V assembly recombination,

194–195
D-J rearrangement, B cell development,

237
DN population, 379–380
DN Treg. See Double-negative Treg
DN3 cells, 387
DNA

binding specificity
Ku complex, 206
STATs, 736–737

binding, Stat1 dimer, 736–737, 736f
breaks

CSR, 228–229, 228f
proteins binding, V(D)J

recombination, 208
in V regions, 224

damage response proteins, CSR
machinery, 229–230

deletion, V gene assembly
recombination, 200–202, 200f

fragments, switch recombination and,
224

inversion, V gene assembly
recombination, 200–202, 200f

methylation, V(D)J recombination, 211
polymerase TdT, rearranging

machinery, 113
polymerase X family, 207–208
sequence

antipeptide antibodies and, 644
pathogens, 1188

Southern blotting, 193
strands, 200

recombination model, 203
switching and, 1000
T-cells, in culture, 648
TLR9, 434
typing, nomenclature, 572, 574t, 575t
vaccines, 805, 1250, 1255–1256

MS, 1353–1354
nursery strains, 1272
parasites, 1123–1124

viruses, 1135
TLR9, 433

DNA-coated microprojectiles, 1255
DNA-deamination model, AID and,

217–218
DNA-PK

Ku complex, 206
NHEJ and, 205

DNA-PK KO, NHEJ, 230
DNP12 IgG1, 922
DNP52 IgG3, 922
Dok1 (Downstream of kinase 1), 281
Domain-swapping experiments,

multimeric immunoglobulin,
146

Dominant central tolerance, natural T
regulatory cells, 910–912, 911f

Dominant interference, 854
Donor C3 allotype, complement genetics,

1067–1069
Donor-specific tolerance induction,

1457–1462
Donor-specific transfusions (DSTs),

peripheral tolerance and,
1466–1467

“DOTS” (Directly observed therapy),
intracellular pathogens, 1268

Double immunodiffusion analysis,
antigen-antibody systems, 177

Double positive thymocytes, 407–408
Double stranded RNA (dsRNA)

intracellular recognition, 439
kinase recognition, 1136
PKR, 440
TLR3 and, 433
viruses and, 429, 1136

Double-negative Treg (DN Treg), 965
Double-transgenic DIETER, tamoxifen,

474
Down syndrome cell adhesion molecule.

See DSCAM
Downregulation, immune response,

943–944
Downstream of kinase 1. See Dok1
DP cells, tests for, 380
DP thymocytes, 903, 904

negative selection, 905
receptor editing, 904–905
thymic microenvironment and,

390–391
uniqueness, 390

D-proximal VH gene (VH81x), pre-BCR
selection, 250

DPT. See Diphtheria-pertussis-tetanus
combination vaccine

DR-6. See Orphan death receptor-6
DRB loci, serotypes and genotypes, 580,

581f
DRiPs (Defective ribosomal products),

615, 655
Drosophila, 57

cell linages, 65
defense system, 116
DSCAM, 70
hemocytes and, 67
hopscotch gene codes, 729
Imd pathways, 75
immune responses, 65f
intracellular signaling pathways, 68f
SRCR superfamily, 71
TLRs, 72
toll receptors, 75

Drosophila STAT, 738
Drug(s)

development, chemokines and
receptors, 828

limitations of, AIDS, 1211–1212
Drug-induced lupus, 1302

humans, 1313
Drug-sensitive T-cell tumor, antigen

specific T cell, 649
DSCAM (Down syndrome cell adhesion

molecule), 70
Dsg3 (Glycoprotein desmoglein-3), PV

and, 1369, 1369f
dsRNA. See Double stranded RNA
DTH response. See Delayed-type

hypersensitivity response
Dwarfism, cytokine receptors and, 744
Dynavax, ISS products, 1247

E
E. coli

adhesin, 1195
expression, 325
gut, 1190

E proteins, 384
E1-depleted adenovirus vectors, 1159
E1/E2 vaccine, hepatitis C, 1271
E2A transcription factor, B lineage cells,

243
E3L protein, vaccinia virus, 1153
E4 gene product, virus messenger RNA,

1134–1135
Ea. See Exogenous antigen
EAE. See Allergic encephalitis; Allergic

encephalomyelitis; Experimental
autoimmune encephalomyelitis

EAE models, MS, 1354
Early B lineage cells, growth regulators,

245t
EAT2, 502
EAU. See Experimental autoimmune

uveoretinitis
EBF1, B lineage cells, 243
Ebola, 1143

adhesion molecules, 41
Echinoderm coelomocytes, 66
ECs. See Epithelial cells
Ectodermal dysplasia, 1543
Ectopic lymphoid tissues, autoimmune

disease and, 46
Ectromeliavirus, apoptosis, 1156–1157
Eczema, immunodeficiency with

thrombocytopenia and,
1539–1540
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Edible vaccines, 1258–1259
Edman degradation sequencing, MHC

molecules and, 674
Effector CD4+ T cells

antibody responses, 415–416
effector CD8+ T cells v., 415
lineage choices, 411, 412f
subsets, damage, 416

Effector CD8+ T cells, 415, 418, 872
effector CD4+ T cells v., 415

Effector cell(s)
activation, Fcγ R, 693
allergic response, 1403–1409

eosinophils as, 1412–1413
coelomates v., 64, 64f
cytokines, 707
differentiation, anatomic features, 875f
Th2 cells as, 1413–1418, 1414f

Effector gene expression, effector CD8+ T
cells, 418

Effector inhibition model, 489
Effector mechanisms

graft rejection, acute and, 1446–1450
GVHD, 1446–1450
innate immune system, 443–446

“Effector memory” phenotype T cells
(TEMs), 864, 865, 880–881

Effector memory T cells, 419
Effector responses, PAMPs and, 430
Effector T cells, 415–418

contraction and, 877
Treg, gastric lymph node and, 966, 966f

Effector-to-target ratios, 487
Efferent response, Fcγ R in, 696–699
Egg-induced granulomas, parasites and,

1118
Ehrlich, 898, 899
Ehrlichia, NKT cells, 531
EIB gene, cell apoptosis and, 1134
ELAM. See Endothelial leukocyte

adhesion molecule
“Elbow joints,” IgG, 137
ELISA (Enzyme-Linked Immunosorbent

Assay), 166, 168–179, 186
antibody antigen reactions, 169f
antigen-antibody interactions, 176
complement defects, 1069
cross-reactivity, 171
immune memory, 864
monoclonal antibodies, 183

ELIspot assay, 170
B cell distribution, 1003–1004, 1004f
bony fish and, 100
immune memory, 864

Elite controllers, HIV, 1212
Ellipsoids, reptiles and, 97
ELP. See Lymphoid progenitor
Embryogenesis, lymphatic vessel system,

37
Embryonic lymphatic vessels, 37
Embryonic stem (ES) cells

DC cells, 548
macrophages and, 548

Emulsions, adjuvants and, 1245–1246
Encapsulated gram-positive bacteria,

host phagocytes, 1196
Encapsulated organisms, vaccines

against, 1265–1266
Encoded protein names, Mhc class II

genes, 572
Endo G. See Endonuclease G
Endocrine autoimmune diseases,

1344–1351

Endocrine pancreas, T1D, 1345–1351
Endocytic activity, DCs, 457
Endocytic pathway, steps in, 621
Endocytosis

categories, 620
cytokines and, 561
DCs, 457

Endogenous superantigens, Vβ

specificity of, 333t
Endonuclease G (Endo G), apoptosis, 845
Endoplasmic reticulum (ER)

MHC II assembly in, endosomal
pathway and, 621

MHC/Peptide assembly, 618
peptide transport, 617–618
retention signal, 317

Endosomal pathway, ER and, MHC II
assembly in, 621

Endothelial glycoproteins, 1438–1439
Endothelial leukocyte adhesion molecule

(ELAM), inflammatory process,
1192

Endothelial venules (HEV), naı̈ve T cells,
410

Endotoxin, gram-negative bacteria,
1185

Enhancement, 1461
“Enteropathogenic” E. Coli (EPEC), type

IV secretion system and, 1188
Enteropathy, 1543
Enterotoxin(s), 331–332, 1019–1020

vaccines using, 1253
Enterotoxin-based mucosal adjuvants,

1019–1020
Entropy trap binding, antibody, 183
env gene, HIV and, 1205–1206, 1206f
Envelope glycoprotein gp120,

recombinant form, HIV, 1223
Enveloped viruses, 1156

receptor-mediated endocytosis and,
1134

Environment
AIH, 1359–1365
allergen exposure and, 1387
antigens in, innate immune response

in, 1390–1391
atopic disorder and, 1385
autoimmunity, 1341
cell death and, 857
initiating autoimmunity, 1339, 1341
MHC molecules, 576
mucosal immune system, 983
T1D, 1347–1348
vitiligo, 1367

Environmental antigens, systemic
autoimmune disease, 1302

Environmental carbohydrate antigens,
high specificity and, 637

Enzyme-labeled anti-immunoglobulin,
169

Enzyme-Linked Immunosorbent Assay.
See ELISA

Enzymes, mucosal Abs and, 1010
Eosinophils, 4, 428

activation, mechanisms of, 1412
allergic inflammatory responses, 23
allergic response and, 1412–1413
biology, 1409–1418, 1410f
Brugia pahangi infection, 1110–1111
cationic proteins specific to, 1409–1410
Fcγ R expression, 689
graft rejection and, 1449
helminth infections, 1110

inflammation sites and recruitment of,
1411–1412

innate immune system, 442
mediators derived from, 1409–1410

cytokine, 1411
lipid, 1410

Epidemics, 1189–1190
Epigenetic effects, 417
Epithelial barriers, traversing, bacterial

pathogens, 1167
Epithelial cells (ECs)

antimicrobial peptides, 984–985, 985f
colonizing organisms, 1191
constitutive IL-1α, 758
innate mucosal immune system,

984–986
MICA, 609
physical barrier function, 984

Epithelial tissues, recognition of,
receptors with, 503

Epithelial transcytosis, of polymeric Ig,
147

Epithelium
CMIS-independent acquired immune

system, 1008–1009
CTLs, 1002
transcellular transport functions, 986

Epitope clusters, monoclonal antibodies,
185

Epitopes, 126–127
HLA transgenic mice and identifying,

1495
T-cells, generating, 1494–1496
tumor antigen identification of T-cell,

1495
Epo. See Erythropoietin
Epstein-Barr virus

humanized monoclonal antibodies, 184
immunoproteasome, 656
NK cells in, 513
superantigen-like activities, 332
tetanus-toxoid-specific, 676
thyroid diseases, 1344

Equilibrium dialysis, 663
affinity and, 157, 157f

ER. See Endoplasmic reticulum
ERAAP/ERAP1, MHC I presentation,

617
ERAD, 620
ERAP, 659
ERCC1-XPF, 231
ERK, 399

activation, 280
calcium mobilization, 355

Error-prone polymerases, DNA
replication, 223–224

Erythroleukemic cell line, 486
Erythropoietin (Epo), 723

type I cytokines, 708
type I cytokines receptors, 710

Erythropoietin (Epo) receptor
structure, 711
type I cytokines receptors and, 710

ES cells. See Embryonic stem cells
ES proteins. See Excretory-secretory

proteins
Escherichia coli LPS, IL-12, 462
E-selectin, pulmonary vasculature and,

1003
Esophageal disease, T. cruzi, 1114
Estrogen, SLE, 1309
Etanercept, 797, 797f

psoriatic arthritis, 798
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Eukaryotic cells, bacterial pathogens,
1165

Eukaryotic protozoans, 1098
Eumetazoa, blood cell differentiation,

65
Evolution

STAT proteins, 738
viral replication, 1131

Ewing’s sarcoma-associated transcript,
SAP and, 502

Excretory-secretory (ES) proteins,
hookworm, 1101

Exogenous antigen (Ea), 13f
Exogenous superantigens, Vβ specificity

of, 333t
Exonuclease 1, MMR machinery and, 223
Exotoxins, 1197–1198
Experimental autoimmune

encephalomyelitis (EAE)
Treg and, 969
TSAs and, 914

Experimental autoimmune uveoretinitis
(EAU), animal models,
1355–1356

External excretions, S-IgA, 1010
Extracellular bacterial infections, genes

associated, 1193t
Extracellular bacterial pathogens

immunity to, 1182–1203
intracellular bacterial v., 1166
surface structures, 1183, 1185f
virulence factors, 1186–1189

Extracellular parasites, 1109–1111
Extracellular pathogens, immune

responses and, comparative
immunology, 116

Extracorporeal circulation, C3a and,
1072

Extrinsic death mechanism, 839
T lymphocyte, 839–840

F
F4/80, 554–555

lymph nodes, 554–555
Fab arms. See Antigen-binding fragment

arms
Fab domain, structure, 132f

and function, 132–136
Fab, historical perspective, 130
Factor 1, C3 activation and, 1051f, 1052
Factor H

alternative pathway of activation, 1056
AMD, 1065
related proteins, 1055t, 1058

FADD (Fas-associated death domain
protein), 369, 844, 848

TNF/TNFR superfamily members, 851
FAE. See Follicle-associated epithelium
Familial cold-induced autoinflammatory

syndrome, IL-β, 752
Familial erythrocytosis, cytokine

receptors and, 744
Familial Mediterranean fever, IL-1β, 752
Familial perforin deficiency, NK cells in,

513
Family studies

histocompatibility testing, 586–588
HLA haplotypes, 586f

Fas (CD95), 368
B cell apoptosis, 842
defects, ALPS, 839
ligand, 369, 794

B-cell clonal deletion, 925

immune privileged sites, 935
placenta and, 936

stimulation, programmed necrosis,
846

Fas ligand gene (gld), immune privileged
sites, 369, 935

Fas-associated death domain protein. See
FADD

Fas-deficient mice, SLE models, 257
Fas-FADD interaction, TNF superfamily,

854
Fas/Fas ligand

apoptosis, 1156–1157
B cell anergy, 924

Fas/FasL system, 794
Fas/Fas-ligand pathway, transitional B

cells, mouse, 253
Fas-induced apoptosis, 487
FasL, 780

defects, ALPS, 839
Fc domain, antibody, 183
Fc fragment

historical perspective, 130
structure and function, 139

Fc glycosylation, 141
Fc receptor homologs, 700
Fc receptors

BCR and, 922
IgG

antibodies, 142
subclasses, 1196

immune regulation and inflammation,
684–705

immunoglobulin interactions, 144–145
FcαRI, 697
FCεRI

binding affinity and, 689–690
signal transduction, 1401–1402
signaling, 1401–1402
surface expression, regulation of, 1402

FCεRII, 1402–1403
FC-FcR

complex, crystal structure of, 690–691,
690f

interaction, Ig isotopes, 145, 145f
Fcγ R (Antibody Fc-Receptor), 692t

afferent response and, 695–696
B lymphocyte suppression, 693
effector cell activation, 693
Fc receptors, immunoglobulin

interactions, 144
interactions, affinity of, 692t

Fcγ RI, Fc receptors, immunoglobulin
interactions, 144

Fcγ RII, Fc receptors, immunoglobulin
interactions, 144

Fcγ RIIA-Fcγ RIIB pair, immune complex
activation and, 689–690

Fcγ RIIB, 686
afferent response and, 695
inhibitory activities of, 695
molecule, efferent response and, 696

Fcγ RIIB-deficient dendritic cells,
immune complexes and, 696

Fcγ RIIB-deficient mice, 697
Fcγ RIII (CD16), 498–499

Fc receptors, immunoglobulin
interactions, 144

Fcγ Rn, immunoglobulin interactions,
144

Fcγ Rs
expression, 689–690
polymorphism in, 686–687

FcR
cross-linking, 701
disease associations, 700–701
genes, chromosomal organization, 687,

687f–689f, 689
inflammation and, 700–701
knockout, 696
structure and expression, molecular

genetics, 685–693
structures

species comparisons, 687, 687f–689f,
689

summary of, 686, 687f
subunit composition, 686

FcR-deficient animals, Arthus reaction
and, 699

FCRI genes, chromosomal organization,
687, 687f–689f, 689

FcRIIB gene. See Toll-like receptor 7 gene
FcRIIB upregulation, sensor

macrophages and, 701, 702
FCRL proteins. See FcR-like proteins
FcR-like proteins (FCRL proteins), 700

B cell development, 700
FcRn, 986

milk, mothers, 1010
molecule, 601–602, 601f

epithelium, 986
FDCs. See Follicular dendritic cells

(FDCs)
Female gender, systemic autoimmune

disease, 1296–1297
Fetal B lymphopoiesis, human, 259–260
Fetal liver

bone marrow v., 238–239
cell development, 238–239, 239f

cultures, B cell development, 245
HSCs, 238
macrophage, 565
resident macrophages, 551–552

Fetal lymphocytes, TdT, 207
Fetal murine thymus, lymphoid

precursors, 382
Fetal thymus

organ culture, 394, 394f
thymicFoxp3+ Treg, 949

Fetal trophoblast, privileged
immunologic tissue, 935

Fetal-maternal relationship, 935–937
Fever, IL-1 history, 751
FHA. See Filamentous hemagglutinin
Fibrinogen-related protein. See FREPs
Fibronectin type III modules, 711
Fibrosarcoma, tumor surveillance, NK

cells, 509
Fibrosis, Th2 response, 1119
Ficolins, 1055
Filamentous hemagglutinin (FHA), IL-12

and, 976
Filarial vaccines, 1125
Filariasis, type 2 responses, 1111
Fish

cytotoxic cells in, 101
Ig isotypes, 85
IgM isotype, 82
MAC, 74

53BP1. See P53 binding protein 1
Flagellin, TLR5, 433
Flavivirus, 1144
FLICE-like inhibitor proteins (cFLIP),

1156
FLIP, 369
Florey, 548
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Flow cytometry, bone marrow,
developmental stages, 244,
244f

FLT-3 ligand (Fms-like tyrosine kinase
ligand), 477

bone marrow, 29
Fluorescence in situ hybridization

(FISH) studies, 211
Fluorescence resonance energy transfer

(FRET), BCR and, 272–273
Fluorescent staining, bone marrow, 244
Fms-like tyrosine kinase ligand. See FLT-3

ligand
FO B cells. See Follicular B cells
Follicle-associated epithelium (FAE), 993

Peyer’s patches, 43
Follicular B cells (FO B cells), 271–272,

291–292
B-1 B cells v., 255–256
mouse, 253–254

Follicular dendritic cells (FDCs), 876, 883
AIDs and, 1215
inhibitory FcRIIB receptor, 689

Follicular helper CD4 T cells (TFHs), 876
Follicular helper T cells (ThF), 414, 415

CD4+ T cell subsets and, 417
CD4+ T cells, 415

Food
allergens, 1379, 1380
allergy, 1377

characteristics, 1419
TLR, 989

intake, IL-18 deficient mice, 763
Forbidden clones, 839
Foreign antigens

anti-CD4 and, 972
B-cell clonal deletion, 925
tolerance to, 922

Four-α-helical-bundle cytokines, 708,
708f, 709, 709t

Fox3, Treg cells and, 956
Foxp3, 400

chromatin immunoprecipitation
method, Foxp3+, 953

expression, CD4+CD25+Treg, 948
Foxp3+, 476

transcription factors, 953, 953t
Foxp3 mRNA expression, Ontak, 974–975
Foxp3+ Treg, 962

extrathymic origin of, 951–952
gene expression, analysis of, 953, 953t
suppressor mechanisms, in vitro

studies, 954–956, 954f, 955t
TCR repertoire analysis, 950–951

Foxp3-deficient mice, study, 948
Foxp+Treg, TGF-β, 958–959
Fr. C-prime, B cell development, 249, 249f
FR2, 133
Framework loci, KIR genes, 494
Free energy

equations, antigen-antibody
interactions, 154

temperature and, 155
FREPs (Fibrinogen-related protein), 59f,

70
FRET. See Fluorescence resonance energy

transfer
Friend virus (FV), immunosuppression,

976
FTOC, T cells and, 909
Fungal pathogens, neutrophils, 819
Fungi, Th1 response and, 743
Fusion partner cells, hybridomas, 182

FV. See Friend virus
fyn, CD3 molecules and, 351

G
G protein-coupled receptor family

(CPCR), 109
G proteins, 814
G8/T22 complexes, 337–339
GAD, human autoimmune diabetes, 1374
GAGs. See Glycosaminoglycans
Gain-plus-loss-mutations, 583
β–galactosidase-monoclonal antibody,

studies, 676
GALT (Gut-associated lymphoid tissue)

cartilaginous fish, 95
HIV1 and, 1210
L-selectin and, 1001
mammals, 99
organogenesis, distinct pathway,

994–996
vertebrates, 93–94, 94f

Gamma globulins, historical perspective,
129–130

GAPs. See GTPase-activating proteins
GAS motifs, protein binding, 739
Gastric lymph node, effector T cells, Treg

and, 966, 966f
Gastrointestinal autoimmune diseases,

1357–1358
Gastrointestinal bacterial flora,

antibiotics, 1189
GATA factor serpent, 67
GATA-3, 384–385
GBP proteins, antiviral functions, 445
GC. See Germinal center
GC B cell, antigen binding capacity, 302
GC TFH cells, 302
GCA. See Giant-cell arteritis
γ -chain

mast cells, 697
mutations, XSCID, 715–716
sharing of, rationale for, 716–717

GEFs. See Guanine-nucleotide exchange
factors

GEMMs. See Glycolipid-enriched
membrane microdomains

Gene(s)
activated, CD4+CD25+ T cells, 953,

953t
cell death and, 834
disease, 1291
dosage, horizontal evolution and, 813
duplication, 60
expression

B lymphocytes, 5f
Ig rearrangement and, 247–248, 248f

families, immunity and, 61–63
historical perspective, 130
immunodeficiency-causing, 1523,

1524t
inflammatory chemokines and, 813
initiating autoimmunity, 1339
libraries, monoclonal antibodies and,

182
location, IL-7, 714
mammalian pigmentation, vitiligo,

1371
mammals, 75, 94f
plasma cell differentiation, 893
products

mutated, 1495–1496
tumor antigens and overexpressed,

1493–1494

profiling analysis, CLL, 262
replacement therapy, virus, 1159–1160
segmental conservation, V domain

diversity, 133
splenic development, 41–42
systemic autoimmune disease, 1300
T1D, 1347

“Gene knockouts,” V gene assembly
recombination, 203

Gene targeting, 264
experiments, murine models, 226–227

Gene transcription, microarray analysis
and, 359

Gene transfer
viral vectors for, 1159–1160
xenotransplantation, 1072

Gene-deficient mice, mammalian organ
development, 786

185/333 genes, 70
Genetic ablation experiments, Bcl-2 gene,

852
Genetic engineering

antibody, 183
humanized monoclonal antibodies,

184
Genetic polymorphism, Mhc genes, 582
Genetic studies

caspases, 849
lymphokine withdrawal death, 840

Genetically deficient mice, Treg-mediated
suppression, resistance to, 961,
961t

Genetically engineered pertussis toxin
(PTX), enterotoxin-based
mucosal adjuvants, 1019–1020

Genetically modified plants (GM plants),
vaccines, 1022

Genetics
systemic autoimmune disease,

1297–1298
vitiligo, 1371

Genome project studies, 116–117
Genome sequence analysis, NKrp!, 501
Genomic DNA, 1069
Germinal center (GC)

B cells, 290, 875
affinity maturation, apoptosis and,

301–302
B cell memory, 303
cell cycle arrest, apoptosis and, 301
mouse, 254–255
SHM, 220

differentiation, human fetal
development, 260–261

IG gene alterations, 216–231
reaction, 299–302

memory B cells and, 299f
spleen, 41

Germline diversity
V gene assembly recombination,

213–216
human Igh locus, 214–215

VH segments, 214
light chain genes, 215–216
murine Igh locus, 214

Germline STAT 1 mutation, 1545
Germline transcripts, isotype-specific

regulation, 226
Germline-encoded BCRs, 304
Germline-encoded receptors, 518
GI tract (Gastrointestinal tract),

lymphocyte homing, 1001–1003,
1002f
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Giant-cell arteritis (GCA), 1319
clinical manifestations, 1319
pathogenesis, 1319

Giardia
immune recognition, 1112
NOS1, 1111
vaccine testing, 1121

Giardia lamblia, VSG, 1112
Gi-dependent effectors, 814
Gi-independent effectors, 814–815
GILT, 623, 654
GITR. See Glucocorticoid-induced

TNF-like receptor
GITR-L, Treg and, 960
gld. See Fas ligand gene
Glioblastoma, CXCL1, 828
Global health, parasitic pathogens,

1098–1099, 1098t
Global immunization, 1285
β-globin promoter, SHM and, 220
Glomerular diseases, incidence of, 1368f
Glomerulonephritis (GN), 1368
Glucocorticoid-induced TNF-like

receptor (GITR)
mucosal tolerance, 1015
Treg and, 960, 960f

Glucocorticoids, inflammatory
chemokine gene expression, 815

Gluten
celiac disease, 1025
T1D, 1348

Glycine, CDR-H3, B cell development,
135, 135f

Glycolipid-enriched membrane
microdomains (GEMMs),
275–276

Glycolipids, 632
M. tuberculosis, 1166

Glycophosphatidylinositol toxin, malaria,
1280

Glycoprotein, 632
endothelial, 1438–1439

allogenic, 1438
Glycoprotein 49B1, mice, 589–590
Glycoprotein desmoglein-3. See Dsg3
Glycosaminoglycans (GAGs), 806
Glycosaminoglycans gene (GAGs gene),

HIV and, 1205, 1206f
Glycoshield, 638
Glycosylceramide ligands, NKT cells,

525–526
GM plants. See Genetically modified

plants
GM-CSF, 709, 717, 717t

treatment, 816
GN. See Glomerulonephritis
Gnathostome immune system, natural

killer receptor families, 103
GNBP (Gram-negative binding proteins),

69–70
Gold compounds, RA, 1373
Goodpasture’s disease

IgG antibodies, 698
murine model, 699

Gout. See Urate crystal arthritis
gp 130 cytokines

overlapping actions of, 718, 718t
receptors and, similarities of, 721
receptors sharing, 718–720, 718t

Gp120 glycoprotein, conformational
states of, 155

GPF+ cells, thymus and, 400
G-protein-coupled receptors, HIV-1, 1207

Graft arteriosclerosis, 826
Graft injury

graft rejection and, 1454
GVHD and, 1454

Graft rejection
accelerated, 1440–1441
acute cellular, 1441–1450, 1442f

cell trafficking during, 1443–1444
cytotoxic mechanisms of, 1446–1447
graft-infiltrating cells in, 1447–1451
non-CTL mechanisms in, 1447
sensitization during, 1443–1444

acute, effector mechanisms of,
1446–1450

acute humoral, 1440–1441
allorecognition and, CD4

cell-mediated, 1445
antigen recognition in, 1444–1446
CD8 cells, cross-primed and, 1446
CD8+ T cells and, 1445–1446
chronic, 1450–1452

immunologic mechanisms of,
1451–1452

pathologic manifestations of
experimental, 1451, 1451f

cytokines as mediators of, 1449–1450
cytokines, regulatory and, 1453
donor antigens responsible for,

1433–1439
eosinophils and, 1449
graft injury and, 1454
hyperacute, 1439–1440, 1439f
innate immunes system and,

1454–1455
macrophage-like cells and, 66
macrophages and, 1449
manipulations to prevent, 1455–1474

drugs, 1456, 1456t
nonspecific techniques as, 1456–1457
anti-T-cell antibodies as, 1456–1457

mechanisms of, 1439–1452
MHC antigen, 1434
monocytes and, 1449
NKT cells and, 1449
physiologic interactions that modulate,

1452–1455
preformed antibodies and, 1439–1440,

1439f
T-cell

activation and, 1452–1453
help in, 1444–1446

transplanted organ and, presence of,
1453–1454

Graft rejection assays, 109
Graft, survival

antigen matching and organ,
1481–1482, 1482t

long-time, 584
Graft-versus-host disease (GVHD), 584,

588, 1426
acute, 1441–1450
acute cellular

cytotoxic mechanisms of, 1446–1447
graft-infiltrating cells in, 1447–1451
non-CTL mechanisms in, 1447

antigen recognition in, 1444–1446
cell trafficking during, 1443–1444
chronic, 1450, 1452
control of, Treg, 971–973
cytokines as mediators of, 1449–1450
cytokines, regulatory and, 1453
effector mechanisms of, 1446–1450
graft injury and, 1454

IL-18-deficient mice, 755
innate immunes system and,

1454–1455
NKT cells and, 1449
physiologic interactions that modulate,

1452–1455
sensitization during, 1443–1444
T-cell

activation and, 1452–1453
help in, 1444–1446

Gram-negative bacteria
LPS, 429
outer cell membrane, 1185
surface structure, 1183, 1185–1186

Gram-negative binding proteins. See
GNBP

Gram-positive bacteria
lysozyme, 985
surface structure, 1183, 1185–1186

Granule exocytosis, 486
Granulocytes, allergic inflammatory

responses, 23
Granuloma

development, CD4+ T cells, 1119
formation studies, immune deviation,

1119
Granulomatous inflammation, Th2

responses, 1118
Granulysin. See Microtubule organizing

center
Granzyme B, intracellular parasites, 1107
Granzymes, 486
Grave’s disease, autoimmune features,

1344
Griffonia simplicifoliam, NKT cells, 531
Group A oligosaccharides, blood group

antigens, 635
Group A streptococci, vaccines against,

1269–1270
Group B streptococci, neonate and, 1190
Growth factors

cytokines v., 707
stromal cells, 246

Growth hormone
structure, 710–711, 710f
type I cytokines, 708

Growth hormone/growth hormone
receptor site, 711

Growth retardation, IL-1Ra deficient
mice, 761–762

GTPase-activating proteins (GAPs),
chemokine-signaling pathways
and, 814

GTPases, 353, 354f
IL-1 signaling, 771

GTP-binding protein, 353, 354f
Guanine-nucleotide exchange factors

(GEFs), 280, 353, 814
Vav-Rac pathway, 281

Gut
E. coli, 1190
rabbit B cells, 263

Gut flora, cross-reactive anti-PS
antibodies, 1195

Gut-associated lymphoid tissue. See GALT
GVHD. See Graft-versus-host disease

H
H chain(s)

V domain, sequence conservation and
hypervariability, 131, 131f

genes, 126, 127f, 128f, 201
Fab, 127f, 132, 132f
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H chain(s) (continued )
immunoglobulin V assembly, mice,

133
organization, 84f

Ig molecules, 9–10
H. influenzae type b, vaccine, 638
H. Polygyrus, 1109
H. pylori, 1264–1265

cytotoxin-associated gene A, 1188
H1N1 virus, 1132
H2 genes, mutations of, 583
H2 haplotype, as mouse strains, 572, 576t
H2 locus, mutations in, 590
H2-Dd interactions, with C-type lectinlike

receptor, 609, 609f
H2-Kβ/peptide, KB5–C20 TCR v., 603,

607f
H2-M3 molecule, 599, 1175
H2O, antigen-antibody interactions, 137
H5N1 virus, 1132, 1273–1274
H5N2 virus, 1273
HAART (Highly active antiretroviral

therapy), 1214, 1215
HIV and, 1211

HAE. See Hereditary angioedema
Haemophilus influenzae B vaccine,

1265–1266
Hagfish Variable lymphocyte receptor

system (VLR system), 77, 77f
Hairpin coding ends, 206

V gene assembly recombination, 203
RAG proteins, 205

Halocynthia roretzi, allorecognition, 111
Halothane hepatitis, 1367–1368
Haploidentical transplantation, Treg and,

973
Haplotype, mhc, 572
Hapten inhibition, 633

Salmonella O antigen, 635, 635t
Haptens, 631–632
Hashimoto’s thyroiditis, autoimmune

features, 1344
Hay fever, ISS products, 1247
Hb 64-76 specific T-cell clones, 671
HCMV. See Human cytomegalovirus
HDLs. See High-density lipoproteins
Heart transplant rejection, CCR5 and,

827
Heart transplantation, 1475
Heat shock proteins (HSP)

cancer therapy with, 1504
parasites and, 1101
T1D animal models, 1351

Heavy chain constant domains,
numbering of, 139

Heavy chain genes (CH genes), 195–198
genomic organization, 196

Heavy chain Ig genes, 196, 196f
Heavy chain locus

B lineage cells and, 247
immunoglobulin gene loci, 193

Heavy chain, structure and function,
139–146

Heavy chain switch, 224–231
Heavy chain transgenic mouse model,

MZ B cells, 257
Heavy chain VDJ gene, 224
μ heavy chain, B cell development,

248–249
HEL antigen. See Hen eggwhite lysozyme

antigen
Helice A, cytokine receptor interactions,

709

Helice AB loop, cytokine receptor
interactions, 709

Helice CD loop, cytokine receptor
interactions, 709

Helice D, cytokine receptor interactions,
709

α-helices, 708–709, 709t
Helicobacter polygrus, allergic airway

responses and, 970
Helicobacter pylori

urease, 1187
vaccines, 1264–1265

Helix-loop-helix family of transcription
factors, B lineage cells, 242

Helminth parasites
IL-13, 722
infections, eosinophils, 1110
Th2 response and, 743, 1109
TLR and, 1104
vaccines against, 1124–1125

Helminth-conditioned dendritic cells,
1106

Helminth-induced immune response,
1105

Helper T cells
antibody responses, 16–17
antigens and, 648
epitopes, B-cell epitopes, complex

protein antigen and, 675–676
memory B cells, 294f
subsets

signaling pathways, 416
transcriptional regulators, 416–417

Hemagglutination, 178–179
cross-reactivity, 171

Hemagglutination inhibition, 178–179
Hemagglutinin (HA), humoral immune

responses, 1132
Hematopoiesis

chemokine regulation, 816–817
IL-11, 719
lymphoid tissues, vertebrates, 93–94

Hematopoietic cell(s)
origins, invertebrates hematopoiesis,

67
peripheral tolerance and costimulatory

blockade with infusion of donor,
1471–1472

positioning, peripheral tissue, 817
thymus graft, 905
tissue macrophages, association of,

552, 552f
transplantation, 1476–1477

HLA and, 1482–1483
Hematopoietic cytokines, 717, 717t
Hematopoietic organs, in vertebrates,

67
Hematopoietic progenitor cells, IL-11,

719
Hematopoietic stem cells (HSCs), 4, 5f, 28

B cells from, 237, 238f
NK cells, 505
Sp/AGM, 238
thymus development, 33
transplant recipients, 584

Hematopoietic tissue, B1 B cells, 290
Hematopoietic-derived DCs, thymocytes

and, 408
Hematopoietic-specific adapter proteins,

T cell activation, 353–355
Hemocytes

blood cell differentiation, 65
Drosophila, 67

responses of, cell populations and,
67–69

Hemodynamic shock, IL-1β, 752
Hen eggwhite lysozyme (HEL) antigen,

257
Hepadnavirus, hepatic infections, 1144
Heparin-induced thrombocytopenia

(HIT), chemokine system and,
826

Hepatic acute-phase proteins, IL-1Ra
deficient mice, 761–762

Hepatic autoimmune diseases,
1358–1368

Hepatitis A, 1270
Hepatitis, autoimmune pathogenesis,

1333
Hepatitis B, 1270–1271

carrier rates, 1270
HLA-DRB alleles, 590
human memory B cells, 883–884
immunoproteasome, 656
ISS products, 1247
vaccine, 1239–1240

INFγ , 1250
Hepatitis C, 495, 1270–1271

adhesion molecules, 41
cytokine production, 976
HLA-DRB alleles, 590
IscomatrixTM, 1246–1247
ISS products, 1247

Hepatitis E, 1270
Hepatocyte stage, 1278, 1278f
Hepes simplex, IL15, 510
Herceptin. See Trastuzumab
Hereditary angioedema (HAE),

complement defects, 1070
Hereditary hemochromatosis (HH),

589
Herpes simplex virus (HSV-1), 976

β-defensins, 984
TAP, 660

Herpes virus, 335–337, 509, 591, 1135,
1150

chemokine receptor family, 1153
IFN-γ , 1137
superantigen-like activities, 332

Herpes virus entry mediator (HVEM),
781, 1134

Herpes virus-induced keratitis, animal
models, 1356

Herpesvirus entry mediator
(HVEM)-BTLA switch, 787f

Herpetic C virus, MAVS, 439
Heterodimeric growth hormone/ growth

hormone receptor/prolactin
receptor structure, 711

Heterodimeric receptors, 711
Heterodimers, 126, 127f, 128f

STATs as, 734–735
αβ heterodimers, 324
γ δ heterodimers, 324
Heterogeneous antiserum, specificity

and, 174
Heterozygosity, 1429–1430
HEVs. See High-endothelial venules
Hexahelical bundle, apoptosis and, 855
HFE protein expression, 589
γ –H2AX, v(D)J recombination, 230
HH. See Hereditary hemochromatosis
HIb vaccine, 1265
High affinity allele, lymphoma, 699
High affinity B cell memory, 290
High affinity plasma cells, 305
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High mobility group box transcription
factors (HMG-box transcription
factors), 395

High-affinity altered peptide ligands
antigenicity, enhanced and, 1498–1499
immunogenicity of, 1498–1499

High-affinity IgE FcR, 691
subunits of, structure, 685

High-density lipoproteins (HDLs),
parasites and, 1100

High-dose intravenous γ -globulin (IVIG),
701–702

antiinflammatory activity of, two-cell
model, 701, 702f

High-endothelial venules (HEVs)
B cells, 293
immunization and, 38
lymph and, 36–37
lymph nodes, 34, 35f, 36

Highly active antiretroviral therapy. See
HAART

High-mobility group (HMG) box
transcription factors, 384

High-resolution crystallographic
structures, MHC-1 molecules,
594–596

HIGM-2. See Hyper-IgM syndrome-2
Hilleman, M., vaccines, 1234
“Hinges”

IgA, 142–143, 143f
IgG, 137–139, 138f
properties of, 138f

Histocompatibility
antigens, placenta and, 935–936
congenic strains and, 1431–1432, 1432f
genes, estimating number of,

1430–1431, 1430f
molecular mechanisms of,

nonvertebrates, 117
reactions

meaning and selection, 111–112
plants/invertebrates, 109–110

systems, inbreeding and, 111
testing, family studies in, 586–588

Histocompatibility antigens, 583
Histone interactions, DNA and, 210
Histone-reactive T cells, 1293
“Historical peak,” 585
HIV (Human immunodeficiency virus), 3,

511, 548, 654, 664, 669, 672, 743,
976, 1132–1133, 1135, 1145,
1157

adhesion molecules, 41
antibody response, 1217–1219
antibody-based vaccines, 1274–1275
benign clinical courses, 1212
CCR5 effects, 822
cholera vaccine and, 1261–1262
chromosomes and, Mhc-encoded

molecules, 571
clinical course variation, 1212–1214
clinical trial website, 1276
complement and, 1064t, 1066
CTLs, 1011
β-defensins, 984
host chemokine system, 805
immunology of, 1204–1229
ISS products, 1247
mucosal immune system and,

1022–1024
neutralizing antibodies, 647
NK cells in, 513
Peyer’s patches, 43

programmed necrosis, 846–847
protein, assembled topographic sites,

642
recombinant virus vectors, cellular

immune response, 1226–1227
SIVcpz v., 1209
soluble recombinant receptors, 647
SPR, 180, 180f
T cell-based vaccines, 1275–1276
thyroid diseases, 1344–1345
TPPII and, 657
Treg, 977
tuberculosis, 1268
vaccine

ASO2, 1246
envelope genes, 1226

viral escape, 1151
viral replication, mutations in, 1226
virion structure, 1205, 1205f
virus cell entry and, 1134
world wide geographical regions, 1205f

HIV western blot, 180
HIV-1 (Human immunodeficiency

virus-1)
animal models, 1208
binding and cell entry, 1206, 1207f
CD8+ T lymphocyte response,

1219–1222
genomic organization, 1206f
immune control, 1216–1217
immunobiology and, clinical

consequences, 1210–1211, 1210f
immunology of, 1204
replication, 1207
transmission, 1209–1210
vaccine, 1223–1227
viral sequences, 1207–1208
Western blot, 179–180, 179f

HIV-1 envelope glycoprotein trimer,
1218, 1218f

mutations of, 1219
HIV1-envelope-specific monoclonal

antibodies, 1225
HIV-1-specific Abs, 1023
HIV/AIDS

ASO2, 1246
CCR5 effects, 822
immunology of, 1204
Streptococcus pneumoniae vaccines, 1267

HIV/SIV, 1022–1024
HIV-specific CD8+ T lymphocytes, viral

clearance and, 1220, 1220f,
1217

HLA
class I alleles, 572, 574t
class I antigens, immune escape and,

1515
class II alleles, 572, 575t

T1D, 1347
class II haplotypes, genetic basis,

580–581, 581f
compatibility, functional test of, 588
gene products, codominant expression

of, 587f
genotypes, KIRs, 495
haplotypes, family studies, 586f
hematopoietic cell transplantation and,

1482–1483
loci, nomenclature of, 572, 573t
mismatches, renal graft survival and,

386f
nomenclature of, 572, 573t
spondyloarthropathy, 589

supertypes, 674
transgenic mice, epitope identification

through, 1495
tumor antigens and, 1491, 1491t

HLA-A2, 594–595, 595f
and B27, 658

HLA-A3 superfamily, 674
HLA-A68, 596
HLA-A+B=DR mismatches, 386f
HLA-B27

ankylosing spondylitis, 589
argine and, 596

HLA-B27-derived peptide, ocular
autoimmune diseases, 1356

HLA-B*2705, 596
HLA-C ligands, 494
HLA-C molecules, serologic

identification, 581
HLA-Cw ligands, KIR2D molecules and,

608, 608f
HLA-DM, peptides and, HLA-DR1

binding and, 661, 661f
HLA-DP, allogeneic stem cell

transplantation, 586–587
HLA-DR1

color ribbon representation, 596, 597f
pockets, location of, 598, 598f
structure, 598, 598f

HLA-DR2, narcolepsy, 589
HLA-DRA genes, 580
HLA-DRB, 580

hepatitis virus, 590
HLA-DRB1 locus, disease and, 588, 589t
HLA-F molecules, serologic

identification, 581
HLA-G molecules, serologic

identification, 581
HLA-H molecules, serologic

identification, 582
H-like related proteins, 1055t, 1058
HMG box transcription factors. See

High-mobility group box
transcription factors

Hoffman, 548
Homeostasis

mature T cells, 926–927, 927f
T cells, 409–410, 409f

Homeostatic chemokines, 804
Homeostatic cytokine signals, ACT and,

1510
Homeostatic expansion, 878
Homeostatic leukocyte trafficking,

transendothelial migration, 814
Homing receptors, inflamed skin and,

872
Homodimers, type I cytokines and, 711
Homologous antibodies, 182
Homologous antigen, 170
Homology regions, bcl-2 gene family,

851
Hookworm, ES proteins, 1101
Hopscotch gene codes, Drosophila and,

729
Horizontal evolution, gene dosage, 813,

814
Hormones

B lineage pathway, 246
cytokines v., 707
placenta and, 936
SLE, 1309

Horror autotoxicus, 898
Host antidonor antibodies, 585
Host antigens, epitopes mimicking, 1198
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Host B cell immune system, bacteria and,
1193–1195

Host, bacterial invasion, 1189–1190
Host cells

L monocytogenes, 1168
targeting, bacterial pathogens, 1167

Host defense
chemokines, 804
innate recognition, parasitic infection,

1099–1107
lymphotoxins in, 789t
MAC, 1059
MHC molecules, 570
microbial infection, mechanism

categories, 428
mucosal immune system, 1018–1022
naı̈ve T cells, 414
pathogens, NK cells in, 509–512
protozoan pathogens, cellular

mechanisms, 1100–1102
Host defense pathways, toll-like receptor

domain-containing proteins, 431
Host genetic factors, HIV, 1212
Host immune response, subverting,

bacterial mechanisms, 1177
Host ligands, MHC molecules v., 570–571
Host MHC- environment, NK cell

tolerance, 507
Host organism, innate immune

recognition, 429
Host pattern recognition, parasites,

1102–1103
Host phagocytes, encapsulated

gram-positive bacteria, 1196
Host protection, 346
Host reaction, macrophages, 557
Host resistance, parasites, effector

mechanisms, 1107–1111
Host response, TLR and, 1104
Host species

bacteria, 1183, 1185–1186
gram-negative bacteria, 1183,

1185–1186
Host-encoded enzymes, 1101
Host-limited factors, immunogenicity

and, 646
Host-parasite genomic databases, 1125
HPV. See Human papillomavirus
HSCs. See Hematopoietic stem cells
HSPs. See Heat shock proteins
HTLV-virus, chromosomal

translocations, 323
Human

Fc receptors, immunoglobulin
interactions, 144–145

Fcγ R interactions, affinity of, 692t
germinal center differentiation, fetal

development, 260–261
IgE FcR genes, 689
Mhc II genes, 580
MHC-specific receptors, 496–497
TCR α/δ locus, 319–320, 319f
TCR γ locus, 319f, 320
TCR genes, organization, 319f

Human 7TM chemokine receptors,
chemokine specificities for,
810t–811t

Human 685 kb β-chain gene locus, 320
Human antibody gene sequences,

recovery, 182
Human bone marrow, developmental

stages, B lineage cells, 259–260,
260f

Human C chemokines, 807t–808t
families, 806t

Human CD4+ cells, CD 25 expression,
Foxp3 expression and, 949f

Human CD4 T cells, CD28, 463–464
Human CD94/NKG2, 495–496
Human chromosome 5, IL-4, 714
Human clan I VH sequences, 134f
Human CX3C chemokine families, 806t
Human CXC chemokine families, 806t
Human cytomegalovirus (HCMV), 3, 495,

510, 591, 1159
apoptosis, 1157
MHC-Iv molecules, 602
multiple TLRs and, 1251
viral escape, 1157

Human diabetes mellitus, T1D animal
models v., 1351

Human dimeric S-IgA1 molecule, 1005,
1005f

structure, 1005–1007, 1005f
Human diphtheria toxin receptor,

Foxp3+ T cells, 948f
Human diseases

DCs, 479
NK cells in, 513
pathogenic factor in, complement as,

1064–1066, 1064t
soluble IL-2 receptors in, 724, 725t
therapy, TNF and, 796–799
Treg function in, 977–978, 977t

Human Exo 1 protein, MMR machinery
and, 223

Human external secretions, Ig levels,
1003t

Human genetic diseases, TNF
superfamily, 797t

Human genome, VC1-encoding genes,
115

Human genomic clones, 195–196
Human germline κ locus, 215–216
Human germline Vλ locus, 215–216
Human heavy chain genes, cloning, 196
Human hybridomas, 182
Human IgG1 antibodies, human IgG2

antibodies v., 1196
Human IgG2 antibodies, human IgG1

antibodies v., 1196
Human IgH locus

cloning, 196, 196f
germline diversity, 214

Human IL-12, murine cells and, 727
Human immunodeficiency

cytokine-related causes, 743–745
Tyk2 mutations and, 730

Human immunodeficiency virus-1. See
HIV-1

Human λ locus, 198–199
Human leukocyte subsets, human

chemokine receptors,
specificities for, 812t

Human LILR (Leukocyte Ig-like
receptor), LCR and, 495

Human memory B cells, 891
maintenance of, models for, 883–884

Human Mhc, major genes of, 573t, 579,
580

Human MHC-Ia molecules, with ligands,
602, 604t
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IL-1Ra treatment. See Anakinra
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pre-BCR signaling, 250
receptor, SCID and, 1537
receptors, schematic of, 716f

IL-7Rα, CD4+ memory T cells, 878
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IL-26, 726–727
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IL-33 (IL-1F11), 751, 764–765
ILFs. See Solitary lymphoid follicles
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ACT as, 1504–1513
Immunomodulatory therapy, signaling

molecules and, 370
Immunopathologic mechanisms,

regulation of, 1114–1120
Immunoproteasome, 655–656
Immunoreceptor tyrosine-based

activation motifs (ITAMs), 76,
505, 685–686, 702

B cells, antigen presentation, 285
BCR and, 272
BCR signaling, 273–275, 283–285
CD3 polypeptides, 317
FcR structures, 687f
lipid rafts, 275
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bacterial infections, mycobacterial
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Infectious disease
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Inflammasome-mediated defense,
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eosinophil recruitment, sites of,

1411–1412
Fc receptors and, 684–705
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Inflammatory chemokines, 430, 804,
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Inflammatory cytokines, 429, 430
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Inflammatory diseases
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Inflammatory leukocyte trafficking,
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Inflammatory monocytes, 819
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Inflammatory response
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FcRs, 699
lectin/complement pathways, 74
TLR3 and, 433
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psoriatic arthritis, 798
ulcerative colitis, 798
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virus
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M cell and, 997
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mx-1 gene, 445
pandemics, 1145

Inherited classical pathway complement
deficiency, 1064

Inhibition of complement activation,
1070
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Innate immunity triggering pathways,
75–76
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Innate recognition
host defense, parasitic infection,

1099–1107
parasites and, pattern recognition

receptors and, 1102–1104
Innate surface recognition molecules,

signaling through, 75–76
Innate system cells, dendritic cells and,

476–477
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human autoimmune diabetes, 1374
IDDM2 and, 914
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T-cell response, 652
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pathway, 281

TCR engagement, 358f
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“Interferon-like response,” virus and, 76
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specific under IFN-α, IFN-β, etc.
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JAK kinases and, 729
memory T cells and, 878
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pathways, viral PAMPs, 1136
receptors, 725–727

signaling through, 727–728
regulatory factors. See IRFs
research, 708
signaling, JAK kinases and, 729–730
type 1, 725–726

innate immune system, 427
STAT proteins, 738

type 1 cytokines and, receptors of,
706–749

type 1 cytokines v., 709, 709f
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Interleukins (IL), 707. See also specific
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parasites, 1109
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Intestinal homeostasis, CD25+CD4+Treg

cells, 1014
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Intestinal protozoa, B cell vaccines,

1120–1121
Intestinal S-IgA Abs, pathways, 998–999
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immune response, 1165–1181
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Intracellular bacterial pathogens

killing, 1176
routes of acquisition, 1168–1169
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BCR signaling, 273f
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Intracellular recognition systems,

439–441
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developmental potential of,
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virus response, 75–76
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T-cells, 675
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IRFs (Interferon-regulatory factors),
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IL-6 signaling, 729
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inhibitors, 797
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KGF. See Keratinocyte growth factor
Kidney transplantation, 1474–1475
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Killer Ig-like receptors. See KIRs
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1545
Kinetics of immune response,

autoimmune process, 1342,
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peptidoglycan-polymerization,
1183

LAK cells, NK cells v., 484–485
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innate immune responses, 1170
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blood cell differentiation, 65
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Leukocyte Ig-like receptor. See Human
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Leukocyte receptor complex (LRC), 489
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LFA-1, 357
Rap-integrin pathway, 281

LGL morphology. See Large granular
lymphocyte morphology

Licensing hypothesis, NK cell tolerance,
507–508, 508f

LIF. See Leukemia-inhibitory factor
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604t
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and, 182
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chemokine-signaling pathways, 814
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Lipid particles, 528–529
Lipid rafts, 363

BCR signaling, 275–276
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Lipidated peptide vaccines, 1248
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from, 1410
Lipopolysaccharide. See LPS
Lipopolysaccharide (LPS), chemical

structure of, 633, 634f
Liposomes, adjuvant effect of, 1248–1249
Lipoteichoic acid (LTA), B cells, 293
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MHC Class I-restricted T-cell response,

1174–1175
T-cell epitopes and, 672

Live attenuated vaccines, 1252–1253
Liver

autoimmunity, pathogenesis of, 1365f
cancer, hepatitis C, 1271
cell, hepatitis C, 1271
disease

complement and, 1064
S. mansoni, 1114

extracellular bacteria, 1192
F protein, T cells and, 909
γ δ T cells, 532
human B cell development, fetal,
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transplantation, 1475
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Livestock, parasitic pathogens, 1098
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669
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knockouts, 656
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knockouts, 656
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of, 326, 326t
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anergy and, 928
lpr, 369
LPS (Lipopolysaccharide), 429

B cell anergy, 924
DCs and, 456
gram-negative bacteria, 429
TLR4 expression, 432

LRC. See Leukocyte receptor complex
LRR. See Leucine-rich repeats
L-selectin

bone marrow, 30
GALT and, 1001
spleen, 41

LTA. See Lipoteichoic acid
LTαβ-LTβR, 786–788

pathway, lymphocyte development and,
788

LTβ, 786

LT-β-mediated signaling, embryonic
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LTNP. See Long-term nonprogressors
Lung clearance assay, NK cells, 509
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Lung transplantation, 1475
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homing in, 1003
Lung-stage larvae, proteins and, 1100
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monoclonal antibodies, 185–186
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splicing of, 492
Ly49 receptors

MHC-I specific, 491
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conduit system and, 36
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ACT trafficking to, 1508–1509
bone marrow, 30
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F4/80, 554–555
immunization and, 38, 39f
microenvironments, migration within,

820–821
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IL-10, 1114
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embryogenesis and, 37
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Lymphatic vessels
immune response, 36
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survival, systemic autoimmune

disease, 1300
γ δ lymphocytes, parasites and, 1101
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IgE FcRs, 685
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Lymphoid chemokines
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B cell memory and, 893
Lymphoid organogenesis, 37–38
Lymphoid organs, 27–55

B cells, 875
T cell lineage progenitors, 407–408
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thymus, 382

Lymphoid progenitor (ELP), sphenotypic
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Lymphoid tissues, 27–55
evolution of, in vertebrates, 94–95,

94f
jawed vertebrates, cells of, 93–99

Lymphokine withdrawal death, immune
response and, 840

Lymphokines, immune system and, 707
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autoimmune disease and, 946,
946t
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CD4+Foxp3+ T cells, 970
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1543–1544

Lymphotoxin (TNFβ), 18, 107, 785
host defense, 789t
thymus, 33

Lysis, complement and, 1066
Lysozyme (Muramidase), 443
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macrophage gene expression, 563
T-cell repertoire expression, 651
T-cell response, 652

Lysozyme-specific B cells, 923

M
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reovirus, 1011
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(mAB), 1021

M protein peptides, T cells and, 1198
M. Tuberculosis, IFNγ , 1176
mAB. See M cell-specific monoclonal

antibody
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host defense and, 1059
parasitic infections, humoral defense

mechanisms, 1099, 1100
terminal pathway, 1058–1059

Mac-1, 1062–1063
Mackaness, 548
MAC/perforin domain (MACPP), 74
MACPP. See MAC/perforin domain
Macrophage(s), 615, 684

activation
cytokines, role of, 557, 558f
microbial stimuli, role of, 557, 558f
modulation in vitro, 564–565

autophagy pathway, 560f
bone marrow, 551–552
ES cells, 548
Fcγ R expression, 689
fetal liver, 551–552
graft rejection and, 1449
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signaling pathways, 1104–1105
phagocytic pathway, 559f
phagocytosis and, 547–569
properties of, immune functions and,

549–565
spleen, 553–554
study, history, 547–549
thymus, 32, 552–553, 553f
viruses, 1153–1156, 1154f

Macrophage activation syndrome, NK
cells in, 513

Macrophage gene expression, and
secretion, 563–564

Macrophage mannose receptor (MR),
436–437

Macrophage phenotype, modulation of,
564, 565t

Macrophage protein kinase C (PKC),
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and, 66
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MAGE genes, 478
MAIT cells, 519, 520t, 523, 539–540

development, 535
mucosa-associated invariant T cells,

990f, 992
NKT cells, 531–532
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Major histo-compatibility complex. See
MHC

Malaria, 1114
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ASO2, 1246
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122f, 1121–1122
humoral mechanisms, 1108–1109
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1153, 1154f
liver stages, vaccination against,

1123–1124
PfEMP-1, 1113
T-cell epitopes and, 672
vaccines, 1277–1280

Malaria sporozoites, NANP, 646
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humoral antibody and, 1121
Malaria-mouse models, 1117–1118
Malignancy, 745

NK cells in, 513
treatment, 261–262

Malignant tumors, IL-1β, 756
MALP-2, 433
MALT1, 356
MALTs, 992
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994–996, 995f

Mammal caspases, 847, 848f
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properties of, 227–228
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pathway, 786–788
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Mammalian STAT proteins, 734
Mammals

genes, 75, 94f
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99
SRCR superfamily, 71
thymic evolution and, 98–99

MAMPs. See Microbe-associated
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Mannose receptor-deficient mice, DCs,
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1054
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complement defects, 1069–1070
innate immunity and, 1242

MAP kinases
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IL-1 signaling, 770
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sequence, 639–642
MARCO (Macrophage receptor with
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receptors, 557
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macrophages, 554
spleen, 39–40, 40f

spleen, 39
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1194, 1195
development, 537–538
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BCR signaling, 537–538, 538f
NKT cells, 531–532
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type III responses and, 699

Mastocytosis, IL-9, 714
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Maternal-fetal interactions, NK cells and,

512–513
Maternally acquired antibodies, immune

responses, 1285–1286
Maturation

DCs, 452, 452f
by inflammatory cytokines, 456
phenomenon of, 455, 456f

Maturational arrest, B cells and, 900
Mature B cells

subsets, 290–292
cell surface phenotype, 291f

subsets of, 289
tolerance induction, 922–935

Mature T cells
signaling and, 938
tolerance induction, 926–930, 927f

Matzinger’s danger hypothesis, 1242
MAVS, 439
mb-1 gene, BCR and, 272, 272f
MBL. See Mannose-binding lectin
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MCMV, 511
MCP-1. See Monocyte chemoattractant

protein
MDA-5, 439
MDP. See Muramyl dipeptide
Measles

multiple TLRs and, 1251
panum, 863
T cells and, 469–470
vaccine, 1239, 1281
virus, 1132

Measles virus Edmonston B (MV-Edm),
cell death and, 1073

Medawar, skin graft experiments,
tissue-specific antigens,
912–915

Medium-sized-vessel vasculitis,
1319–1320

Medullary epithelial cells, cortical
epithelial cells v., 381–382

MEK1, 280
MEK2, 280
Melanization, invertebrates, 65f, 68–69
Melanocyte differentiation antigens,

1492–1493
Melanoma

CXCL1, 828
DCs, 478

Melanoma cell line, tumor rejection and,
973

Membrane IL-1α, 757
Membrane immunoglobulin, 127

secreted Ig v., 197
Membrane immunoglobulin

cross-linkage, 7f
Membrane markers

endoplasmic reticulum, 560t
phagosomes, 560t

Membrane perforation, complement and,
1058–1059

Membrane phospholipids, 528–529
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Memory B cells, 8, 1148

development, cellular and molecular
control, 306

differentiation, anatomic features,
875f

evolution, 299–300
GC pathway, 299f
generation of, 874–877
helper T cells, 294f
maintenance and value, 882–884
mouse, 255
response, TD antigens, 305
subsets, 303–304

Memory CD4+ T cells, HIV1 and,
1210

Memory CD8+ T-cell
generation, models of, 865–873, 866f,

1141–1142
viral infection, 1141–1142

Memory cells
lineage relationships, 420
maintenance and function of, 877–887
mitochondrial pathway of death, 841
phenotypic heterogeneity of, 887–891

Memory phenotype (MP), 877–878
Memory response precursors, 304
Memory T cells, 418, 419f

compartment, division of labor, 305
generation of, 864–874
mitochondrial pathway of death, 841
model, memory formation in, 418–419,

419f
phenotypic heterogeneity, 890f
TNFRSF members and, 791

Memory Th cell responses, 305–306
Meningitis Vaccine Project, Bill and

Melinda Gates foundation, 1266
Meningococcal infections

complement and, 1066
properdin deficiency, 1070

Meningococcal polysaccharide vaccine,
African meningitis epidemics,
1266

Meningococcus B, 1266
Merozoite stage malaria parasites, 1278,

1278f
humoral antibody and, 1121
vaccine approaches, 1279

Merozoite surface protein. See MSP-1
Meso-DAP, 440
Metastasis, CXCL1, 828
Metastatic melanoma, CD34

progenitor-derived autologous
DCs, 478

Metazoa, natural killing activity across,
76–77

Metazoan pathogens, 1098
Metchinikoff, macrophage study, 548
Methotrexate

joint damage and, 798
primary biliary cirrhosis, 1367
PV and, 1370
RA, 1373
systemic autoimmune disease, 1303

Methylcholanthrene (MCA), tumor
recognition and, 1490

Mhc
genetic maps, 578–582, 579t, 580t, 581t
maps, mouse/rat/human, 582
nomenclature, 572–573, 577–578

MHC (Major histo-compatibility
complex)

adaptive immunity and, 112–113
antigen deficiency, 1541
antigen presentation and, 18–22
antigens, 1433–1436, 1433t

allogeneic, 1435–1436
alloreactivity and, 1434–1435, 1435t
basic features of, 1433–1434
class I and II, 1433–1434
polymorphism and, 1434
tissue distribution and, 1434–1436

autoreactivity, 1295
binding, 656–657
Biozzi, 548
class 1 molecules, 1139–1140
class I alleles, HIV, 1212–1213
class Ib-restricted T-cell response,

intracellular bacteria, 1175
defective expression of, 1541
disease and, 588–590, 589t
evolution, vertebrates, 91f, 92f
genes

clinical transplantation, 584–586
genetic polymorphism, 582
organization, 90, 92–93
transplantation, 583–584

genetic maps, MHC, 578–582, 579t,
580t, 581t

haplotypes, T-cell response and, 650
matching, bone marrow

transplantation v., 385
molecules, 7, 8f, 570–613, 602, 602f,

672, 677
expression, 590–591
γ δIELs, 989–991, 990f
immunologic functions, 576–578
with ligands, complexes of, 602–607
molecular interactions, 610–611
NKG2D and, 990f, 991
peptides, 592–594
structure of, 591–592
t-cell repertoire expression, influence

of, 651–652
overview, 622f
polymorphism, high avidity T cells, 669
restriction, MHC molecule binding, 663t
summary, 811
T cells and, 325
vertebrates, 88–93

MHC agretope, epitopic residues, HIV-1
envelope, 669, 670f

MHC class I-like ligands, 525, 525f
MHC II-CLIP complex, 622
MHC- I/II structure, 88–89

C1 domains, 115
MHC II-li complexes, degradation of,

621–622
MHC II-Peptide assembly, 621
MHC-1

expression, natural killing and, 487,
488, 488f

inhibitory receptors, NK cells, 489
molecules

α-carbon backbones of,
superposition of, 597f
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structures, 594–596

MHC-II molecules v., 577, 579t
pockets A-F, 595f, 596
polymorphic amino acid residues,

597, 597f
virus and, 1159

peptide motifs, 593, 593t
presentation, 615–620

antigenic peptides for, 615–616
peptide generation, 616–617
transport pathways, 657–660,

657–661
restricted T-cell response, intracellular

bacteria, 1174–1175
MHC-1b molecules, 591
MHC-1-binding site, CD8αα, 607, 607f
MHC-1/Peptide multimers, NK cells and,

611
MHC-B bone marrow, thymic stromal

cells, 905
MHC/coreceptor interactions, 607, 607f
Mhc-encoded molecules, 571, 572
Mhc-I genes, human, 581
MHC-Ib molecules, specific, 599–602
MHC-II

autoantibodies, SLE, 1305, 1305t
genes

human, 580
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molecules, 596–599
α-carbon backbones of,

superposition of, 597f
DCs, 918
MHC-I molecules v., 577, 579t
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peptide-binding motifs, 594, 594t
polymorphic amino acid residues,

597, 597f
presentation, 620–624

transport pathways, 660–661
processing, 1158f
superantigen, 609–610, 610f

Mhc-II genes, transcriptional regulatory
sequences, 591

MHC-III, presentation, Ag uptake, 1008
MHC-II-like molecules, 577
MHC-independent NK cell inhibitory

receptors, 497
MHC-linked immune responsiveness,

T-cell recognition, 648
MHC/NK receptor, 607–609
MHC/p. See MHC/peptide complex
MHC/peptide complex (MHC/p), 577,

618
MHC/peptide/TCR complex, 603, 606f
MHC-restricted antigen recognition,

20–21
MHC-specific receptors, convergent

evolution of, 496–497
MHC/TCR interactions, 603, 606f
MIC proteins, 528–529
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epithelial cells, 609
NKG2D and, 609

Microarray analysis, gene transcription,
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Microbe-associated molecular patterns
(MAMPs)

PRRs and, 1102–1103
TLRs and, 1103t

Microbes
humans, 1182
PAMPs and, 429

Microbial adherence, igA antibodies,
1190–1191

Microbial adhesins, M cells, 1021
Microbial antigen, systemic autoimmune

disease, 1300–1301
Microbial cell wall, 528–529
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Microbial infections
host defense and, mechanism

categories, 428
lymphoid neogenesis, 45, 46t
NKT cells, 529–531, 530f

Microbial killing, immune activation
and, 1176

Microbial ligands
MR and, 436–437
self ligands, dual reactivity, 524–525

Microbial mucosal immune system,
1009–1013

Microbial nonself, innate immune
recognition, 429

Microbial products, TLR2, 432
Microbial stimuli, macrophage

activation, role of, 557, 558f
Microcalorimetry, TCR ligand affinities,

326
Microfold/membranous cell. See M cell
Microhomology-mediated

recombination, 207
Micro-organisms

complement proteins and, 1067f
evasion strategies, 1066–1067

Microtubule organizing center (MTOC),
486

Migration pathways, thymic
microenvironments and, 381f

Miliary tuberculosis vaccine, 1238
Milk, cows, T1D, 1347–1348
Milk, mothers, IgG, 1010
Milk-derived insulin, T1D, 1348
Mill MHC-like molecules, 602
MINK activation, 907–908
Minor histocompatibility antigens,

1436–1437
Minor lymphocyte stimulating (MIS)

determinants, superantigen
effect and, 331–332

MIP-1α, HIV1 viral replication,
1219–1222
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1219–1222
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CSR machinery, 229–230
SHM and, 222–223

“Missing-self”
hypothesis, 487–488
innate immune recognition, 429

Mitochondrial pathway of death,
memory cells and, 841

Mitochondrion
caspase-independent apoptosis, 846
role of, 845–846

Mitogenic agents, axolotl lymphocytes,97
MMR. See Mismatch repair
MMTV superantigens, virus and, 332
Mo-1, 1062–1164
Mobility, immunogenicity and, 655
Modulatory dendritic cells, T1D animal

models, 1351
Mofetil, systemic autoimmune disease,

1303
MOG. See Myelin oligodendrocyte
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Mog, MHC-1 regions, 579
Molecular binding, SPR, 180
Molecular era, vaccines, 1970–1990,

1239–1240
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Molecular flexibility, antigen-antibody

interactions, 137

Molecular genetics
FcRs, 685–693
IgGs, 192–236
immunodeficiency, primary,

1525–1526, 1525f, 1526t
Molecular mechanisms, 383–385
Molecular mimicry

systemic autoimmune disease, 1301
viral infection, 1339, 1340f

Molecular parasitology, 1126
Molecular vaccines, 1240

carbohydrate and conjugate, 1254
protein, 1253–1254

Molecule mutations, BCR signaling,
249–250

3HLA molecule, α-carbon backbones of,
superposition of, 597f
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abbreviations, in text, 59t–60t
cell development and, 377–383
cytokines and, 707, 708
STAT docking, 735–736

Molluscum contagiosum, IL-18–binding
protein, 762, 763

Mollusk FREPS, 70
Monkey study

HIV, 1217
plasmid DNA, HIV, 1223

Monoclonal antibodies, 181–186
antigen-antibody interactions and,

152–191
applications, 182
autoimmune processes, 1371
CD4 function, 671
clinical applications, 183–184
complement activation and, 1072
cross-reactions of, 185–186
hybridoma technology, 637
polyclonal antibodies v., 186
specificity and cross-reactivity, 185
SPR, 181

Monoclonal antibody OKT3, 183
Monoclonal anti-idiotypes, B-cell

lymphoma, 184
Monoclonal T cells, 649–650, 650t
Monoclonals, types, 647
Monocyte chemoattractant protein

(MCP-1), SLE, 1308–1309
Monocyte recruitment,

inflammatory/immune stimuli,
activation in vivo, 555–557, 556f

Monocyte subsets, 555–557, 556f
Monocyte/macrophage-targeted

chemokines, 819
Monocyte-mediated defense, intracellular

bacteria, 1171
Monocytes, 549

Fcγ R expression, 689
graft rejection and, 1449
immunity and, 22

“Monogamous bivalency,” 163–164
Monogenic diseases, systemic

autoimmune disease, 1298
Monokines, immune system and, 707
Monomeric IgA-producing cells,

distribution of, 1004–1007, 1004f
Monomeric protein antigens, 175
Mononuclear phagocyte system (MPS),

548
Mononuclear phagocytes, differentiation

of, 550f
Monovalent ligand, antibody interaction

and, 157–162

Monozygotic twins
MS and, 1352
T1D, 1346

Montanide, 1501
Morgenroth, 898, 899
Mortality, parasitic pathogens, 1098
Mosquitoes, DSCAM, 70
Motheaten mouse, SLE, 1311–1312
Motocrine communication, 480
Mouse cytomegalovirus (MCMV), 511

IL-12, 461
MHC-Iv molecules, 602
pDC, 512

Mouse models. See also Murine models;
SIV; Transgenic mice

AICDA gene, 217
autoimmune disorders, NKG2D, 501
autoimmunity, CD45, 352
B cell migration, and maintenance, 254
B cell turnover, 254
biologic response modifiers,

chemokines as, 828–829
BLNK deficiency, 279

B cell development and, 279
bone marrow B cell development, 251f
bone marrow, DCs and, 453
CD4+ cells

colitis, 967
Foxp3 expression, CD25 expression

and, 948f
CD4+CD25+T cells, 400
CD94/NKG2, 495–496
chromosome 1, 686
collagen-induced arthritis, 1293
DCs in, subsets, 292f
EAE, 826–827
Fc receptors, immunoglobulin

interactions, 144–145
Fcγ R interactions, affinity of, 692t
fetal thymic stroma, 382
follicular B cells, 253–254
gene conversion, Mhc genes, 583
genome, PCR-based genetic markers,

583
germinal center B cells, 254–255
germinal center differentiation,

260–261
glycoprotein 49B1, 589–590
hematopoiesis in, 238
histocompatibility antigens, 583
HLA transgenic, epitope identification

through, 1495
human HIV and, 1208
humanized monoclonal antibodies,

184
hybridomas, 181–182
ICOS, 466
IgE FcR genes, 689
IgH gnes, 6f
IL-1Ra deficiency, 754
immune response, TLR11, 434
immunoglobulin V assembly, 133
inbred strains, Mhc genes,

transplantation, 583–584
Ly49, 490–493
lymphotoxins, host defense, 789t
memory B cells, 255
Mhc, major genes of, 573t, 579
MHC-specific receptors, 496–497
myeloma tumors, chromosomal

translocations, 323
myositis, 1324
MZ B cells, 257
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Brent, 912
NHEJ and, 206
NK cells, 484, 510

development, 505–507, 506f
genomic organization of, 491
human NK cells v., 493, 506

NKG2D, 500
RA, 1316–1317
ReA, 1319
scleroderma, 1322
SLAM-associated protein (SAP), 298
SLE, 1310–1313
splenic DCs, 452
spondylarthritis, 1319
strains, H2 haplotype, 572, 576t
TAP, 658
T-cell repertoire expression, 651
T-cell repertoire limitations,

immunodominance, 669
T-cells, 400
TCR, 603, 606f
TCR α/δ locus, 319–320, 319f
TCR γ locus, 319f, 320–321
TCR genes, organization, 319f
thymic evolution, 98
thymocytes, β selection and, 389f
thymus

clonal deletion, 904
superantigens, 903

TLR4 expression, 432
TNFα overexpression, RA, 1316
transitional B cells, 252–253, 252f
VH loci, maps of, 215

MP. See Memory phenotype
MPLV. See Myeloproliferative leukemia

virus
MR. See Macrophage mannose receptor
MR1-restricted MAIT cells, 527

semi-invariant TCRs, 521, 522t
Mre11 protein, CSR machinery, 230
MRL/lpr mouse

RA, 1316
SLE, 1311

MS. See Multiple sclerosis
MSP-1 (Merozoite surface protein),

malaria parasites, 1121
mTECs, 397, 399
MTOC. See Microtubule organizing center
Mucin 2 (MUC2), 984
Mucins, 443
Muckle-Wells syndrome, IL-β, 752
Mucosa-associated invariant T cells,

innate mucosal immune system
and, 992

Mucosal Abs, biologically active Ags, 1010
Mucosal adjuvants, 1251
Mucosal Ag, delivery systems, 1021–1022
Mucosal allergies, 1024–1025
Mucosal CD8+ T-cells, 1142–1143
Mucosal cytokines, enterotoxin-based

mucosal adjuvants, 1020
Mucosal cytotoxic T lymphocytes, 984,

1011
Mucosal defense, bacteria, 1190–1191
Mucosal diseases, immunotherapy,

1022–1025
Mucosal IgA, B1 cells, 1009
Mucosal Igs, pathogenic

microorganisms, protection
from, 1009–1011

Mucosal immune system, 983–1030, 1142

host defense and, 1018–1022
mucosal microbiota, symbiotic

interactions, 1011–1012, 1012f
Mucosal immunity

HIV, 1225–1226
intracellular bacteria pathogens,

1168–1169
PRRs, 988

Mucosal immunization, serum IgGAb
responses, 1013

Mucosal inductive sites
effector sites and, CMIS and,

1000–1001
priming of T cells, 997–998
structure and cellular composition,

992–994
Mucosal inflammation, PRRs, 988–989
Mucosal lymphocyte migration-adhesion

pathway, 1002f
Mucosal microbiota

quantitative v. qualitative aspects,
1012–1013

symbiotic interactions, 1011–1012,
1012f

Mucosal regulatory T cell networks,
mucosal tolerance and, 1014

Mucosal response, helminth parasites,
1109

Mucosal surfaces
bacterial species in, 1189
HIV, 1210
nonimmune defense mechanisms, 1189
virus transmission and, 1132–1134

Mucosal T cells, induction pathways, 998f
Mucosal tolerance, 984, 1013–1018

antigen administration, 932
basic concepts, 1013
humans, 1018
immunity and, cellular and molecular

mechanisms, 1015f
Mucosal vaccines, 1018–1019, 1257–1258

administration route of, 1018–1019
delivery, PLG, 1249–1250

Mucosal virus, M cell and, 997
Mucosal-associated lymphoid tissues, 42
Multicellular organisms, cellular

homeostasis and PCD, 835–836
Multigene families, immune genes and,

58, 60
Multimeric IgA, 146–147
Multimeric IgM, 146–147
Multimeric immunoglobulin, immune

function, 146–147
Multiorgan autoimmunity, NOD mouse,

1371
Multiple immune pathways, systemic

autoimmune disease, 1298–1302
Multiple myeloma, monoclonal

antibodies, 184
Multiple sclerosis (MS)

animal models, 1353
anti-CD40L, 798
autoimmune features, 1352
chemokine system and, 826
complement and, 1064t, 1065
genetic features, 1352–1353
NK cells in, 513
Th2 cells, 416
Th17 cells, 416
treatment and prevention, 1353–1355

Multispecificity theory, 174
Multisubunit immune response receptor

(MIRR), 1401

Multivalent ligands, interaction with,
163

Multivalent MHC/Peptide complexes,
610–611

Mumps vaccine, 1239
Muramidase. See Lysozyme
Muramyl dipeptide (MDP), mucosal

adjuvants, 1020
Murine asthma, IL-1, 754
Murine cells, human IL-12, 727
Murine cytomegalovirus, 591
Murine dendritic cells, 477
Murine genomic clones, 195–196
Murine germline κ locus, 215
Murine GI tract, MALTs, 992–994
Murine Igh locus, germline diversity, 214
Murine IL-4, 727
Murine immunization, SHM, 219
Murine in vivo studies, antitumor

cytotoxic antibodies, 698
Murine κ locus, 198

complete sequence analysis, 198, 199f
Murine Leishmania major infection,

CD4+ cells, 1099
Murine macrophage heterogeneity,

differentiation antigens and,
551f

Murine models
gene targeting experiments, 226–227
Goodpasture’s disease, 699
GVHD and, 973
lymphoid neogenesis, 45–46, 46t, 47
tertiary lymphoid tissues, 47

Murine myeloma antibodies, SHM, 218
Murine Peyer’s patch, DCs, 472
Murine RAG1, 204
Murine RAG2, 204
Murine splenic DCs, cytokine release, 461
Murine T cell clonal anergy, 928
Murine T cell development

human T cell development v., markers
in, 383t

IL-9, 714
Murine T cells, CD28, 463–464
Musculoskeletal system, autoimmune

diseases and, 1324
Mutant cell lines, 660
Mutant natural killer cells, innate

defense, 508
Mutant oncogenes, 20
Mutations

inbreeding and, 1429–1430
switch junction sequences and, 225
T-cell generation and, 1496

MutL homologs, 222–223
MutS homologs, 222–223
MV-Edm. See Measles virus Edmonston B
Mx-1 gene, influenza virus infection and,

445
Mycobacterial infections

clearing of, defects in, 744
IL-12 and, 721

Mycobacterial lipids, CD1 molecules,
1175–1176

Mycobacterium injection, RA, 1317
Mycobacterium tuberculosis

adhesion molecules, 41
monoclonal T cells, 649

Mycobacterium tuberculosis-containing
phagosomes, IFNγ , 562f

Mycophenolate mofetil
SLE, 1309
systemic autoimmune disease, 1303
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MyD88
IRAKs and, 435
recruitment of, IL-1 signal

transduction, 770
MyD88–dependent signaling pathway,

435–436
Myelin oligodendrocyte glycoprotein

(MOG), complement and, 1064t,
1065

Myeloid cells, IgE FcRs, 685
Myeloid lineage genes, sphenotypic

stages, 245f
Myeloma cells, hybridomas, 181
Myeloma proteins, carbohydrate

specificity and, 633
Myeloperoxidase, 445
Myeloproliferative leukemia virus

(MPLV), cytokine receptors and,
744

Myelosuppressive chemokines, 816–817
Myocarditis, 1371
Myoglobin, 640, 645–646, 649

T-cell epitopes, 672
T-cell repertoire expression, influence

of, 651–652
T-cell response, 648, 652

Myoglobin-specific T cell clones, 653
Myoglobin-specific T cells, 648
Myositis

autoantibodies, 1323, 1323t
clinical manifestations, 1322
mouse models, 1324
pathogenesis, 1322–1323

MZ B cell. See Marginal zone B cell

N
N. brasiliensis infection, immunity,

1109–1110
N regions, V gene assembly

recombination, 207
NA. See Neuraminidase
NADPH oxidase

bacteria, 1176
Leishmania parasites, 1100–1101

Naı̈ve B cells, 300, 458
Naı̈ve CD4+ T cells, 409, 873, 874
Naı̈ve CD8+ T cells, 409, 921–922

IL-7, 714
priming and, 871

Naı̈ve cells, 33, 192
Naı̈ve Foxp3− T cells, TGF-β, 951, 951f
Naı̈ve mature B cells, stages of, 874,

875f
Naı̈ve T cells, 408–411, 458, 509, 614

DCs and, 919–921
division, instructions/directions,

414–415
future understanding, 421
low-avidity receptors, 916
memory CD8+ T cell generation,

867–868
migration of, 409–410
periphery transition of, 408–409
TNFRSF cosignaling molecules, 790

NALP protein, 441
NALT. See Nose-associated lymphoid

tissue
NALT organogenesis

distinct pathway, 994–996, 995f
PP organogenesis v., 996

NANP. See Asparagine-alanine-
asparagine-proline

Narcolepsy, HLA-DR2, 589

NAR-TCR dimer, nurse shark, 82–83
Nasal immunization, B cells, 1003
Nasal tolerance, 984, 1016
Native protein antibody, 646

peptide fragment, 642
T-cell response, 652

Native protein antigens, solid-phase
surfaces and, 169f, 170

Native proteins, antibodies v., 645
Native regulatory proteins, 1070
Natural antibodies

animals and, 1195
catfish, virus, 100

Natural cytotoxicity receptors (NCRs),
502–503

Natural IgM antibodies, MZB cell
ligands, B-1 cells, 528

Natural killer cell apoptosis, IL-21, 715
Natural killer cells (NKCs, NK cells), 4,

57, 61, 76, 383, 445, 477,
483–517, 591–592. See also
Mutant natural killer cells

activation receptors, 497–503
identification of, approaches to,

497–498
during infection, 510–512

cancer therapies and, 1513
CD226, 503
cytokines, responses and production,

infection and, 510
development, 505–507, 506f
effector functions, 486–487
Fc receptors, immunoglobulin

interactions, 144
Fcγ R expression, 689
function of, comparative studies, 104
genomic organization of,

humans/mice, 491
graft rejection and, 1448–1449
GVHD and, 1448–1449
HIV1, 1216–1217
host defense, pathogens, 509–512
human diseases, 513
IFN-γ , 726
IL-4, 714
IL-12 and, 721
IL-15, 714
IL-21, 715
immune response, 509

role of, 508–512
immunity and, 22
inhibitory receptors, MHC-I molecules,

578
innate immune system, 427
innate mucosal immune system, 990f,

991–992
intracellular parasites, 1107
LAK cells v., 484–485
LTαβ-LTβR pathway, 788
Ly49 receptors, 492
macrophages, 557
maternal-fetal interactions, 512–513
MHC molecules, 571, 577
MHC-1/Peptide multimers, 611
molecular definition of, 486
parasites and, 1101
pathway, parasites and, 1101
receptor inhibition, biochemical

mechanism, 505
receptors, 490–505

additional structures of, 494, 494f
crystal structures of, 492f
MHC-I molecules, 578

recognition
MHC molecules, 577
“missing self” and, 1438–1439,

1439f
signal transduction in, 504–505
T cells v., 483–484
target recognition, 487
tolerance

acquisition of, 507–508
host MHC-environment, 507

transmigration, 503
tumor surveillance, 509
type 1 interferons, 429
vertebrates, 103
viruses, 1137–1138, 1153–1156, 1154f

Natural killer cell-targeted chemokines,
innate immunity and, 817–819,
818f

Natural killer lectins, phylogeny of, 104
Natural killer receptor families, evolution

of, 103–105
Natural killer T cells

CD8+ T cell, 571, 870
parasites and, 1101

Natural killer-like cells, vertebrates,
103–105

Natural resistance-associated
macrophage protein. See
NRAMP

“Natural” T cells. See Natural killer cells
Natural T regulatory cells (nTREGs)

dominant central tolerance, 910–912,
911f

TCR transgenic mouse, 910–911
Natural Treg, 479

regulatory CD4+ T-cell, 1147
thymus and, 476

“Natural vaccinations,” 863
NBD (Nucleotide-binding domain), 69
NCRs. See Natural cytotoxicity receptors
Necrosis

cells and, 835
macrophages, 556

Necrotic cells, 921
Nef-specific CTL clone, HIV, 1221
Negative regulatory pathways, TLR

expression and, 988
Negative selection, 16, 900

antigen-presenting cells for, 905–907
positive selection v., 399
T cell development, 902–912
thymocyte and, 837
thymus and, 397–398

Neisseria meningitidis, surface structures,
1183, 1185f

Neisseria meningitidis vaccine, 1266–1267
Nematoda, 1109
Nemazee, negative selection, 900
NEMO, transcription factor NFκB

pathway, 282
Neonatal spleen cells, transitional B cells,

916
Neonatal tolerance, in mice, Billingham

and Brent, 912
NETs. See Neutrophil extracellular traps
Neuraminidase (NA)

humoral immune responses, 1132
immunogenicity and, 644

Neurologic disease, complement in,
1064t, 1065–1066

Neuronal infection, virus, 1150
neutralizing antibodies, HIV, 647
Neutralizing antibodies, HIV-1, 1217
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Neutralizing sites, influenza
hemagglutinin, mapping, 647

Neutrophil extracellular traps (NETs), 985
Neutrophils, 4

DCs, 477
Fcγ R expression, 689
innate immune system, 442
intracellular bacteria, 1170–1171

Neutrophil-targeted chemokines, innate
immunity, 817–819, 818f

NFAT (Nuclear factor of activated T
cells), PLCγ and, 278–279

NFκB, 356–357, 430
HIGM-1, X-linked due to, 1529

NF-κB
lipid rafts and, 276
viral PAMPs, 1136

NFκB family of transcription factors, 785
NF-κ-B inducing kinase (NIK), lymphoid

organogenesis, 37
NF-κ-B signaling pathways, lymphoid

organogenesis, 37–38
NF-κ-B subunits, B lineage cells, 243
NFκB-inducing kinase (NIK), 785
NHEJ. See Nonhomologous end joining
Nibrin, CSR machinery, 230
Nijmegan breakage syndrome, 1541
NIK. See NF-κ-B inducing kinase;

NFκB-inducing kinase
NIK-IKKα kinases, 785
NIP45, 360
Nitric oxide, parasitemias, 1111
Nitric oxide synthase, 445
Nitrophenylacetate (NP), bony fish, 100
NK cells. See Natural killer cells
NK immunological synapse (NKIS), 504
NK1.1 molecule, mice, 485
NKB1 molecule, NK cells, 493
NKc, DC v., 512
NKCs. See Natural killer cells
NK-DC cell-cell contact, NK cell

activation and, 512
NKG2D (KLRK1), 499–501

MHC molecules, 990f, 991
MICA and, 609

NKG2D function, “Induced-self” model,
500

NKG2D-L, 499, 500
NKIS. See NK immunological synapse
NK/MHC-I interaction, 577
NKrp1, 501–502

rodents to humans, 491f, 502
NKrp1-Clr gene order, 502
NKT cells, 477, 518–546

allergic disease and, 1382–1383
B-1 cells, 531–532
cancer rejection, 531
cellular interactions, 533
developmental stages, 533, 534f
γ δ T cells, 531–532
glycosylceramide ligands, 525–526
graft rejection and, 1449
GVHD and, 1449
lipid ligands of, 525, 525f
MAIT cells, 531–532
natural function, 531–532
signaling, 533, 535

NKT cells (Natural killer T cells)
innate mucosal immune system and,

990f, 991–992
microbial infections and, 529–531,

530f
NKT lineage cells, thymus, 533

NKT lineage, developmental instruction,
523f

NKT-like lineages, 535
NLR. See Nod-like receptors
NMZ mice, SLE, 1311
NNT/BSF-3 (Novel neurotrophin-1/B-cell

stimulatory factor-3), 718–719,
718t

NNT/BSF-3/CLC, 718–719, 718t
NOD (Nucleotide oligomerization

domain protein), 69, 430
NOD mouse, multiorgan autoimmunity,

1371
Nod signaling

intracellular bacteria, 1169–1170
intracellular bacterial infection,

1169–1170
NOD1 (Nucleotide oligomerization

domain protein1), 440
NOD2 (Nucleotide oligomerization

domain protein2), 440
IBD, 988

NOD-like receptors (NLR), 440–441, 561
Nod-like receptors (NLR), B cell

immunity and, 292
NOD/NLR/CATERPILLER group (CLR

group), 69
Non classic domain antigen binding site,

superantigens and, 136
Non T cell activation linker. See NTAL
Nonactivator surfaces, alternative

pathway of activation,
1056–1057

Nonclassical genes. See Class 1b genes
Non-cross-reactive CTL, TCRs, 670
Noncytopathic viruses, 1143
Nonendosomal processing pathway,

proteasome and, 655
Nonequilibrium radioimmunoassay

methods, 168
Non–Fc-binding anti CD3 antibody,

autoimmune processes, 1371
Non-Hodgkin lymphoma, 262

AIDs and, 1211
monoclonal antibodies, 184

Nonhomologous end joining (NHEJ),
205–207

CSR machinery, 230
Nonhuman primate studies, HIV, 1227
Nonimmune defense mechanisms,

human skin and, 1189
Non-living vaccines, parasites, 1122–1123
Nonlymphoid cell system experiments,

TCR/CD3 complex, 317–318
Nonlymphoid organs, macrophages and,

555
Non-nucleoside analogue reverse

transcriptase inhibitors, HIV
and, 1211

Nonobese diabetic (NOD) mice, 479
Treg, 968

Nonobese diabetic mouse model, 479
Nonopsonic pattern recognition

receptors, macrophages and, 557
Nonphosphoylated STATs, 737
Nonresponder animals, protein antigen

and, 648
Non-self recognition, 63
Nonself structures, 1066
Non-small-cell lung cancer

CD4+CD25− T cells, 974
chemokine system and, 827–828
monoclonal antibodies, 184

Nonstandard joints, V gene assembly
recombination, 201

NOS1, Giardia, 1111
NOS2

immune deviation, parasites, 1119
intracellular parasites, 1107

Nose-associated lymphoid tissue (NALT),
43

B cell development, 1000
lymphocyte homing in, 1003

Notch 1, 247
Notch ligands, thymic environment and,

384
Notch signaling, 384–385, 505
Notch-2 signaling, 271
Novel neurotrophin-1/B-cell stimulatory

factor-3. See NNT/BSF-3
NP. See Nitrophenylacetate
NRAMP (Natural resistance-associated

macrophage protein), 444–445
NSAIDs, RA, 1373
NTAL (Non T cell activation linker),

PLCγ and, 278–279
nTREGs. See Natural T regulatory cells
Nuclear DNA-PK, NHEJ, 230
Nuclear factor of activated T cells. See

NFAT
Nucleic acid vaccines, 1255–1256
Nucleotide aptamers, 184–185
Nucleotide oligomerization domain

protein. See NOD
Nucleotide oligomerization domain

protein1. See NOD1
Nucleotide oligomerization domain

protein2. See NOD2
Nucleotide-binding domain. See NBD
Nurse shark

IgM1gj, 82
IgNAR dimer, 82–83
immunization, adaptive immune

responses, 100
NAR-TCR dimer, 82–83

Nursery strains, rotavirus and, 1272
NZB/W mouse, SLE, 1310–1311

O
O determinants, 633
O-acetylation of muramic acid, cell wall,

1183
OAS (2′-5′-Oligodenylate synthases), 440,

440f
Obesity gene, leptin, 721
OBF-1, PCs and, 298
Oct-2 transcription factor, B lineage cells,

243
Ocular autoimmune diseases, 1352–1357

animal models, 1355–1356
treatment and prevention, 1356

OKT3, 370
2′-5′-Oligodenylate synthases. See OAS
Oligodeoxyribonucleotides containing

CPG motifs. See CpG ODN
Oligomerization, 69
Oligonucleotides, 184–185

TLR9, 434
Oligosaccharide chain specificity, 636f
Oligosaccharides, antigenic determinants

of, 633
Omalizumab (Xolair), 1420
Omenn syndrome, artemis, 207
OMM. See Outer mitochondrial

membrane
Onchocerciasis, IL-5, 1114
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Oncoscint, tumor imaging, 183
Oncostatin M (OSM), 718, 718t, 720
4-1bb, 466–467
Ontak. See Denileukin diftitox
Ontogeny, 837

B lymphopoiesis, sites of, 238–239
Opsonic pattern recognition receptors,

macrophages and, 557
Opsonins, 428

apoptotic cell clearance, 558
Opsonization, 72, 1196

lectin/complement pathways, 74
Oral tolerance, 984, 1014

T1D animal models, 1351
Organ-specific antigens, Treg, 978
Organ-specific autoimmune disease, 957,

1344–1357
lymphopenia and, 946, 946t
systemic autoimmune diseases v.,

1333–1334
Organ-specific autoimmunity, 1150,

1331–1374
induction of, rats, 944, 944f
T-suppressor effector cells, 944, 944f

Organ-specific autoreactive effector cells,
regulatory T cells and, 969–970

Orphan death receptor-6 (DR-6), 795
Orphan receptors, 795
Orthologous complement genes,

deuterostomes and, 72
OSM. See Oncostatin M
Osteoclasts, 550
Osteoprotegerin (OPG), bone density

and, 795–796
Ouchterlony method. See Ouchterlony

test
Ouchterlony test, 174

analytical power of, 177, 177f
cross-reactivity, 171
immunodiffusion, 176–177, 177f

Outer core, gram-negative bacteria, 1186
Outer layer, surface structures, 1183,

1185f
Outer mitochondrial membrane (OMM),

845
Ovarian cancer, monoclonal antibodies,

184
OX40, 466
OX40 ligand (OX40L), 919
OX40L. See OX40 ligand

P
P. falciparum, 1277

cerebral malaria, 1114
evolutionary stages, 1277–1278
life cycle, 1278–1279, 1278f

P. falciparum erythrocyte membrane
protein-1 (PfEMP-1), 1112–1113,
1278–1279

P. falciparum MSP-1, 1121
P2Y2 nucleotide receptors,

chemokine-signaling pathways,
814

P13K, 353
NK cells, 504

p38MAP kinase, 430
activation, IL-1 signaling, 770–771

p50, transcription factor NFκB pathway,
282

P53 binding protein 1 (53BP1), 231
P53, Li-Fraumeni syndrome, 856
PA28, MHC I presentation, 617
PAG/Cbp, 352, 353f, 366–367

Paired immunoglobulin-like receptor A
(PIR-A), γ subunit, 686

PAIs. See Pathogenicity islands
PAMPs. See Pathogen-associated

molecular patterns
Pancreas transplantation, 1475–1477
Paneth cells, epithelium and, 984, 985f
Panum, measle epidemics, 863
pAPCs. See Professional APCs
Papillomavirus infections, KIR-HLA

receptor ligand pairs and, 495
Para-aortic foci, chicken, 262
Parainfluenza viruses, virus cell entry,

1134
Paramyxovirus family, IFNs, 1152–1153
Parapoxvirus, 1153
Parasite(s), 428–429

CD8+ T cells, 420
host resistance, effector mechanisms,

1107–1111
IgE antibodies, 143–144
IL-12 and, 721
immune response and, 469–470,

1097–1130
innate recognition, pattern recognition

receptors and, 1102–1104
melanization and, 68
persistence, regulatory T cells,

1113–1114
products

DCs and, proinflammatory signaling
pathways, 1104–1105

macrophages and, proinflammatory
signaling pathways, 1104–1105

survival, Treg, 976
Th1/Th2 response selection, 1105–1106
vaccines, 1120–1125

SREHP, 1121
Parasite-derived GPI, 1124
Parasite-encoded enzymes, 1101
Parasitemias, 1111
Parasitic diseases, vaccines against,

1277–1280
Parasitic infections

humoral defense mechanisms,
1099–1100

NKT cells, 531
pathology prevention, vaccination for,

1124
regulatory T cells, 1115t

Parasitic pathogens, global health,
1098–1099, 1098t

Parasitic protozoa, B cell vaccines,
1120–1121

Paratopes, 126–127
V domain, 126, 127f, 128f

PARL. See Presenilin-associated
rhomboid-like protein

Paroxysmal cold hemoglobinuria,
historical perspective, 1332

Paroxysmal nocturnal hemoglobinuria
(PNH), 1070

Partial agonists
altered peptide ligands as, 671–672
T-cell clones, 670

19S particle, MHC I presentation, 617
Passive hemagglutination, 178
Pasteur, L.

immune memory, 863–864
vaccination, 1237–1238

Pathogen(s)
antigen-specific cells, 368
antimicrobial molecules, 985

collectins, 438
DCs and, 411
defense, adenoids, 42–43
host defense, NK cells in, 509–512
immune system, 479
macrophage plasma membrane, 561,

561f
memory T cells, 418, 419f
naı̈ve T cells, 410–411
T cells and, 420–421
TLRs, 472

Pathogen recognition receptors (PRRs),
62

adaptive immune responses, 917
innate immune system, 446,

1135–1136
innate immunity and, 1242–1243
viral escape and, 1151–1152

Pathogen-associated molecular patterns
(PAMPs), 65, 69, 430, 1136

adaptive immune systems, 917
DCs and, 921
ECs, 986–987
extracellular bacteria, 1191
innate immune recognition, 429
melanization and, 65f, 68–69
recognition principles and, 63
TLRs and, 431, 1241, 1241t
viral escape, 1151, 1151f

Pathogenic microorganisms, protection
from, Igs and, 1009–1011

Pathogenic organisms, immune
system, 2

Pathogenicity islands (PAIs), 1188
Pathogen-induced neural damage,

complement and, 1064t, 1066
Pattern recognition receptors (PRRs),

986–989, 987f
innate immune system, 1135–1136
innate recognition, parasites and,

1102–1104
MAMPs and, 1102–1103
mucosal immunity, 988

Pattern-recognition molecules (PRMs),
437

Pattern-recognition receptors (PRRs)
classes of, 431f
innate immune recognition, 429

PAX-5
B lineage cells, 243
binding sites, V(D)J recombination,

208
bone marrow cells, 240

PBL. See Peripheral blood lymphocytes
PC. See Pneumocystis carinii
PC-associated immunopathology, 975
PCD. See Programmed cell death
PCR. See Polymerase chain reaction
PCs. See Plasma cells
pCTL. See Precursor CTL
PD-1 (CD279), 465, 920
pDC. See Plasmacytoid-derived dendritic

cells
Pemphigus foliaceus (PF), 1370
Pemphigus vulgaris (PV), 1369–1370,

1369f
Penaeidins, 70–72
Penicillin, 1547

rheumatic fever, 1269
Pentraxin-3 (PTX3), 1043

innate immunity and, 1242
Pentraxins, 438, 1063

innate immunity and, 1242
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Peptide(s), 655
ANN, 674
HLA-DM effect, HLA-DR1 binding and,

661f
interaction of, MHC class II molecules

and, 667f
MHC molecules, 571

motif examples, 665, 666t
T-cell response and, 650
T-cells and, 672

Peptide antigenic determinants,
conformational equilibria of,
642–643

Peptide antigens
MHC association site on, 662
synthetic vaccines and, 646

Peptide fragment
native protein antibody, 642
Type 1 cross reactivity, 171–172, 172f

Peptide generation, MHC I presentation,
616–617

Peptide ligands
altered, differential effect, 671f
TCR and, 670

Peptide mapping studies, 314
Peptide transport, endoplasmic

reticulum, 617–618
Peptide vaccines, 1248, 1257, 1501–1503

immunogenicity, 664, 665f
Peptide-binding motifs

MHC molecules, 592–594, 593t
MHC-II molecules, 594, 594t

Peptide-MHC complexes, 651
antigen, 411
naı̈ve T cells, 410
T cells and, 908, 909
T-lymphocyte recognition, 20–21

Peptide-MHC ligands, dissociation rate
and heat capacity, 327f

Peptides immunogenicity, 644–647
Peptidoglycan-polymerization, β-lactam

antibiotics, 1183
Peptidoglycan-recognition protein.

See PGRP
Peptidoglycans (PGN), B cells, 293
Perforin, intracellular parasites, 1107
Peripheral antigens, tolerance to,

912–915
Peripheral B cells

B cell abnormalities, 261
IgM+ IgD B cells, 291

Peripheral blood, antigen specific B cells,
889

Peripheral blood lymphocytes (PBL),
chromosomal translocations, 323

Peripheral CD4+CD25+ T cells, 911
Peripheral lymphoid tissues, tolerance

mechanisms, 937–938, 937t
Peripheral T cell tolerance, autoimmune

disease, 1294
Peripheral T cells, 376

homeostasis of, PCD and, 838–839
Peripheral T lymphocyte, responses and

function, 407–425
Peripheral tissue, hematopoietic cell

positioning, 817
Peripheral tolerance

immunity and, 1335–1337
T cells, 473–474

Peripheral tolerance mechanisms,
915–922

Peritoneal B1 cells, intestinal IgA, 1009
Permeability-increasing protein. See BPI

Pernicious anemia, autoimmune gastritis
and, 1357–1358

Peroxidasin, 71
Peyer’s Patch (PP), 43–45, 44f, 472

cell distribution in, 993, 994f
DCs, 452, 463
IgA and, 1007
lymphoid organogenesis, 37
macrophages and, 555
murine GI tract, 992–994
oral tolerance and, 1014
organogenesis of, 44–45
viruses and, mucosal T cells and, 1143

Peyer’s Patch organogenesis
distinct pathway, 994–996, 995f
NALT organogenesis v., 996

PF. See Pemphigus foliaceus
PfEMP-1. See P. falciparum erythrocyte

membrane protein-1
PGN. See Peptidoglycans
PGRP (Peptidoglycan-recognition

protein), 69–70, 439
pH, antigen-antibody interactions,

155–156
Phage library technique, gene libraries

and, 182
Phagocyte oxidase, 445
Phagocyte system, innate immune

system, 427
Phagocytes, 1198

extracellular pathogens and, 1187
Phagocytic cells, 1182–1183

complement and, 1066
Phagocytic coelomocytes, 66
Phagocytic PRRs, 430
Phagocytic receptors, 436–437
Phagocytic recognition, macrophages

and, 557–562
Phagocytosis, 63, 67–68, 620

complement and, 1066
DCs, 457
macrophages and, 547–569
protozoan pathogens, 1100

Phagocytosis encapsulation, immunity,
65, 65f

Phagolysosomes, parasites and, 1101
Phagosomes

content markers, 560t
macrophages, 1101
membrane markers, 560t

Pharmaceuticals, allergens, 1381
Phenoloxidase-activating system,

melanization and, 68
Phenotypic stages, bone marrow, 244–245
Phipps, J., immune memory, 863–864
Phorbol esters, T cells and, 355
Phosphatidylinositol (PI), lipid signaling

reactions, 277–278, 277f
Phosphatidylinositol 3-kinase, cytokines

and, 740
Phosphodiesterase inhibitors, MS, 1354
Phospholipase A2 (PLA2), 443

Paneth cells, 984–985
Phospholipase Cγ pathway (PLCγ ),

278–280
Phosphorylated LAT, 353
Phosphorylated metabolites, of

isoprenoid pathway, 528
Phosphorylation, receptor-associated

tyrosine kinases, 672
Phylogeny, 68
Physical assays, MHC molecules,

molecular interactions, 610–611

PI 3-Kinase pathway, BCR signaling and,
277–278

PIAS proteins (Protein inhibitors of
activated STAT), 742

Pick disease, complement and, 1064t,
1065

Picornavirus, 1143
PIgA, transcellular transport, 1006, 1006f
PIgR, N-terminal domain, 1006
Pillemer, L, complement, 1048
Pinocytosis, 620
PIP2, 352, 360
PIP3 phosphates, 277, 277f
PIR-A. See Paired immunoglobulin-like

receptor A
PKC. See Macrophage protein kinase C
PKC family, members of, 356
PKC-δ, B cell anergy, 924
PKR, 439–440
PLA2. See Phospholipase A2
Placenta, histocompatibility antigens

and, 935–936
Placoderms, L chain isotypes, 86
PLAD. See Pre-ligand assembly domain
Planar membrane technique, 662
Plant resistance immune defense genes,

69
Plants, histocompatibility reactions,

109–110
Plasma cells (PCs), 1148

compartment, heterogeneity within,
298

development, molecular regulation of,
298

differentiation and markers, 888f
differentiation, genes for, 893
generation of, 874–877
germinal centers, 876, 876f
identification, 890f
intestinal tract, 983
tertiary lymphoid tissues, 47

Plasma complement components, acute
phase response and, 1050

Plasma membrane, BCRs, 273
Plasma protein genetics, complement

genetics, 1068
Plasma protein mannan-binding lectin,

1054
Plasma viral RNA, HIV and, 1212
Plasmacyte cell linages, Drosophila, 64f,

65, 65f
Plasmacytoid-derived dendritic cells

(pDC), 455
IFN-α/β, 427
MCMV, 512

Plasmid DNA
HIV, 1227
vaccination with, HIV, 1223

Plasmodium sporozoites, irradiation,
1123–1124

Plasmodium vivax
chemokine system and, 825
host chemokine system, 805

Plasmodium vivax-Duffy-binding protein,
chemokine system and, 825

Platelet-derived chemokines, innate
immunity, 817

Platyhelminths, 1109
PLC hydrolyzes, 814
PLCγ . See Phospholipase Cgamma

pathway
PLG, mucosal vaccine delivery,

1249–1250
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Plot of B/F v. F, affinities, 161
Plot of B/F v. T, affinities, 161
Pluripotent hematopoietic stem cells, T

lymphocytes v., B lymphocytes v.,
208, 209f

pMHCH+ DC, 293–294
protein immunization, 293

PMHCII+ DC, B cell immunity and,
292–293

pMHCII-specific Th cells, priming,
293–294

PMN (Polymorphonuclear lymphocytes),
984, 985

PMX53, 1072
Pneumococcal vaccine, Bill and Melinda

Gates foundation, 1268
Pneumocystis carinii (PC), CD4+CD25+

T cells, immune response and,
974t

PNH. See Paroxysmal nocturnal
hemoglobinuria

pol gene, HIV and, 1205, 1206f
Poliomyelitis vaccine, 1239

adverse effects, 1281
Poliovirus, 1133

serotypes of, 881–882
soluble recombinant receptors, 647

Poliovirus immunity, Swedish
community, 885

Polyclonal antibodies
enzymatic activity of, 182–183
monoclonal antibodies v., 186

Polyclonal sera, 186
Polyclonal T-cell response

antigenic structures, 648–649
mapping, 649

Polycythemia vera, JAK 2 mutations, 730
Polyendocrinopathy, 1543
Polyethylene glycol, RIA methods and,

166
Polygenic disease, systemic autoimmune

disease, 1298
Polylocism, 61
μm poly(A) site, 197
Polymerase chain reaction (PCR), DNAs,

193
Polymerase chain reaction (PCR)-based

genetic markers, mouse genome,
583

Polymerase η, SHM, 223
Polymerase λ, V gene assembly

recombination, 208
Polymerase μ, V gene assembly

recombination, 208
Polymeric IgA-producing cells,

distribution of, 1004–1007, 1004f
Polymeric immunoglobulin, epithelial

transcytosis, 147
Polymorphism, 61

MHC antigens and, 1434
virulence factors, 1188

Polymorphonuclear lymphocytes. See
PMN

Polypeptide antigenic determinants,
638–639

Polypeptide backbone of sperm whale
myoglobin, native 3-dimensional
conformation, 641f

Polypeptide, historical perspective, 130
μs poly(A) site, 197
Polysaccharide (PS)

antigens, 271, 636, 1194
bacterial cell wall, 1183

extracellular bacteria and, 1184t, 1186
immunogenicity of, 638

Polyvalent antigens, 175
Porifera (Sponges)

allorecognition, 110
immune function and, 65

Porphyromonas gingivitis, TLR2, 432
Positive selection, 16, 837

CD4+ cell fate, 391–397
CD4/CD8, 393f
molecular mechanisms, 380
negative selection v., 399
TCR recognition repertoire and,

391–392
time window for, 392–393
triggering, 392

Positive/negative selection,
TCR-dependent
fate-determination processes,
376

Pox virus, 1133
apoptosis, 1156
chemokine receptor family, 1153
IFN-γ , 1137

PP. See Peyer’s patch
PPO cascade (Propolyphenol oxidase

cascade), 60t, 72
Pre-B cell antigen receptor (BCR), 237, 524

B cell abnormalities, 261
B cell development, 248–252
B cell maturation, 213
cells, rabbit, 263
downstream signaling, 276–277, 277f
mouse, 252
signaling, 249, 271, 272f, 273

molecule mutations, 249–250
tonic signaling, 276

Pre-BCR signaling developmental
checkpoint hypothesis, μ heavy
chain, 248–249, 250f

“Pre-bursal” receptor, chicken, 262
Precipitates, antibody and, 175
Precipitation phenomena, 175
Precursor CTL (pCTL), 997
Predictive algorithms, proteasomal

cleavage sites and, 674
Predinisolone, AIH, 1360
Preerythrocytic stage malaria parasites,

humoral antibody and, 1121
Pregnancy, father histocompatibility

antigens, 937
Pre-ligand assembly domain (PLAD), 780

TNF/TNFR structure, 853, 854f
6B2 pre-plasma memory B cells, 304
Presenilin-associated rhomboid-like

protein (PARL), 845
Preserved antibody responses, HIV, 1212
Pre-T α polypeptides, structure, 314, 315f
Pre-TCR signaling cascade, 386

cell-surface receptors and, 389f, 390
Primary biliary cirrhosis

animal models, 1366–1367
autoimmune features, 1365–1366
genetic features, environmental

factors, 1366
treatment and prevention, 1367

Primary immune responses, 2–3
Primary lymphoid organs, 27, 28–33

immune system, 48
Primary sclerosing cholangitis, 1367
Primate immunodeficiency virus, CD8+

T lymphocyte depletion, Rhesus
monkey, 1221, 1221f

Prime boost, HIV, 1276
Priming

memory CD8+ T cell generation,
867–872

naı̈ve CD8+ T cell, 871
phase 2, 871

Privileged immunologic tissue, fetal
trophoblast, 935

PRMs. See Pattern-recognition molecules
Professional APCs (pAPCs), 614
Programmed cell death (PCD), 834–861

cellular and molecular mechanisms,
843–847

forms of, 836f
immune effector mechanism, 843
regulations of, molecule families and,

847–853
structural regulation, 853–857
TNF/TNFR structure, 853–855, 854f

Programmed homeostatic proliferation,
human memory B cells,
883–884

Programmed necrosis, 835, 846–847
Programmed rearrangements, canonical

antigen receptors and, 521–522
Prohemocytes, stem cells, insects and,

65f, 66
Proinflammatory cytokines, 106

IL-1 family as, 751–752
Pro-inflammatory signaling pathways,

PRRs and, 4
Proinsulin expression, thymus, 914
Prolactin

SLE, 1309
type I cytokines, 708

Prolactin receptor, growth
hormone/growth hormone
receptor v., 711

“Proline sandwich,” tryptophans, 691
Properdin deficiency, meningococcal

infections and, 1070
Propriocidal regulation

immune cells, 838, 838f
T cells, 838, 838f

Prostate cancer, DCs, 478
Protease inhibitor α2m, invertebrates,

75
Protease inhibitors, 654f

HIV and, 1211
Proteases

“caspase” moniker, 847
chemokines and, 816

Proteasomal cleavage sites, predictive
algorithms, 674

Proteasomal processing, proteins and,
655

Proteasome activator PA28, 656
Proteasome inhibitor family, 655
Proteasome, nonendosomal processing

pathway and, 655
Proteasome-and TAP-dependent pathway,

619–620
Proteasome-and TAP-independent

pathway, 619–620
Protective antigen, target cells, 1186
Protein A, antibody and, 1186
Protein antigen

determinants, 638–639
conformational equilibria of,

642–643
nonresponder animals, 648
staphylococcal nuclease, antibodies to,

156
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Protein immunization, pMHCH+DC,
293

Protein inhibitors of activated STAT. See
PIAS proteins

Protein kinase C (PKC) isoforms, 280
Protein kinases, TCR signaling and, 672
Protein tyrosine kinases (PTKs), 349

downstream signals, 352–353, 352f
Protein tyrosine phosphatases, tyrosine

kinases and, BCR tonic signaling
model, 273–274, 274f

Proteinases, macrophage gene
expression, 563

Proteins
antigenic sites, 644–645
caspases, dying cells and, 849
cytokines and, 708
host immunity and, 1183
immunogenicity, 644–647
lung-stage larvae, 1100
proteasomal processing, 655
proteolytic activation, 848
SCRs and, 1050–1051

7TM proteins, 809
Proteolysis, 676

caspase activation and, 847
IgD, 142

Proteolytic activation, proteins and,
848

Proteolytic cascades, 72–75
Protostomes, deuterostomes v., 64
Protozoan pathogens

host defense, cellular mechanisms,
1101–1103

MR and, 436
Th1 response and, 743

Protozoan trypanosomes, immune
responses, 1111

Prozone effect, hyperimmune antisera,
179

PRRs. See Pattern recognition receptors
PRR-targeted mucosal adjuvants,

1020–1021
PS. See Polysaccharide
P-selectin, pulmonary vasculature and,

1003
Pseudokinase domain, function, 733
Pseudomonas aerigunosa, 1166
Psoriasis

chemokine system and, 826–827
D6 mouse knockouts, 827
TNF, 798

Psoriatic arthritis, TNF inhibitors, 797
PTEN, 364

Treg and, 955
PTKs. See Protein tyrosine kinases
PTX. See Genetically engineered pertussis

toxin
PTX3. See Pentraxin-3
Pu.1 expression, lymphoid development,

242
Public idiotypes, 128, 129f
Pulmonary DCs, 468
Pulmonary goblet cell hyperplasia, IL-9,

714
Pulse-chase experiments, TCR/CD3

complex, 317–318
Purified capsular polysaccharide antigen,

encapsulated organisms,
vaccines, 1265

Purine nucleoside phosphorylase
deficiency, 1539

PV. See Pemphigus vulgaris

Q
Qa-1 restricted CD8+ Treg, 965
Quantitative immunoprecipitation,

174–175, 175f
Quantitative precipitin, antibodies and,

174–176
plotting, 175f

Quasispecies, 1150
Quiescent memory, memory B cell,

882–884

R
R loops, transcription and, 227
R proteins, plant kingdom, 1242
RA. See Rheumatoid arthritis
Rabbit

B cell development, 263
B cells, 263

Rabies
superantigen-like activities, 332
vaccine, 1252
virus, 1134, 1135

neuronal infection, 1150
RAD18, SHM, 223
Rad50, CSR machinery, 230
Radiation-attenuated larval parasites

model, helminths, 1125
Radioimmunoassay (RIA), 186

affinity and, 165–170
Antigen-antibody interactions, 176
B,F,T plot corrections, 168
cross-reactivity, 171
monoclonal antibodies, 183

Radioimmunoassay (RIA) binding
curves, 173, 173f

RAG (Recombinase activating genes)
SCID and, 1537
TCR genes, 319

“RAG complementation,” 205
RAG expression, 263, 392–393

germinal center B cells, 255
late, 213
regulation of, 208–209

RAG genes, 900
pre-BCR signaling, 250
rearranging machinery, 113–114
receptor editing, 899–901

RAG KOs, innate immune system and,
205

RAG proteins
divalent ions and, 204
V gene assembly recombination,

203–205
in vitro, 204–205

RAG1 proteins, recombination model,
203

RAG1/2, somatic rearrangement, 113
RAG2 proteins, recombination model,

203
RAGI genes, evolution process, 96
RAG-induced cleavage, steps of, 204
RAG-knockout mice, 385–386
RALT. See Rectal-associated lymphoid

tissue
“Random walk,” pathogen and, naı̈ve T

cells, 410–411
RANK, 795–796
RANK ligand, 787, 795–796
RANKL-RANK system, 796
RANKL-RANK-OPG system, 796
RANK/RANKL pathway, RA, 1317
RANTES, HIV1 viral replication,

1219–1222

Rap GTPase-activating protein, 281
Rap-integrin pathway, BCR and, 281–282
RAPL, 357
Ras/MAP kinase pathway, cytokines and,

740–741
Ras-Raf-Erk signaling pathway, 280–281,

280f
Rat Mhc, major genes of, 573t, 579
Rat studies, lymph nodes,

embryogenesis, 37
RBCs. See Red blood cells
RCA. See Regulator of C Activation
RCA family proteins, SCRs and, C3

activation and, 1051f, 1052
ReA. See Reactive arthritis
Reactive arthritis (ReA), 1317–1318

clinical manifestations, 1317–1318
infection, 1318
mouse models, 1319
pathogenesis and genetic susceptibility,

1318
Reactive oxygen species (ROSs),

protozoan pathogens, 1100
Reactogenicity, vaccines and, 1243
Reagents, 186
Rearranging genes, vertebrates, 84f,

87–88
Rearranging machinery, origins of,

113–114
Rearranging receptors, origins of,

113–116
Recall, memory response to, 304–305
Receptor blockade, 1072

B cells and, 922
Receptor chains, sharing of, 720
Receptor editing, 272, 904–905

B cell tolerance, 257–259, 258t
clonal deletion, 899–901
RAG expression, 213

Receptor homodimer, 711
Receptor interacting protein (RIP),

programmed necrosis, 846
Receptor revision, RAG expression, 213
Receptor-induced apoptosis, 857
Receptor-ligand complex, TNF and,

780–781, 780f, 781f
Receptor-mediated endocytosis,

enveloped viruses, 1134
Receptor-proximal adaptor proteins, TLR

signaling pathways, 434–436
Receptors

C3 fragments, C3 activation and, 1051f,
1052

STAT docking, 735–736
αβ receptors, T cells, 571
Receptor-TRAF2 interaction, TNF

superfamily, 854
Recognition principles, immune reaction

and, 63
Recombinant DNA products, 1240
Recombinant DNA technology,

conclusions on, 231
Recombinant vaccines, 1503–1504
Recombinant virus vectors, cellular

immune response, HIV,
1226–1227

Recombinase activating genes. See RAG
Recombination intermediates, V gene

assembly recombination, 203
Recombination model, overview,

202–203, 202f
Recombination sequence, 900
Recombination signal elements, 195, 195f
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Recombination-deficient mouse strain,
TCR genes, 318–319

Rectal-associated lymphoid tissue
(RALT), 992–993

Red blood cells (RBCs), 898
Red pulp macrophages, 554
Redirected lysis, NK cells and, 497
Regulated diversity, antigen binding site

and, 136
Regulated V(D)J recombination, allelic

exclusion and, 212
Regulation, TNF-related cytokine and,

781, 782f, 783
Regulator of C Activation (RCA), SCRs

and, 1050–1051
Regulatory autoimmunity, organ-specific,

1336–1337
Regulatory CD4+ T-cell, 1147
Regulatory circuits, autoimmune

process, 1341–1342
Regulatory gene products, HIV and,

1205–1206, 1206f
Regulatory T cells, 943–979

alloantigens, 971, 971f
autoreactivity, 1295
DCs and, 475–476
development of, 399–400
organ-specific autoreactive effector

cells, 970
parasite persistence, 1113–1114
parasitic infections and, 1115t
tumor immunity and, 973–976
type of, factors determining, 1016–1017

Regulatory T lymphocytes, 4, 17, 32
RelA NF κB transcription factor,

Inhibitor of κB-kinase (IKK)
complex, 785

Relapses, MS, 1354–1355
RELT, 795
Remission, systemic autoimmune

disease, 1297
Renal autoimmune diseases, 1368
Renal cell transplantation, 587
Renal disease, complement in, 1064t,

1065
Renal graft survival, HLA mismatches

and, 386f
Renal transplantation, donor C3 allotype,

1067–1068
Renal tumors, monoclonal antibodies,

184
Reovirus, M cell, 1011
Repertoire selection, 376
Replication protein A (RPA), AID and,

218
Reporter cell assay systems, 498
Reproduction, mouse, IL-1Ra and, 755
Reptiles

antibody heterogeneity, 102–103
L chain isotypes, 86
thymus and, 97

Resident monocytes, 819
Residues, IgA to FcR, binding, 144f
Respiratory syncytial virus (RSV), TLR4

expression, 432
Resting T cells, IL-2 and, 712
Retention effect, 165
Reticular dysgenesis, 1539
Retinoic acid-inducible gene-1 (RIG-1),

69
Retinoid acid-related orphan receptors

(RORs), lymphoid
organogenesis, 38

Retroviruses, thyroid diseases, 1344
Reverse ADCC, NK cells and, 497
Reverse genetics, Dengue vaccines, 1277
“Reverse vaccinology,” 1267
RF. See Rheumatoid factor
RGS proteins, chemokine-signaling

pathways and, 814
Rheumatoid arthritis (RA), 699, 745, 826,

1313–1317, 1369f
anakinra, humans with, 760–761
antigen exposure, 1316
autoantibodies, 1314–1315
autoimmune features, 1372–1373
clinical manifestations, 1313
cytokines, 1316
FcRs, 700
HLA-DRB1 locus, 588, 589t
IL-1, 752
joint destruction, pathogenic

pathways, 1372–1373
mouse models, 1316–1317
ocular autoimmune diseases and,

1355
pathogenesis and genetic susceptibility,

1313–1314
synovial architecture, 1314
T cells, 1315–1316
therapeutic approaches, 1316
TNF inhibitors, 797–798
treatment, 1373–1374
Treg, 977

Rheumatoid factor (RF), autoreactivity,
1295–1296

Rhinitis, allergic, characteristics, 1419
Rhinitis, atopic, 1377
Rhinovirus genus, human hosts and, 1131
Rho family, 281
RIA. See Radioimmunoassay
Rice-based vaccine technology, 1022
Rickettsia rickettsii, routes of acquisition,

1168–1169
Rifampycin, tuberculosis and, 1268
RIG-I/MDA-5, 439

viral dsRNA and, 439
RIIB expression, SLE and, 687
RIP. See Receptor interacting protein
Rituxan. See Rituximab
Rituximab (Rituxan)

lymphoma, 698–699
RA, 1316
systemic autoimmune disease, 1303
tumors, 698

RNA viruses, 1150
viral replication, 1135

Rodents, histocompatibility antigens,
placenta and, 936

Rolipram, MS, 1354
Roquin-deficient mice, autoimmunity

and, 299–300
RORgt, Th17 cells and, 416
RORs. See Retinoid acid-related orphan

receptors
Rotateq vaccine, rotavirus and, 1272
Rotavirus, 1143

nursery strains, 1272
Rotavirus vaccines, 1271–1272
RP105, TLR4 expression, 432
RPA. See Replication protein A
RRYQNSTEL, 658
RSV. See Respiratory syncytial virus
RT-PCR, thymus studies, peripheral

antigens and, 913
RTS, vaccine, malaria, 1121

RTS.S vaccine trial, 1126
Rubella vaccine, 1239

S
S. aureus, superantigens, 1187
S. enterica, MHC Class I-restricted T-cell

response, 1174
S. mansoni

chronic Th2 responses, 1118
IL-10, 1119
liver disease, 1114

S. mansoni antigens, IgE levels and, 1111
S1P1 receptor, naı̈ve T cells, 408–409,

409f, 414
S17 stromal layer, B lineage colony, 246f
Sabin vaccine, 1239
Salk vaccine, 1239
Salmonella infections

interleukin 12, 470
ReA, 1318

Salmonella O antigens
analysis of, by hapten inhibition, 635t
immunochemistry of, 633–635
serotyping, 633, 634f

Salmonella organisms, 548
Salmonella species, antigenic diversity,

633–635
Salmonella species lipopolysaccharide,

structure of, 633, 634f
Salt concentration, antigen-antibody

interactions, 155–156
Sandwich technique, antigen detection,

169f, 170
SAP. See Serum amyloid P;

SLAM-associated protein
SAP deficiency, 362
SAPs. See Sphingolipid activator proteins
Sarcoidosis

EAU and, 1356, 1357f
ocular autoimmune diseases and, 1355

SARS (Severe acute respiratory
symptom), 1132

SBEs. See Smad-binding elements
Scatchard analysis, affinity and, 158–159,

158f, 159f
Scatchard plot, 167
Scavenger receptor protein-rich (SRCR)

superfamily, 71
Scavenger receptors (SRs), 71, 436

nonopsonic pattern recognition
receptors, 557

Schistoma manoni eggs, IL-9, 714
Schistosoma mansoni

complement and, 1067
DAF molecules, 1100

Schistosomes
immune recognition, 1112
Langerhans cells, 470

Schistosomiasis, vaccination, 1125
SCID. See Severe combined

immunodeficiencies
SCID gene

V gene assembly recombination, 203
mouse model, NHEJ and, 206

SCID mice, B cell generation in, 256, 256f
SCID-like syndrome, IL-2 deficiency and,

744
Scleroderma (Systemic sclerosis; SSc)

clinical manifestations, 1320–1321
mouse model, 1322
pathogenesis and genetic susceptibility,

1321
toxin exposure, 1302
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Scleroderma-specific autoantibodies,
1321, 1321t

SCRs. See Short consensus repeats
Scurfin. See Transcription factor Foxp3
SDS-polyacrylamide gel electrophoresis,

monoclonal T cells, 649
Sea bass, thymus, evolution process, 96
Sea urchin genome, immune-related

functions and, 58f, 70
Sea urchin genome project, 117
SEB superantigen, TCR and, 610, 610f
Secondary autoimmunity, autoimmune

diseases and, 1374
Secondary immune responses, 3
Secondary lymphoid organs, 28, 33–45

composition of, 410
DCs, 407
immune system, 48
tertiary lymphoid tissues v., 45–46

Secondary lymphoid tissues, pathogen
and, naı̈ve T cells, 411

Secondary recall responses, B and T cells,
862

Secondary recombinations, V gene
assembly recombination,
201–202, 201f

Secondary response, memory T cells,
880–881

Secondary T cell help, 305
Secondary thymphoid organs, B cell

immunity, regulation of, 296
Secreted Ig, membrane Ig v., 197–198
Secreted pattern-recognition molecules,

437–439
Secreted PRRs, 430
Secretory IgA Abs, 984
Secretory immunoglobulin, 127
Secretory-IgA (S-IgA)

immunity and, 143
structure, 1005–1007, 1005f

Segmental antigenic sites, 639
SEGYE, 520t, 521
β-selection

later T cell differentiation, 389–390
mouse thymocytes and, 389f
TCR-dependent fate-determination

processes, 376
triggering requirements, 385–387, 386f

β-selection cascade, constituent events
in, 387

β-selection checkpoint, 380
γ δ-selection, triggering requirements,

385–387, 386f
Selective natural killer cell surface

markers, 485–486
Selective signals, signaling pathways, 416
Self antigen bearing DCs, lymph nodes

and, 34
Self antigen binding, B cell tolerance, 258
Self reactive T cells, 669
Self-antigen recognition, nTREGs, 911
Self-antigens

human memory B cells, 883–884
immune system and, 3
naı̈ve T cells, 413
systemic autoimmune disease,

1300–1301
tumors, 973

Self-ligands, molecular identification,
524

Self-peptide/MHC
DCs, 412
T-cell receptor, 408

Self-peptide-MHC, αβ-TCR repertoire, 398f
Self-reactive B cells, characteristics,

901–902
Self-reactive clones, 839
Self-reactive T cells, 669

autoimmune T cells, 669
lymph nodes and, 34
thymus and, 397

Semi-invariant TCRs
CD1d-restrictied NKT, 521, 522t
MR1-restricted MAIT cells, 521, 522t

Sensor macrophages, FcRIIB
upregulation, 701, 702

Sepsis, C3a and, 1072
Septic shock, 1197

TNF, 799
“Serial engagement” model, TRC

binding, 327
Serine protease, inactivation, 1054
Serine protease module, proteins with,

1051–1052
Serine/thionine kinases, T cell activation

of, 355–357
Seronegative inflammatory

spondyloarthropathies, 1317
Serprocedins, 444
Serum amyloid P (SAP), pentraxins and,

438
Serum antibody, B cell tolerance and, 259
Serum ATA, B cell tolerance, 258
Serum half-life

IgA, 142
IgG antibodies, 142

Serum IgGAb responses, mucosal
immunization, 1013

Serum Response Elements (SREs), 280
Severe combined immunodeficiencies

(SCID), 2, 1534–1538, 1534t
autosomal recessive

ADA causing, 1535–1536, 1536f
artemis gene deficiencies causing,

1537
CD3 complex and, 1538
CD45 deficiency causing, 1538
IL-7 receptor and, 1537
Janus kinase 3 deficiency causing,

1536–1537
ligase IV causing, 1537–1538
RAG causing, 1537
treatment/prognosis of, 1538

cytokine-related causes, 743–745
IL-7, 714
JAK 3 mutations, 730
Tr1 cells and, 931
X-linked recessive, 1535, 1535f, 1535t,

1536f
Sexual exposure, HIV, 1209
SH2-containing inositol 5′-phosphatase.

See SHIP
Shared cross-reactivity, 172
Shared receptor molecules, 722
Shigella, 1190
Shigella vaccines, 1263–1264
SHIP (SH2-containing inositol

5′-phosphatase), 693, 695
SHIVs (Simian human

immunodeficiency viruses),
1209, 1219, 1276

SHM. See Somatic hypermutation
“Short chain” cytokines, 708, 709, 709t
Short consensus repeats (SCRs)

proteins, 1050–1051
proteins with, 1050–1051

Short-lived plasma cells (PCs),
development of, 297–298

Short-nucleotide-homology-mediated
rearrangements, 520t–522t, 522

SHP-1, 365
SHP-2, 365
Shrimp hemocytes, penaeidins and, 71
S-IgA. See Secretory IgA; Secretory-IgA
SIGIRR. See Single Ig IL-1 related

receptor
Signal transduction pathways

NK cells, 504–505
TNFRs, 783, 784f, 785–786

“Signaling circuits,” 786
Signaling molecules

for cytokines, 740–741
immunomodulatory therapy and, 370

Signaling pathways
IL1RI, IL-1 binding to, 769
TNF-related cytokine and, 781, 783,

785–786
Signaling protein oligomerization

transduction structures. See
SPOTS

Signaling PRRs, 431f
Signaling reactions, BCR, 276–277, 277f
Signaling thresholds, 390
Signal-regulatory proteins (SIRPs), 115
sIL-1RI, 768–769
Silica, autoimmune disease, 1302
Simian human immunodeficiency

viruses. See SHIVs
Simian immunodeficiency viruses. See

SIVs
Single Ig IL-1 related receptor (SIGIRR),

765–767, 766f
Single Ig IL-1 related receptor-deficient

mice, 767
Single-nucleotide polymorphisms

(SNPs), 813
Single-peptide labeling technique, T cell

response, 330
SIP gradient, pathogen and, naı̈ve T cells,

411
Sips plot, Indices of heterogeneity, 161
Sirolimus, 1456
SIVcpz

chimpanzees and, 1209
HIV-1 v., 1209

SIV-HIV hybrid virus, 647
HIV prophylaxis, 1275

SIV/macaque model of AIDs, 1210
SIVmc, 1209
SIVs (Simian immunodeficiency viruses),

1208–1209, 1219
SIVsm/HIV-2, AIDS in humans, 1209
SIV-specific immunoglobulin, HIV

vaccine and, 1223
Skamene, 548
SKAP55, Rap-integrin pathway, 281
Skin γ δ T cells

cellular interactions, 536–537
developmental stages, 535–536, 536f

Skin graft experiments, tissue-specific
antigens, 912–915

Skin homing effector T cells, 414
Skin homing memory T cells, 889
Skin immunity, DCs, 475
Skin layers, autoimmune skin

syndromes, 1374
Skin-specific minor histocompatibility

antigens, 912
SLAM signals, 361, 362
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SLAM-associated protein (SAP), 502
mice deficient, 298

SLC. See Surrogate light chain
SLP-76, 353, 354f, 366
Sm B antigen, 669
Sm D antigen, 669
SMAC (Supramolecular activation

cluster), 362
Smac/Diablo, 846, 848–849

XIAP and, 845
Smad-binding elements (SBEs), 999
Smallpox

global eradication, 1236–1237, 1237f
Jennerian era, 1235

Smallpox vaccination, Edward Jenner,
1236

Smallpox vaccine-specific memory B
cells, 882–883

Small-sized-vessel vasculitis, 1319–1320
S. monsoni worms, lymphocytes, 1113
Sμ-Sε sequence, 224, 225f
SNF1 mouse, SLE, 1311
SNPs. See Single-nucleotide

polymorphisms
Solid organ transplantation, 588
Solid-phase antigen, affinity and, 169
Solid-phase peptide synthesis, 649
Solid-phase radioimmunoassay methods,

166
Solid-phase surfaces, native protein

antigens and, 169f, 170
Solitary ascidians, allorecognition, 111
Solitary lymphoid follicles (ILFs), 993
Soluble cytokine receptors, 724, 724t,

725t
Soluble IL-2 receptors, human disease

and, 724, 725t
Solution radioimmunoassay methods,

165–166
Somatic cell fusion, hybridomas, 181
Somatic hypermutation (SHM), 12, 61,

213, 218–224, 300–301
affinity maturation and, 136
of antibody genes, immune response,

192
B cell lymphomas and, 260–261
B1 B cells, 290
BCR transgenic mice, 926
cellular context, 219–220
GC and, 217
hypermutation and, 219
mechanistic model of, 221, 222f
mutations, targeting and distribution,

220–221
TCRs, 668

Somatic modifications, immune system
diversity, 61

Somatic rearrangement, RAG1/2, 113
Southern blotting, DNAs, 193
SP T cells, 32, 399
Sp/AGM. See Splanchnopleura/AGM
SpecC superantigen, TCR and, 610, 610f
Specialized tissue niches, innatelike

lymphocytes, 519, 519f
Specific helper T cells (Th cells), 289

clonal selection in, 295–296
multiple TCR-pMHCII, 295f

Specificity
antibody/antiserum, 170–174
genetic basis, 539
STAT protein, 734–739

Specificity analysis, monoclonal
antibodies, 185

Specificity studies, T-cell clones and, 652
Sphingolipid activator proteins (SAPs),

626
Sphingomonas, NKT cells, 526, 531
Splanchnopleura/AGM (Sp/AGM), B

lymphopoiesis and, 238
Spleen

architecture and cellular composition,
39–41, 40f

B cell development, 239
B-1 B cells, 256
DCs, interleukin 12, 470
development of, 41–42
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function, 38–39
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human B cell development, fetal,

259–260
mouse, B cell migration, 252, 252f
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resident macrophages, 553–554, 553f
viral infection, 42
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follicular B cells v., mouse, 253
IgA and, 1007
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Spondylarthritis, mouse models, 1319
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Spontaneous atopic dermatitis, 755
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models, 1348
Sporozoite stage, 1278, 1278f
SPOTS (Signaling protein

oligomerization transduction
structures), 844

SPs. See Surfactant proteins
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BCR signaling, 273
NK cells, 504

Src-family tyrosine kinases, lipid rafts,
BCR signaling, 275–276

SRCR superfamily. See Scavenger
receptor protein-rich
superfamily
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SRK (S-locus receptor protein kinase),
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SRs. See Scavenger receptors
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ss-DNA transgenic mice, B cell anergy,

925
ssRNA, 439
ST2 receptor, 764

tissue-specific localization studies, 764
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and assembly, 661–667
STAg (T. gondii tachyzoites), TLR11, 434
Staphylococcal enterotoxin A, 1187
Staphylococcal enterotoxins,
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Staphylococcus epidermidis, TLR2, 432
STAT nuclear translocation, 736–737
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binding sites, optimal, 737

docking of, 735–736
IL-23, 721
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mediated functions, 738–739
mice deficient in, phenotypes,

731t–732t
specificity, 734–739
transcriptional activation, 737

Stat1 dimer, DNA binding and, 736, 736f
Steinman, DC, 548
Stem cell factor, 723

IL-11, 719
Stem cell model, central memory cells,

419–420
Stem cell transplantation, 587, 588

cancer therapies and, 1513
Stem cells
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bone marrow and, 239–241
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Tr1 cells and, SCID, 931

Sterile transcription, 210
in CSR, 227

Steroids, B lineage pathway, 246
“Sticky ends,” Fetal lymphocytes, 207
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β strands, IgSF domains, 62, 62f
Streptococcus pneumoniae, 638

surface structures, 1183, 1185f
vaccines, 1267

Strip-of-the-helix algorithm, 672
Stroke, complement and, 1064t, 1065
Stromal cells, 1149

growth factors, 246
thymus graft, 905, 906
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246f
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pathogens, 1167–1168

Sublytic effects, 1059
Subunit envelope immunogens, HIV,

1225
β subunit, 686
α subunits, gene organization, 686–687
Superantigens, 331–333
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site, 136
S. aureus, 1187

Supermotifs, 674
Supernatants, antibody and, 175
Suppression, 1467

transplantation tolerance and,
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Suppressive antigen-presenting cells,

IDO and, 932–933
Suppressive T cells, 943–979

“high-zone” tolerance, 944
historical perspective, 943–946, 944f
thymus and, 400
tumor immunity and, 973

Suppressor T cells, Treg and, 962
Supramolecular activation cluster. See
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Surface epithelium, innate immune

system, 427, 442–443
Surface lipids, host and, M. tuberculosis,
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Surface markers, T cell memory, 887–889
Surface plasmon resonance (SPR),

180–181
features of, 180–181
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B cell development, 250
expression, sphenotypic stages, 245f

Surveillance, naı̈ve T cells, 410
Susceptibility genes, autoimmune

diseases and, 1324
Swine, immunogenetics and, 1429, 1429f
Switch circles, centromeres and, 224
Switch junction sequences, mutations

and, 225
Switch recombination, DNA fragments,

224
Switch regions

cμ, 224
CSR targets to, 227–228
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BCRs, 274
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Synovial architecture, RA, 1314
Synthetic peptides, segmental antigenic

sites, 639
Systemic autoimmune diseases, 1292

antigens in, 1300–1302
autoreactivity, healthy, 1294–1296
B-cell tolerance, 1294
features, 1296–1298
flares and remissions, 1297
organ-specific autoimmune diseases v.,

1333–1334
specific, 1304–1324

Systemic immune modulation,
autoimmune diseases, 1342
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pathogens, 1168–1169
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autoantibodies in, 1304, 1304t
clinical manifestations, 1304–1305
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Fcγ R polymorphisms, 687
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induced models, 1312–1313
linkage to, chromosomal regions, 1305,
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models, Fas-deficient mice, 257
mouse model, 1310–1313
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pathogenesis and genetic susceptibility,
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Systemic sclerosis. See Scleroderma
Systemic vasculitides, treatment, 1320
Systemically acquired infections, 983

T
αβ T-cell reactivities, superantigens, 331
αβ TCR, structure, 324–325
αβ TCR-ligand recognition, binding
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αβ T-cell receptors, 318, 318f
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αβ TCRs, 323-

γ δ T-cell receptors, 318
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γ δTCR ligands, 335–337
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αβ T-cells, 347
γ δ T-cell clones, antigen recognition,

334–337
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antigen recognition by, 334, 335f
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T. cruzi
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T-cell response, 1113
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T lineage, Notch 1, 247
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factor requirements, 384
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antigen recognition, 13–14
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functions, 16
immune system and, 707
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MHC molecules, 578
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signaling mechanisms, activation and,
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thymus and, 96
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T receptor cell, 9
T regulatory 1 cells, Treg and, 962–964
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specificity, 341

T-15 idiotype+B-1 cells, invariant BCR,
521t

T22 molecule, 335
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clinical manifestations, 1319
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Target cell, 684
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Treg-mediated suppression, 959
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Target interference model, 489, 489f
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by NK cells, 489, 489f
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Taxol, Bim deficiency, 852–853
T-B heterogeneity, birds, 98
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two-signal model and, peripheral

tolerance mechanisms, 916–918
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autoreactivity, 1295
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dependent immune response, germinal
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depleting antibodies, 1468
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functional implications, 407–408
memory CD8+ T cells, 865
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negative selection and, 903–904
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regulated proliferation in, 380–381

epitopes, generating, 1497–1498
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409f
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IgA production and, 1007–1008
IL-7-withdrawal-induced cell death,
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IL-12 and, 721
IL-21, 715
immune response and, 370, 411–415
immunity
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IL-2 high affinity receptor, 363–364
IL2 high affinity receptor and, 363
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receptor binding, 355f
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autoimmune disorders and,
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1473
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viral infection, 669

Anti-T-cell antibodies, 1456–1457
T-cell clone, 649, 662

B cells, 675–676
partial agonists, 670
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T-cell dependent antibody responses,
BCR signaling, 271

T-cell differentiation, 821–822
T-cell division, first, before v. after, 409f,

413–414
T-cell epitopes, prediction of, 672–675
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immune system and, 707

“T-cell help,” 577
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T-cell hybridoma, IL2, 649
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943–944
T-cell immune system response,

extracellular bacteria, 1197
T-cell independent antibody responses,
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T-cell inflammatory processes,
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T-cell negative selection, signaling
aspects, 907–908
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TR1 cells, 963
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T-cell receptor. See TCR
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T-cell response
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T-cell-mediated immunity, DCs, 467–470
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TCR α locus
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binding, CDR3, 338f
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chromosomal locations of, 326, 326t
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TCR signal strength, 399
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TCR stimulation
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Treg cells, 957

TCR transgenic mouse
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TCRαb T cells

commitment to, factors influencing,
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activation motifs, 348
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TCR-class II MHC interaction, signaling,
394, 394f

TCRδCDR3 sequences, 338f
TCR-deficient cell lines, 348–349
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requirements, 388–389
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TCRs. See Antigen-binding receptors
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T. cruzi, immune recognition, 1112
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299
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T-dependent immune responses, 270
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TECs. See Thymic epithelial cells
Teleosts
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T cells
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antigen-antibody interactions,
155–156

immunoglobulin expression, 101
TEMs. See “Effector memory” phenotype

T cells
TEPs (Thioester-containing proteins),

insect molecules and, 74
Terminal complement complex, biologic

properties, 1059–1060
Terminal deoxynucleotidyl transferase

(TdT), 522
B cell development, 239
V gene assembly recombination, 207
mutant mice, 207
sphenotypic stages, 245f

Terminal pathway activation, 1058–1060
Terminal pathway components, protein

motifs, 1052
Terminal pathway, regulation, 1058–1059
Tertiary lymphoid organs, 28

Tertiary lymphoid tissues, 45–48
functions of, 47
plasticity and adaptability of, 48
secondary lymphoid organs v., 45–46
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Tetanus toxoid, 675
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TGF-β, 108, 476, 985

CD4+CD25+ suppressor function, 958,
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Th-3 cells, 932
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TGF-β-activated kinase-1, IL-1 signaling,
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Treg cell function and, 1384
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Th2-type cytokines, NKT cells, 990f, 992

Th3
mucosal tolerance, 1016
TGF-β, 932
Treg and, 962
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autoimmune diseases, 1342–1344
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complement molecules, 1073–1074
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systemic autoimmune disease, 1303
Treg, 978
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antigen-antibody interactions,
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ThF. See Follicular helper T cells
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Thioester-containing proteins. See TEPs
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Threading, MHC binding sequences and,
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Thrombopoietin (Tpo), 723

type I cytokines, 708
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allograft rejection and, amphibians, 96
organ-specific autoimmunity, rats, 944,
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Thymic epithelial cells (TECs), 31

IL-1 and, 754
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Thymic medullary epithelial cells, AIRE,
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Thymic microenvironments
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activation, tolerance thresholds,
908–910

apoptosis, negative selection and, 907
B cell tolerance, 258
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apoptosis, 837
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hematopoietic-derived DCs, 408
Thymocyte antigen, 529
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Thymoma, immunodeficiency with,
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architecture, 30, 31f
autoantigens, 1338
birds, 97–98
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cellular composition and functions,

30–31
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function, 30
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memory CD8+ T cell generation, 867,
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“Natural Treg,” 476
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NKs and, 484
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914–915
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regulatory T cells, 949
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resident macrophages, 552–553, 553f
Skin γ δ T cells, 535, 536f
suppressive T cells, 400
T cells and, 408–409
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TSAs and, 914
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407
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1001
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and, 1344–1345
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TI-2 antigens, B cells, 293
T-independent type I antibody responses,

271
T-independent type II antibody

responses, 271
TIRS8. See Toll-IL-1 receptor 8
Tissue damage, mechanisms, systemic

autoimmune disease, 1302–1303
Tissue dendritic cells, activation of, 918

Tissue distribution
MHC antigen, 1434–1436
resident macrophages, 551–555

Tissue injury
autoimmune disease, 1291
complement and, 1064, 1064t
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Tissue-specific antigens (TSAs)
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immune system and, 913
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Tissue-specific studies, ST2 receptor, 764
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parasites, 1104
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complexes, 20–21
TNF (Tumor necrosis factor), 487, 904.

See also specific TNF i.e. TNFα
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797–798

cancer chemotherapy, 799
family of cell surface receptors,

effector CD8+ T cell, 872
HIV, 1213
homology domain, 777–778, 779f
human disease therapy, 796–799
inhibitors, 797t

adverse effects, 798
human disease therapy, 796–797
rheumatoid arthritis, 797

intracellular bacteria, 1172
ligands, trimeric architecture of, 780
mRNA, 782f, 783
necrotic fibroblasts, 918
structure of, 779f
superfamily

chromosomal locations, 777, 777t
human genetic diseases, 797t
signaling complexes and, 854
T cell cosignaling, 790–794

superfamily cosignaling pathways,
infectious disease, 792t

TNF α, IL-6 and, 708

TNF receptor associated factors. See
TRAF

TNF receptors. See TNFR
TNFα, 18, 106, 415

blockade
autoimmune diseases, 1343
RA, 1316
SLE, 1309
systemic autoimmune disease, 1303

DCs, 453
HIV and, 1216
macrophage activation, 557–558, 558f
parasites and, 1101
plus CTLA-4Ig, systemic autoimmune

disease, 1303
RA, 1373–1374

TNFβ. See Lymphotoxin
TNFβR pathway, 788
TNF-induced necrosis, CTL response, 846
TNF/LT (Tumor necrosis

factor/lymphotoxin-receptor)
lymphoid organogenesis, 37

TNF-mediated gene induction,
physiologic correlates, 787t

TNF-MHC paralogs, 780f
TNFR (Tumor necrosis factor receptor),

370, 776, 777
apoptosis-inducing death receptors,

839
ligands of, 854
pathways, 788
signal transduction pathways, 783,

784f, 785–786
structure of, 779f. See TNF receptors
superfamily, 466–467

alternate ligands, 781
transcription factor NFκB pathway,

282
TNFR-1, 854, 854f

programmed necrosis, 846
TNFR-deficient animals, 851
TNF-related apoptosis-inducing ligand.

See TRAIL
TNF-related cytokines, immunity and,

776–803
TNF-related ligands, 776–777
TNFRSF cosignaling molecules,

expression and function, T cell
responses and, 790–791

TNFRSFs, 780
TNF/TNFR structure, PCD and, 853–855,

854f
TNF/TNFR superfamily members,

immunity regulators and,
849–851, 850f

T/NK progenitor (TNKP), 505
TNKP. See T/NK progenitor
TNP11 IgG3, 922
Tolerance

as adaptive process, 899
mechanisms

central lymphoid tissues, 937–938,
937t

peripheral lymphoid tissues,
937–938, 937t

process, TSAs and, 914
reduction, human papillomavirus

protein, 906
thresholds, thymocyte activation v.,

908–910
Tolerance-inducing regimens, 1457
“Tolerogenic DC,” 963–964
Toll ligand spaetzle, 72
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Toll receptors, Drosophila, 75
Toll-IL-1 receptor 8 (TIRS8), IL-1F5, 763
Toll/IMD/JAK/STAT pathway, arthropods,

117
Toll-like receptor 7 gene (TLR7), 433, 700

IL-β, 756
viral ssRNA, 433–434

Toll-like receptor domain-containing
proteins, host defense pathways
and, 431

Toll-like receptors (TLRs), 72, 521,
986–988, 987f, 1063. See also
specific i.e. TLR2

antibiotics, 1191
B cell immunity and, 292
DCs, 457
family, 558–559, 1240–1242
immune system and, 2
innate immune cells and, 917
intracellular bacteria pathogens,

1169
MAMPs, 1103t
nonopsonic pattern recognition

receptors, 557
PAMP, 1241, 1241t
parasites and, 1105
pathogens, 472
pathways, 75
selected ligands, 557, 558t
signaling pathways, 434–436
specific, 430–436
vaccines and, 1240–1242
viruses and, 1136

Tonic signaling, 276
by BCR, 276
human memory B cells, 883–884

Tonsils, pathogen defense and,
42–43

TORCH syndrome, 509
TOX, 395
Toxic shock syndrome, 1187
Toxicity, IL2, 509
Toxins

1238, 1910–1930
exposure, scleroderma, 1302
gram-negative bacteria, 1185
host functions and, 1186
IgG antibodies, 142
mucosal Abs and, 1010

Toxoids
1238, 1910–1930
vaccines using, 1253

Toxoplasma Gondii
IFN-γ , 726
IL-12 and, 721
superantigen-like activities, 332
TLR11, 434

Toxoplasma, IL-12, 462
Tpo. See Thrombopoietin
TPPII. See Tripeptidyl amino peptidase II
TR1 cells, 963

effector properties, 931
human T cells and, 977
mucosal tolerance, 1016
SCID, 931

Trabecular bone loss, IL-1RI-deficient
mice, 768

Tracer concentrations, assay sensitivity,
166–167

TRADD, TNF/TNFR superfamily
members, 851

TRADD-TRAF2 interaction, TNF
superfamily, 854

TRAF (TNF receptor associated factors),
282, 370, 467, 780, 850

adaptors, TNFRs, 783
TRAF2, TNF/TNFR superfamily

members, 851
TRAIL (TNF-related apoptosis-inducing

ligand), 487, 780, 797, 870
agonists, 856
contraction phase and, 872
OPG and, 796
TNF/TNFR structure, 853, 854f
TRAIL-receptor system and, 794–795

TRAIL-mediated apoptosis, 796
TRAIL-receptor system, TRAIL and,

794–795
Transcription factor Collier, lamellocytes, 66
Transcription factor Foxp3 (Scurfin), 400
Transcription factor NFκB pathway,

282–283, 282f
Transcription factors, 734

lymphoid organogenesis, 37–38
lymphoid tissues, vertebrates, 93–94

Transcription of Ig, SHM v., 220
Transcription, translation v., 756
Transcriptional regulators, helper T cell

subsets, 416–417
Transcriptional repressor Bc16, GC

reaction and, 300
Transdermal vaccines, 1258
Transfer of immunity, invertebrates, 116
Transferrin receptor, 1007
Transforming growth factor-β, Fcγ R

expression, 690
“Transfusion effect,” 585
Transgenic B cells, 257–258
Transgenic experiments, Bcl-2 gene

family, 852
Transgenic mice, HLA, epitopes

identified through, 1495
Transgenic models, B cell tolerance, 258t
Transgenic plants, vaccines, 1021
Transgenic TCRs, influenza virus

hemagglutinin and, 400
Transition state analogs, immunization,

183
Transitional B cells

mouse, 252–253, 252f
peripheral tolerance mechanisms,

915–916
Translation, transcription v., 756
Translocations, JAK 2 mutations, 730
Translocon configuration, vertebrates,

84f, 87
Transmembrane domains, IgG, 145–146
Transmission blocking vaccines, malaria,

1280
Transplant surgeons, immune privileged

sites, 935
Transplantation, 1474–1481. See also

Xenotransplantation
antigens, 18
cell, 1426
crossmatch and, 1483
foreign antigens, tolerance to, 922
graft rejection and presence of,

1453–1454
heart, 1475
hematopoietic cell, 1476–1477

HLA and, 1482–1483
immunologic issues in clinical,

1481–1484
immunology, 1426–1484

history, early of, 1427

origins of, 1427–1433
islet, 1475–1477
kidney, 1474–1475
KIR specificities, 495
liver, 1475
lung, 1475
Mhc genes, 583–584
organ, 1426, 1474–1481

sensitized candidate for, 1483
pancreas, 1475–1477
rejection

chemokine system and, 826
diagnosis of, 1483

sensitized candidate for, 1483
stem cell, cancer therapies and, 1513
success, 1426–1427
tissue, 1474–1481

genetic principles governing, 1430,
1430t

tolerance
animal models and clinical,

1473–1474
central, 1462–1466
chimerism, mixed and, 1462–1465,

1463f
mechanisms of, 1457–1462

anergy and, 1458–1459
clonal deletion and, 1457–1458
suppression and, 1459–1462, 1461f

strategies for inducing, 1462–1474
xenogeneic, 1478
xenogeneic thymic, 1465

Transport pathways, 657–661
MHC binding and, 657–661
MHC class II presentation, 660–661

“Trapping,” complement and, 1064
Trastuzumab (Herceptin), tumors, 698
Traub, 899
Treatment. See also Therapeutics

MS, 1353–1355
primary biliary cirrhosis, 1367
RA, 1373–1374
T1D animal models, 1348

TRECs. See TCR excision circles
Treg cells (T-regulatory), 108, 408, 476

in atopic individuals, 1383–1384
autoimmune disease, control of,

965–971
autoimmune diseases, 1343, 1343f
cellular targets and, 956–958
CTLA-4, 959
cytokine requirements for, 952–953
cytokines promoted by, in atopic

disorders, 1396
effector T cells, gastric lymph node

and, 966, 966f
Fox3 and, 956
function, 1383–1384
ICOS, 466
IL-2 receptor chain, 955
immune tolerance research, 841
intracellular bacteria, 1173–1174
mucosal allergies, 1024
placenta and, 936
populations, 1383–1384
suppressor mechanisms, 959
Th2 cells and function of, 1384
transplantation tolerance and,

1459–1461, 1461f
Treg-induced Treg, 965
Treg-mediated inhibition of T-cell

activation, suppression in vivo,
961–962



P1: PSB Printer: RRD

GRBT293-Ind Paul-3627G GRBT293-Paul-v1.cls April 18, 2008 13:56

Index 1601

Treg-mediated suppression
resistance to, 960–961, 961t

genetically deficient mice, 961, 961t
in vitro, 959

Treg-NK cell interactions, 958
T-regulatory. See Treg cells
TREs. See CD8+ thymic emigrants
Tripeptidyl amino peptidase II (TPPII),

657
“Triple-negative” cells, bone marrow

cells, 240
Trout antibody affinity, 101
Trypanosoma cruzi

humoral mechanisms, 1099–1100
TLR2, 432

Tryptophans, “proline sandwich,” 691
TSAs. See Tissue-specific antigens
TSLP. See Thymic stromal lymphopoietin
T-suppressor effector cells, CD8+ v, 944
Tuberculoid lesions, 743
Tuberculosis, 1268–1269

ASO2, 1246
MBL alleles, 1055
vaccine, 1238, 1268–1269, 1269t

Tumor(s)
4-1bb, 466–467
activation receptors and, 503
angiogenesis, TNF, 799
antigen vaccines, chemokines as, 829
antigens, 672

cancer/testis, 1492
categories of, expression patterns

defining, 1492–1500
DC infusion of, 477
HLA and, 1491, 1491t
identification of, approaches to,

1491–1492, 1491t
immunogenicity of, 672
melanocyte differentiation,

1492–1493
mutated, 1495–1497
overexpressed gene products and,

1493–1494
studies, T-cell epitope generation

and, 1497–1498
T-cell epitopes identified using, 1495

cells
constitutive IL-1α, 757
DC infusion of, 477

escape, immunotherapy and,
1516–1517

graft sites, immune privileged sites, 935
IL-21, 715
imaging, Oncoscint, 183
immune system, 2
immune system and influence on

development of, 1514–1517
immunity

regulatory T cells, 973–976
Treg-mediated, 974

immunology, 1489–1517
immunosuppression in

micro-environment of,
1499–1500

immunosurveillance, 1514–1515
metastasis, IL-1β, 752
MHC molecules, 570
recognition of, by immune system

cells, 1490–1492
rejection, melanoma cell line, 973
rituximab, 698
surveillance, NK cells, 509
T cells and, 20

transplantation and, 583
trastuzumab and, 698
vaccine, 973

CD4+CD25− T cells, immune
response and, 973, 974t

Tumor necrosis factor. See TNF
Tumor necrosis factor α. See TNF α

Tumor necrosis factor receptor. See TNFR
Tumor necrosis

factor/lymphotoxin-receptor.
See TNF/LT

Anti-tumor responses, ACT and, 1510
Tumorigenesis

MHC-I molecules, 578
Treg and, 975

Tumor-imaging reagents, monoclonal
antibodies, 183

Tumor-specific antigens, Treg and, 974
Tunable Activation Threshold model,

929–930
TUNEL assay, T cell-negative selection,

907
Tunicates

allorecognition, 110–111
amoeboid cells and, 66

TWEAK, 793
299 amino acid nuclear protein, 207
Two receptor model, 489
Two-phase systems, affinities, 164–165
Tyk2

immunodeficiency and, 744
mutations, human immunodeficiency

and, 730
Typanosome lysis factors (TLFs),

parasites and, 1100
Type 1 cross-reactivity, 171, 171f

monoclonal antibodies, 185
Type 1 cross-reactivity true cross

reactivity, 174
Type 1 cytokine(s)

interferons and, receptors of, 706–749
mice deficient in, phenotypes, 731t–732t
receptor families, 712–724
receptors of, structural considerations,

708–712
Type 1 cytokines receptors, 710, 710t

mice deficient in, phenotypes,
731t–732t

Type 1 IFN, 107, 1136
Type 1 IFN-induced proteins, innate

immune system, 427
Type 1 inflammation, IGE, 697–698
Type 1 interferons

NK cells and, 429
SLE, 1309

Type 1 membrane-spanning
glycoproteins, 710

Type 1 specificity, 174
Type 2 cross-reactivity, 172
Type 2 cytokine(s), 707–709, 725, 725t

mice deficient in, phenotypes, 731t–732t
parasites, 1110–1111

Type 2 cytokine receptors, mice deficient
in, phenotypes, 731t–732t

Type 2 IFNs, 107, 725, 1136
STAT proteins, 738

Type 2 inflammation, IgG, 698–699
Type 2 specificity, 174
Type 3 inflammation responses, 699
Typhoid vaccine, 1261
Tyrosine

CD28, 464
CDR-H3, B cell development, 135, 135f

Tyrosine kinases, protein tyrosine
phosphatases, BCR tonic
signaling model, 273–274, 274f

Tyrosine phosphorylation, STAT protein,
735–736

U
Ubiquitin ligases, T cells and, 365
Ubiquitin-proteasome pathway, MHC I

presentation, 616
UC. See Ulcerative colitis
UDCA. See Ursodeoxycholic acid
UEA1, M cells and, 1021
Ulcerative colitis

infliximab, 798
TNF inhibitors, 797

Ulcerative colitis (UC), 1023, 1358
UNG gene. See Uracil-N-Glycosylase
Unified nomenclature, types, 65
Uracil

AID and, 217
DNA breaks, 228–229, 228f

Uracil-N-Glycosylase (UNG gene)
autosomal recessive hyper IgM and,

1529–1530
CSR machinery, 229
SHM, 221–222

Urate crystal arthritis (Gout), IL-1β, 752
Urease, Helicobacter pylori, 1187
Urochordate genome, NKCs and, 76
Urochordates, allorecognition, 110–111
Uropathogenic infections, TLR11, 434
Ursodeoxycholic acid (UDCA), primary

biliary cirrhosis, 1367
Uterus, maternal NK cells, 512

V
V coding sequence, SHM and, targeting

and distribution, 220, 221
V domain, 62, 62f, 63, 115, 126, 127f,

128f, 131–132
V domain form FR2, 132
V domain-identical IgG3 antibodies, 139
V gene assembly recombination, 200–213

diversity and, 194
mechanism of, 202–208
model, 202f
topology of, 200–202

V genes, 193
cartilaginous fish, adaptive immune

responses, 100
CDR3 regions v., γ δTCR ligand

recognition, 337–339, 338f
rabbit, 263
segments, TCR sequence, 328
TCR, 321, 322t

V regions, 340
“V3 loop” sequence, HIV, 647
Valpha CDR3 loops, 339
Vaccination. See also Molecular vaccines

age and, 1285–1286
complement molecules, 1073–1074
DC, cancer therapy with, 1503
HIV, 1219
lifelong immune memory and,

863–864
memory T cells, 418
parasitic infections, pathology

prevention, 1124
peptide, 1501–1503
recombinant, 1503–1504
schistosomiasis, 1125
whole cell, 1503
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Vaccine(s), 3, 1233–1285. See also Viral
vaccines; Whole cell vaccines;
specific i.e. antichistosome
vaccines

adjuvants, chemokines as, 829
adverse effects, 1280–1281
classification, 1251–1254
design, new approaches, 1254–1259,

1254t
development, 673

peptides immunogenicity, 644
encapsulated organisms, 1265–1266
H. influenzae type b, 638
helminths and, 1124–1125
historical perspective, 1234–1240
HIV, 1217
HIV-1, 1223–1227
HPV, 1133
immune memory, 864
influenza A virus, 1145
killed microorganisms, 1253
licensed, classification of, 1253t
live organisms, 1021–1022
live parasitic, 1123–1124
malaria, extracellular stages, 122f,

1121–1122
non-living parasitic, 1122–1123
parasitic pathogens, 1098
prime-boost strategies, 1259
purpose, 1252
synthetic, peptide antigenes, 646
viral, 1132

Vaccine-elicited cellular immunity
HIV, 1227
rhesus monkey, HIV, 1223, 1224f

Vaccine-induced systemic immune
response, HIV, 1225–1226

Vaccines against Enterotoxigenic
Escheria coli (ETEC), 1262–1263

Vaccinia infection, 511
Vaccinia virus

complement and, 1067
E3L protein, 1153

Vaccinia virus complement control
protein (VCP), 1156

Vaccinology
cultural considerations, 1244
landmarks in, 1235t
principles, 1240
societal acceptance, 1244

Van Furth, 548
Variable domain chitin-binding proteins

(VCBP), 70–72
Variable lymphocyte receptor (VLR), 518
Variable lymphocyte receptor gene. See

VLR gene
Variable lymphocyte receptor system

(VLR system), 77–78, 77f
α/β variable domains, vertebrates, 79–80
Variant surface antigens, malaria

parasites, 1121
Variant-specific glycoprotein (VSG)

Giardia lamblia, 1112
immune recognition, parasites, 1112

Variolation, 1235, 1236
Vascular-cell adhesion molecules

(VCAMs)
IL-1β, 752
inflammatory process, 1192
Peyer’s patches, 44

Vascular-cell adhesion molecules-1
(VCAM-1), pulmonary
vasculature and, 1003

Vasculitis, 1319–1320
Vav family, NK cells, 504
Vav-Rac pathway, BCR signaling and,

281, 281f
Vβ specificity, superantigens, 333t
Vβ17a+cells, 902–903
VβCDR3 loops, 339
Vβs, T cells and, 909
VC1-encoding genes, human genome, 115
VCAM-1. See Vascular-cell adhesion

molecules-1
VCAMs. See Vascular-cell adhesion

molecules
VCBP. See Variable domain

chitin-binding proteins
VCP. See Vaccinia virus complement

control protein
VDJ rearrangement, pre-BCR signaling,

250
Vectored vaccines, 1254–1255
Veiled cells, 455
V-encoded CDRs, sequence and structure,

constraints on, 133–135
Verotoxin, 1187
Vertebrate(s)

αβ T cell receptors, B lymphocytes and,
313

adaptive immune responses, 99–103
blood cells, 65
γ δ T cell receptors, B lymphocytes, 313
genome wide duplications, 117
VH families, evolutionary

relationships, 134f
hematopoietic organs in, 67
immunization, 103
immunoglobulin heavy chain isotypes,

58f, 80, 81f
immunoglobulins, 80–87
innate immunity, 74
intracellular signaling pathways, 68f
J chain, 86–87
NKCs, 103–105
phagocytosis in, 67–68
T cell receptors, 78–80
TLRs, 72

Vertebrate adaptive immunity, 77–109,
117

Vertebrates, jawed
class 1a genes, 89–90, 89f
IgM isotope, 80, 81f
IgSF receptor, 105
lymphoid tissues, cells of, 93–99

Vesicular stomatitis virus, β-defensins,
984

v-FLIPS (Viral FLICE), 848
VH evolution, 85
VH family, vertebrate, evolutionary

relationships, 134f
VH gene

organization of, vertebrates, 87
replacement, V gene assembly

recombination, 201, 202
VH segments

human Igh locus, germline diversity,
214

murine Igh locus, germline diversity,
214

VH to DJH recombination, 212
VH81x. See D-proximal VH gene
Villous M cells, 1008
Viral accessory genes, HIV and,

1205–1206, 1206f
Viral antigens, T cells and, 909

Viral apoptosis, pathway, 1157f
Viral clades, 1208
Viral derived peptides, 593
Viral dsRNA, RIG-I/MDA-5, 439
Viral escape

CTL recognition, HIV, 1221–1222
early innate immune responses, PRR

activation, 1151–1152
Viral FLICE. See v-FLIPS
Viral genome, 1273
Viral homologs, MHC molecules v.,

570–571
Viral infection(s)

apoptosis, 1156–1157
autoimmunity, 1339, 1341

mechanisms of, 1339, 1340f
catfish, natural antibodies in, 100
CD4+ T cells, 1145–1147
CTL-mediated lysis, 17
β-defensins, 984, 985f
IL-18–binding protein, 762
MHC-I molecules, 578
NK cells in, 513
NKT cells, 531
spleen and, 42
T cells, 669
TNF response, 782f, 783
type I interferons, 21

Viral inhibitors, regulation of caspases,
856

Viral orthologs, TNFR and, 781, 782t
Viral PAMPs, interferon pathways, 1136
Viral pathogens, PD-1 and, 368
Viral proteins, 647

CD4+ T cells, 677
interferon inhibition, 1152–1153
TAP-1 transporter proteins and, 657,

658f
TAP-2 transporter proteins and, 657,

658f
Viral replication

CD4+ T lymphocyte destruction, HIV1
and, 1210–1211, 1210f

HIV, mutations in, 1226
HIV1, 1210–1212, 1210f

Viral response, 116
invertebrates, 75–76

Viral RNA, 1134
HIV and, 1205, 1206f

Viral ssRNA, TLR7, 433–434
Viral subtypes, 1208
Viral vaccines, 1238–1239, 1270–1277,

1930–1950
Viral vectors, gene transfer, 1159–1160
Virally infected cells, IFN-α/β, 427
Virology, virus classification, 1132, 1133t
Virosomes, adjuvant effect of, 1248–1249
Virotherapy, cancer and, 1073
Virulence factors, 1166, 1187

antibodies to, 1195
extracellular bacteria, 1186–1189
genes for, bacteria, 1188

Virus, 611
4-1bb, 466–467
classification, 1132, 1133t
complement and, 1066
DC-SIGN, 458
dsRNA, 429
enteric, M cell and, 997
genital transmission, 1133
IgG antibodies, 142
IL-12, 461
immune response and, 469–470
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immunity to, 1131–1164
immunoevasion, 1150–1159
immunosuppression, 976
innate immune system, 1135–1139
intestinal transmission, 1133
JAK kinases and, 730
M cells, 1021
mammalian, superantigen-like

activities, 332
mucosal Abs and, 1010
mucosal, M cell and, 997
multiple TLRs and, 1251
naı̈ve CD8+ T cells, priming, 921–922
NK cell triggering, 511
replication, 1134–1135
TLR3 and, 433
TLR7, 433
transmission, 1132–1134

Virus cell, entry, 1134
Virus-activated APCs, autoantigens and,

1341
Virus-induced thyroiditis, animal models,

1345
Virus-infected ECs, CD8+ IELs, 1011
Virus-infected fibroblasts, interferons

and, 107
Virus-like particles, adjuvant effect of,

1248–1249
Virus-specific CD8+ T cells, 976
Virus-specific immune response, HIV1

and, 1210
Visceral leishmaniasis,

immunodepression and, 1113
Vitiligo, 1370–1371
VJ domains, 115
VJ NITR gene family, 116
V(D)J rearrangement, locus specificity of,

RAG proteins and, 209–212
V(D)J recombinase machinery, 323
V(D)J recombination

B cell development and, 208–213, 209f
γ -H2AX, 230
NHEJ and, 206
participants in, 208
RAG induced, 228
RAG proteins and, 203–205

VJ recombination junction, 194
V(D)J recombination machinery, 321–322
Vκ genes, V assembly recombination, 200
Vκ sequences studies, hybridomas, 637
Vκ-Jκ recombination, single base

resolution, 194–195, 194f
VLR. See Variable lymphocyte receptor
VLR gene (Variable lymphocyte receptor

gene), 78

VLR system. See Variable lymphocyte
receptor system

vpr gene products, HIV and, 1206
VSG. See Variant-specific glycoprotein

W
WASP. See Wiskott-Aldrich syndrome

protein
Wegener granulomatosis, 479, 1320

IFN-γ , 479
Western blot (Immunoblot), 179–180,

179f
White pulp

macrophages, 554
spleen, 39, 40, 41

WHO (World Health Organization)
Mhc nomenclature, 572
smallpox vaccination, 1236

Whole cell vaccines, 1503
Whole human blood, IL-1F7, 763
Whole-cell-killed bacterial vaccines, 1238
Wiskott-Aldrich syndrome (WAS),

1539–1540
Wiskott-Aldrich syndrome protein

(WASP), 355
World Health Organization. See WHO
Worms. See also Parasite(s)

alternative pathway activation and,
1100

W-(S)EGYEL motif, 337–339
WSX-1/TCCR type 1 receptor, mutations

in, 744

X
X4 HIV strains, 825
Xbp-1, PCs and, 298
Xenogeneic thymic transplantation, 1465
Xenogeneic transplantation, 1478
Xenografts, 1427

rejection, mechanisms of, 1478–1479
Xenopus

NK cells, 104
thymus, 97
TNF-α, 106

Xenopus IgY, vertebrates and, 83–85
Xenopus species, Class I/II expression, 93
Xenopus switch, 85
Xenotransplantation

chimerism, mixed and, 1464–1465
clinical progress in, 1481
concordant, 1478
discordant, 1478
donor species for, 1478–1481
gene transfer, 1072
nonimmunologic barriers to, 1480

therapeutic strategies for, 1479–1480,
1479f

Xenozoonosis, 1480
XIAP, 848

Smac/Diablo, 845
Xid B cells, μ heavy chain, 250
XLA. See X-linked immunodeficiency
XLD. See X-linked lymphoproliferative

disease
X-linked agammaglobulinemia,

1526–1527
X-linked hyper-IgM syndrome-1, 225
X-linked immunodeficiency (XLA), B cell

development, 261
X-linked lymphoproliferative disease

(XLD), 1530–1531, 1531f
X-linked severe combined

immunodeficiency disease. See
XSCID

X-linked syndrome (IPEX), 400–401, 408,
1298, 1543

X-ray crystallographic data, class I
peptide-MHC complexes, 664

X-ray crystallographic structure,
antigenic structure and,
proteins, 644

XRCC4, NHEJ and, 206–207
XRCC4-like factor (XLF), 207
XSCID (X-linked severe combined

immunodeficiency disease)
cytokine-related causes, 743–745
features of, 715t
γ chain mutations, 715–716
JAK 3 mutations, 730

X. Tropicalis genome project, 83, 84f

Y
Yellow fever

multiple TLRs and, 1251
vaccine, 1253

Yersinia, ReA, 1318

Z
ZAP-70, 349, 350

chemokines, 814
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FIGURE 2.4 Organization of the spleen white pulp. Top panel: Immunofluorescent staining of
a white pulp unit in the mouse spleen. T cells (anti-CD4+anti-CD8+, red) are localized around
the central arteriole. B cells (anti-IgM, green) are localized in follicles around the T cell area,
surrounded by a layer of metalophillic macrophages (labeled with monoclonal antibody-MOMA-
1) and a more peripheral layer of marginal zone macrophages (labeled with monoclonal antibody
ERTR9, orange). The marginal zone (MZ) is located between the metalophillic macrophage and
the MZ macrophage layers (not shown) (307). Bottom panel: Structure of the marginal sinus in
a thick (100 micrometer) frozen section of mouse spleen with targeted insertion of the LacZ gene
into the ephrin B2 locus. Eprhrin B2 is expressed at high levels in the central arteriole, in radial
branches of the central arteriole, and in the marginal sinus. LacZ is visualized by staining with
FITC-labeled anti-LacZ antibody. Note the transition from discrete arteriolar vessels to a network
of flattened vessels at the transition to the marginal sinus plexus (C. Zindl, University of Alabama
at Birmingham, Birmingham, AL). From Chaplin (308), with permission.
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FIGURE 4.2 Ribbon diagram of a complete IgG1 crystal (1 hzh in PDB from data of Harris
et al [190]). The major regions of the immunoglobulin are illustrated. The heavy-chain constant
regions (green) also include the hinge (yellow) between the first two domains. CH2 is glycosylated
(also seen in yellow). The heavy- and light-chain variable regions (red and dark blue, respectively)
are N terminal to the heavy-(green) and light-chain (light blue) constant regions. CDR loops in
the heavy- and light-chain variable regions (yellow and white) are illustrated as well.
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FIGURE 4.6 The structure of an Fab. The antigen binding site is
formed by the H and L chain B-C, C′-C′′, and F-G loops. Each loop
encodes a separate complementarity determining region, or CDR.
The location of CDRs H1, H2, H3, L1 L2, and L3 are shown. The
opposing H and L chain C-C′ strands and loop help stabilize the
interaction between VH and VL. This C-C′ structure is encoded by
the second V framework region, FR2. The inclusion of this struc-
ture permits the V domains to interact in a head-to-head fashion.
The E-F strands and loop are encoded by the FR3 region and lie
directly below the antigen binding site. The A-B strands and loop
encode FR1 and lie between the CH1 and CL domains and the rest
of the Vs. The beta sheet strands of the CH1 and CL domains rest
crosswise to each other. The illustration is modified from (191).

FIGURE 4.12 A comparison of an x-ray and neutron-solution-scattering theoretical model (hu-
man IgA1) and x-ray crystal (murine IgG1 and IgG2a) structures. Light chains (yellow), heavy
chains (red and dark blue), and glycosylation (light blue) are illustrated. The extended length
of IgA1 over that of IgG can be seen along with extensive glycosylation that characterizes this
isotype. (From Boehm et al. [192], with permission.)
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FIGURE 10.6 Ribbon diagrams of the T cell receptor (TCR)
structures. This shows the structures of the 2CαβTCR (150) ver-
sus the G8γ δ TCR (153). The TCRβ and the TCRγ chains are in
cyan, and the TCRα and γ chains are in vermillion. The CDRs
of both are in yellow. The very long TCRδCDR3 in G8, which
binds the T10/T22 ligands, is very apparent here but are shorter
in most other γ δ TCRs. Note the different C region interactions
with these TCRs and the deviations from the classic “β barrel”
structure in both Cα and Cδ. The prominent Cβ loop to the left
is also unusual and may mediate interactions with CD3 or other
molecules on the T cell surface. (Figure courtesy of Dr. K. C.
Garcia.)

FIGURE 10.10 CDR3 movement in αβ T cell receptor (TCR)
binding. In most cases where there is a structure for an αβ TCR as
well as for one (or more) for that TCR in complex with a peptide-
MHC, there is a marked movement of one or the other of the Vα
or Vβ CDR3s. This example from Mallissen et al. (209) shows a
particularly large (14 Å) movement of CDR3β with binding. This
meshes well with thermodynamic data showing an “induced fit”
binding mechanism for most TCRs (173,211).

FIGURE 10.9 T cell receptor (TCR)-peptide/major histo-
compatibility complex (MHC) crystal structure of a TCR-
peptide/MHC complex. Peptide and complementary-determining
regions are portrayed in different colors (150).
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FIGURE 10.12 Crystal structure of a T cell receptor (TCR)
β/superantigen (SAg) complex. Fields et al. (253) crystallized
TCR-SAg complexes and from the structure of the same super-
antigens with a class II major histocompatibility complex (MHC)
molecule and were able to deduce the relative spatial arrange-
ment of the three molecules. This model suggests that TCR does
not contact the MHC very strongly, which is consistent with the
relative peptide insensitivity of SAg activation.

A B C

FIGURE 10.14 The T22 structure and the interaction with the G8 γ δ TCR. A: The structure of a
T22 molecule, a nonclassical class I MHC that is missing half of an alpha helix and does not bind
peptides (270). B, C: The intersection with the G8 TCR, where the long TCR δ CDR3 accounts for
almost all of the contact residues (153).
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A

B

FIGURE 10.15 Conserved TCRδCDR3 sequences correlate with T10/T22 specificity in γ δ T cells.
Sequence data from Shin et al. (290) showing that both established cell lines (G8 and KNG) and γ δ
T cells from clonal cultures that are specific for the T10/T22 share highly conserved TCRδCDR3
sequences. These are largely derived from the Dδ2 gene segment and from the structural data
(Adams et al., color plate 4, 153). These conserved sequences constitute the main interaction
between these γ δ T cell receptors and their ligand.
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FIGURE 12.1 Subsets of T cell precursors: normal development
versus development without TCR gene rearrangement. The ma-
jor subsets of cells discussed in this chapter are shown in a typ-
ical flow cytometric analysis. Top panels (A and B) show nor-
mal thymocytes, and bottom panels (C and D) show thymocytes
from RAG-deficient mice, which cannot rearrange any TCR genes.
Cells are stained with fluorescent antibodies against CD4 and CD8
(A and C), and the DN cells (boxed in A) are further analyzed with
fluorescent antibodies against CD44 and CD25 (B and D). The axes
show increasing levels of these surface molecules on a 4-decade
logarithmic scale (104-fold range) of staining intensity. The main
populations discussed in Figure 12.2 are indicated (DN, DP, CD4
SP, CD8 SP) (A), and the DN cells are subdivided into DN1, DN2,
DN3, and DN4 (B). The recombinase-deficient thymocytes are de-
velopmentally arrested in the DN stages (C; cf. A), and these DN
cells accumulate in the DN3 state and are blocked from progress-
ing forward to the DN4 state (D; cf. B). RAG-deficient thymocytes
also accumulate to only about 1/100 as many cells per thymus as
wild-type (∼4 × 106 versus ∼3 × 108).
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H2Dd

β2m

β2m

Ly49C

H2Kb

LILRB1
(LIR-1, ILT2)

HLA-A2

A

B
C

FIGURE 16.4 Crystal structures of NK cell recep-
tors in complex with their ligands. A: Mouse Ly49A
bound to H2Dd at site 1 (PDB ID = 1QO3) (170).
Site 2 interaction is not shown. B: Mouse Ly49C
bound to H2Kb at site 2 (PDB ID = 1P1Z) (193).
Ly49A interaction with site 1 of H2Dd is very sim-
ilar (170). C: Human LILRB1 (LIR1, ILT2) bound
to HLA-A2 (PDB ID = 1P7Q) (266). Figures were
produced using the UCSF Chimera package from
the Resource for Biocomputing, Visualization, and
Informatics at the University of California, San
Francisco (www.cgl.ucsf.edu/chimera) (776). The
structures are viewed from the side with the NK
cell positioned at the top of the figure and the tar-
get cell surface at the bottom. The MHC molecules
are oriented similarly.

A

HLA-Cw3

KIR2DL2

β2m

B

NKG2D

MICAFIGURE 16.5 Additional structures of NK
cell receptors in complex with their ligands.
A: Human KIR2DL2 with HLA-Cw3 (PDB ID =
1EFX) (236). Two KIR molecules are apparent
in the crystal structure with only one molecule
(KIR A) contacting the HLA molecule. In this
view, the D2 domain of the KIR A obscures
the D1 domain behind it. B: Human NKG2D
with MICA (PDB ID = 1HYR) (412). The fig-
ures were produced and oriented as described
in Figure 16.4.
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FIGURE 17.5 Structural determinants of ligand recognition. Left: The rearranged TCR α chain
of NKT cells exclusively use Jα18, shown as a thick tube in the structure of the human Vα24-
Jα18/Vβ11 TCR. The CDR3α of the NKT TCRs are nearly identical in amino acid sequence be-
tween mouse and human and provide most of the contact points with CD1d complexed with an
α-galactosylceramide ligand (99a). Right: γ δ T cells specific for the H-2T22 MHC class I molecule
use a conserved amino acid motif (W.EGYEL) in their CDR3δ loop, shown as a thick tube in the
structure of the G8 γ δ TCR in complex with H-2T22. These amino acids, which are encoded by
the germline V region and D segments, contribute most of the contact points with H-2T22 (7).
(Courtesy of Erin Adams, University of Chicago, Chicago, IL, USA.)

A

B

DC

FIGURE 19.6 Structure of HLA-A∗0201.
A: Ribbon representation of HLA-A2 heavy
chain (green), β2m light chain (cyan), and
bound peptide (yellow). B: Ribbon represen-
tation of the peptide-binding groove. C: Sur-
face representation of the binding groove, with
pockets labeled. D: Surface representation of
binding groove with peptide shown in stick il-
lustration. Figure generated from protein data
bank (508) structure 2BSV using PyMol (509).
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A C

B

FIGURE 19.7 Color ribbon representation of
HLA-DR1. A: Side view; α chain is in green, β
chain is in blue, peptide in stick representation is
in yellow. B: Top view. C: Top view with bound
peptide (PKYVKQNTLKLAT) visualized. The il-
lustration was made with PyMol (509) based on
the protein data bank (508) coordinates of 1DLH.

FIGURE 19.8 Superposition of the α-carbon backbones of an
MHC-I [PDB (508)], 3HLA (363), and an MHC-II [1DLH (383)]
molecule. The backbone tracings were displayed and superposed
with QUANTA 97 (Molecular Simulations, Inc). MHC-I is shown
in blue, MHC-II in red. Amino termini are labeled N.

A B C

FIGURE 19.9 Location of polymorphic amino acid residues in
MHC-I and MHC-II molecules. Variability plots were calculated
according to the method of Kabat and Wu (382) and the level of
variability illustrated on ribbon diagrams. Generated in QUANTA
2000 (Accelrys) of 3HLA (363) (HLA-class I), 1DLH (383) (HLA-
DR), and 1JK8 (510) (HLA-DQ), where greatest variability is red,
intermediate is green, and least is blue.
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FIGURE 19.10 Location of pockets in HLA-DR1 based on the
cocrystal of HLA-DR1 with a peptide derived from the influenza
hemagglutinin. The surface representation of the molecule, look-
ing into the cleft, is shown colored based on electrostatics—red,
acidic; blue, basic. Numbering of the major binding pockets of
HLA-DR1 is according to (383).

FIGURE 19.12 Comparison of
the α-carbon backbone tracings
and size of the potential peptide-
bindng cleft of MHC-I molecule H2-
Kb, MHC-II HLA-DR1, and MHC-Ib
molecules CD1d, and FcRn. (From
(397), with permission.)

FIGURE 19.11 Ribbon diagram of the structure of HLA-DR1
showing the dimer of dimers and the individual domains of the
protein. α chains are in blue and I , β chains are in red and green.
Peptide is in red. The illustration was generated from 1DLH (383)
in MOLSCRIPT (511) and rendered in RASTER3D (512).
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FIGURE 19.13 Shape, size, and charge of the binding groove of CD1d compared with those of
several other MHC molecules and with a lipid-transport protein. Surface representation of the
ligand-bindng cleft is displayed with acidic regions in red, basic regions in blue, and hydrophobic
regions in green. (From (397), with permission.)

A

B

FIGURE 19.14 Structural dif-
ferences between the binding
grooves of CD1b and CD1d. A:
Orthogonal views for CD1b. B:
Orthogonal views for CD1d. The
hydrophobic groove and key side
chains for CD1b and CD1d are in
blue and green, respectively. Po-
sition of alkyl chains and deter-
gent visualized in CD1b are col-
ored with respect to the binding
channels they occupy: A′ (red), C′

(yellow), F′ (pink), and T′ (violet).
(From (398), with permission.)
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FIGURE 19.15 Structure of the
FcRn complexed with Fc. Rib-
bon diagram of the FcRn (pur-
ple), β2m (green) interacting with
the Fc (magenta and brown) het-
erodimer consisting of the wild-
type (wt) and nonbinding (nb) en-
gineered chain. For comparison,
the homodimer of the nbFc is
shown on the right. These are PDB
(508) files, 1I1A and 1I1C (513), re-
spectively. (From (513), with per-
mission.)

A

B

FIGURE 19.16 Structure of the MHC-Iv molecule, m144 (27), is
shown. Heavy chain is in magenta, β2m light chain is in blue.

A

B

C

FIGURE 19.17 Structure of an
MHC-I/peptide/TCR complex. H2-
Kb bound to the peptide dEV8
(EQYKFYSV) in complex with the
2C TCR is shown. The TCR α
and β chains (magenta and light
blue) as well as H2-Kb (green)
and peptide (yellow) are shown.
Complementarity-determining re-
gions (CDRs) of the TCR, col-
ored in contrasting colors, and
labeled 1, 2, and 3, are also indi-
cated. (From (429), with permis-
sion.)
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B

FIGURE 19.18 Footprint of CDRs. The
structure of the H2-Kb/dEV8/2CTCR com-
plex (2TCR) was displayed in PyMol (509).
(A) shows the full complex, (B) a close-
up of the TCR/MHC/peptide interface, and
(C) shows the surface of the MHC (ma-
genta)/peptide (yellow) complex with the
CDR loops of the TCR Vα (green) and Vβ
(blue) shown and labeled.

FIGURE 19.19 CDR3 plasticity. Backbone tracings of the KB5-
C20 TCR CDR loops free or bound to the MHC/peptide com-
plex are superposed. The unliganded forms are in lighter colors.
(From (430), with permission.)

FIGURE 19.20 MHC-I–binding site for CD8αα homodimer lies
beneath the peptide-binding groove. HLA-A2 heavy chain, red,
β2m, orange, and peptide (ball-and-stick) are shown in complex
with the CD8αα homodimer (red and blue). MOLSCRIPT (511)
illustration based on the PDB (508) file 1AKJ (82).
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FIGURE 19.21 Model of TCR/MHC-II/peptide complex interact-
ing with CD4. Superposition of MHC-II/CD4 D1D2 structure with
that of a complete D1-D4 CD4 structure results in this model
suggesting how MHC-II may contribute to multimerization of a
TCR/CD4 complex. (From (78), with permission.)

A B

C D

FIGURE 19.22 Interactions of
KIR2D molecules with their HLA-
Cw ligands. KIR2DL2 (A, C) and
KIR2DL1 (B, D) are shown (ma-
genta) in complex with their re-
spective HLA-Cw3 and HLA-Cw4
ligands. (From (13), with permis-
sion.)

14



P1: OSO/OVY P2: OSO/OVY QC: OSO/OVY T1: OSO Printer: RRD

GRBT293-colorinsert Paul-3627G GRBT293-Paul-v1.cls April 12, 2008 18:4

FIGURE 19.23 H2-Dd interactions with the C-type lectinlike re-
ceptor, Ly49A. The crystallographic determination of two distinct
sites of H2-Dd interacting with the Ly49A homodimer is shown.
Extensive mutagenesis and binding studies suggest that the func-
tional site of interaction is site 2. (From (13), with permission.)

FIGURE 31.5 Segregated cell distribution in the PPs. CD4+ T cells (green) are mainly present
in the intrafollicular regions (IFRs) and B cells (red) are located in the subepithelial dome (SED)
and follicle (FO) regions. DCs (blue) are distributed in the SED and IFRs. GCs are enriched in
B cells with small numbers of T cells and DCs for the creation of a cellular environment for the
efficient generation of IgA-committed B cells.

FIGURE 34.3 Killing in action. This cytotoxic cell appears to
contact two targets (red); however, the granules (green) are po-
larized to the left-hand target. The cell exhibits the characteristic
blebbing of apoptosis. The other target seems unaffected. Figure
provided by Dr. I.S. Goping, University of Alberta.
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T cell (CD45RO+)–
specific staining

Human insulitis Mouse insulitis

CD8+ T lymphocyte–
specific staining

FIGURE 42.6 Human and mouse in-
sulitic lesions. Comparison of human
insulitis (left) and insulitis from a rat
insulin promoter-lymphocytic chorio-
meningitis virus (LCMV) mouse 14 days
postinfection with LCMV (right). (Left
panel courtesy of Francesco Dotta, Univer-
sity La Sapienzia, Rome, Italy; right panel
courtesy of von Herrath laboratory, La
Jolla Institute for Allergy and Immunology,
La Jolla, California.)

CD 4infiltrate, hippocampus CD4 infiltrate, brain stem

FIGURE 42.8 Induction of experimen-
tal allergic encephalitis in SJL mice with
proteolipoprotein peptide amino acids
139 to 151 and adjuvant. (Courtesy of
Andreas Holz, Max Planck Institute for
Neurobiology, Munich, Germany.)

EAU,
mouse

Ocular
sarcoidosis,
human

Normal
retina,
mouse

VIT

GC

PC-os
PC-nl

CH
SC

VIT: vitreous; GC: ganglion cells;

PO-nl: photoreceptor nuclear layer;

PO-os: photoreceptor outer segments;

CH: choroid; SC: sclera

FIGURE 42.11 Histopathologic comparison of human and mouse uveitis. (Courtesy of Rachel
Caspi, National Eye Institute, Bethesda, Maryland.) EAU, experimental autoimmune uveoretini-
tis.
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