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Preface

For many years the laser was commonly perceived as a solution looking for a
problem. Quite when this changed is difficult to pin-point, but it certainly is not
the case now. The laser has made a tremendous impact on our daily lives.
Sometimes it is immediate and obvious, such as its use in life-saving medical
treatments. At others it may be less so, but its use in manufacturing, scientific
research, telecommunications, and home entertainment all affect our daily lives.
The diode laser is, of course, just one type of laser but it is fully a part of this pho-
tonic revolution. It will always be associated with communications and informa-
tion technology, which are its first and biggest applications, but it is also finding
increasing use in these other fields, and in some cases competing with other types
of lasers.

The diode laser could easily be seen as the poor relation. It has a relatively
poor beam quality, and it is not capable of delivering the sort of short, high power
pulses that characterise excimer or CO2 lasers, for example. On the other hand, it
is a true continuous wave device. It can offer an unparalleled range of wave-
lengths from the blue to the far infra-red, and it is part of the electronics revolu-
tion that began in the last half of the twentieth century and continues today. CD
and DVD players would not be possible without these compact devices, and
because of them the diode laser can now be found in virtually every household in
the world.

The study of diode lasers is thus only partly a study in laser physics and
technology and principally a study in semiconductor physics and technology. The
diode laser’s astonishing diversity of types and characteristics is due entirely to its
being part of the electronics revolution. The rapid development of the nitride
material system, for example, could not have occurred without the extensive
knowledge of materials science and semiconductor physics, as well as the process-
ing equipment and technology, developed over decades of research into other
materials and devices. The same is true of the quantum cascade laser, which is a
triumph of materials engineering. This book is therefore as much a book about
semiconductor physics as it is a book about lasers.
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The contents are organised according to laser type. The essential semiconductor
and laser physics given at the outset is just enough to understand the double het-
erostructure laser. Specialist knowledge, for example, quantised-states in 2-D sys-
tems relevant to quantum well lasers, is left to the particular chapters dealing with
the specific laser type. Each chapter is thus susceptible to being read in isolation.
Some of the chapters are quite detailed, but this is deliberate. It is always a ques-
tion of balance as to how much detail should be included in an undergraduate text.
The choice is simple; to gloss over some of the detail and simply present compli-
cated ideas as facts, or to try to convey some understanding of the ideas and con-
cepts. The latter requires detail, but many books written for undergraduates do not
contain sufficient for graduates to make the transition to postgraduate research,
whilst books written for the research community are often inaccessible to those
starting out in their careers because too much prior knowledge is required. The
detail in this book is there to bridge this gap.

The book is intended to be comprehensive without being too detailed. 1 have
tried as far as possible to cover the whole field, and if there are omissions it is
simply because I cannot include everything. I have attempted also to summarise
the research in the various fields and to point the interested reader towards origi-
nal sources. I am indebted to all those whose papers I have read and cited.
Without this effort by so many people books like this would not be possible.
Unusually for a book of this size I have not called upon too many people for sup-
port in its writing. I would like to acknowledge the support of my close friends
and family, who have given of their time and patience over the years, and also
Tom Spicer, commissioning editor for IOPP, whose support over the last three
years has been very important.

David Sands

Hull, 2004
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Chapter 1

Introduction

The diode laser was invented in 1962. This presents both students and teachers
with a challenge, because in the intervening years laser design has changed so
much that today’s state-of-the-art devices bear very little resemblance to those
earliest devices. In fact, by 1968 the next generation of devices had already ren-
dered some concepts obsolete, but the basic physics of the diode laser is still best
explained with reference to these very simple devices. As you can imagine, this
does not make it easy for students to make the connection between these ideas
and the structures found today. It would be possible, of course, to dispense with
the historical details and attempt to explain the ideas in relation to more compli-
cated, but technologically relevant devices, but I believe there are difficulties
with this approach. Most notably, the diode laser is taken out of the context in
which it was developed. Research is a slow process in which the collective
efforts of the many are often just as important as the brilliance of an individual,
and unless one appreciates the context in which the research was conducted the
nuances of laser design, such as why some structures are favoured over others,
can be lost. The historical approach runs through this book.

Robert H Rediker has described his personal perspective on the develop-
ment of the GaAs diode laser [1, 2]. Rediker was involved in research into Ge
narrow base diodes but switched to GaAs research in 1958. The first task of the
group, bearing in mind the experience already developed on Ge diodes, was to
develop the technology for the fabrication of p-n junction diodes, which was
achieved by diffusing Zn into -n-type GaAs. The first problem that this material
posed was immediately apparent. The first diffusion was done in vacuum and
Rediker was surprised to see the appearance of metallic droplets formed on the
GaAs. These droplets were not Zn but Ga, formed because As had evaporated
from the surface leaving the Ga behind.This problem was solved by diffusing in
an As ambient.

Semiconductor research is made up of such problems. It is truly a multi-dis-
ciplinary subject requiring a grasp of solid state physics, quantum mechanics,
materials science, thermodynamics, electronics, optics, and vacuum science, to
name a few. This will become apparent as you progress through this
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book. Incidentally if you are not familiar with the p-n junction, simply accept for
the present that a layer of one type of material can be created adjacent to anoth-
er by diffusing in impurity atoms. At the junction of these two layers electrons
and their positively charged counterparts, holes, interact to produce light. These
ideas will be described in greater detail in chapter 2 along with the energy levels
that particles occupy. Laser fundamentals, including a description of the homo-
junction laser, are described in chapter 3. To return to Rediker, diffused diodes
were eventually fabricated but their electrical characteristics were not ideal. In an
attempt to understand why, Rediker proposed to look at the luminescence emit-
ted from the forward biased diode at 77 K. The light intensity recorded from
these diodes saturated the detectors, and drastic measures to reduce both the gain
of the measurement and the amount of light reaching the detector were needed.
This was the first demonstration of high efficiency luminescence from GaAs and
led directly to the concept of the laser. These results were reported at a confer-
ence in July 1962 and by September of that year the laser had been invented.
There were four groups reporting laser action in November and December of that
year. Accounts by principal members of all four groups of the events of that time
appeared in a special issue of the IEEE Journal of Quantum Electronics, Vol 23
(6) 1987 [2, 3, 4]. It makes fascinating reading, not least because the sense of
excitement and challenge of the times comes clearly through the writing. These
were people engaged in epoch changing research, though at the time they did not
realise it. They were just doing what they did best; sometimes from a position of
knowledge, at other times not.

Robert Hall, who worked at the General Electric Research and
Development Center, New York, recalls that he had been asked several times in
the summer of 1962 whether he thought it possible to fabricate a semiconductor
laser and always responded negatively [3]. This was at a time when lasers were
big news. Both the HeNe laser and the ruby laser had just been invented in 1960
and these devices required long optical paths and highly reflecting mirrors. It
didn’t seem sensible to try to achieve something similar with semiconductors.
Nonetheless, Maurice Bernard was an annual visitor to the laboratory and helped
to express the ideas of population inversion in semiconductors in terms well
known to the semiconductor community. Bernard’s paper with Duraffourg [5]
presented what is commonly known as the Bernard-Duraffourg condition (see
appendix I). What changed matters in Hall’s mind was the announcement by
Rediker’s group of high efficiency luminescence in GaAs. This was a major
obstacle that had been overcome and set Hall on the task of looking at other fac-
tors which might be overcome.

In fact, as Hall reports, he could see several reasons why a laser might not
work. “Foremost was the knowledge that the active region, where degenerate
conditions of electrons and holes would have to coexist, would be very thin.
Nevertheless, it would have to provide enough [optical] gain to maintain a wave
that would fringe out a considerable distance into the lossy n-type and
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p-type regions on either side. We did not know how lossy these regions would be,
how deeply the light wave would extend into them, or how thick the active layer
would be. We did not even know how much gain to expect in this layer since there
was no way of guessing how many electrons and holes we might be able to inject
into it or how much their effective temperatures might be increased by the injec-
tion process itself’. The uncertainties did not stop here. It was known that heavy
doping affected the density of electron and hole states at the band edges, but the
consequences for a laser were unknown. It was also known that optical proper-
ties of n-type and p-type GaAs were differerent, again, with unknown conse-
quences.

The approach taken was essentially empirical; fabricate some diodes and
see how they worked. One of the big uncertainties was knowing what to look for
as evidence of laser action. The team under Hall built a pulse generator capable
of delivering 50 A pulses and mounted the diodes in an unsilvered glass dewar
so the team could see the operation. Eventually, by monitoring the light output
as a function of current the team found that above a certain current the light out-
put began to rise much more rapidly than the current input, and very shortly
afterwards the team obtained some far-field radiation patterns that “were unques-
tionably the result of coherent light emission”. Hall reports that his results
appeared in November, but at the same time reports appeared that a group at IBM
had reported stimulated emission.

The author of the IBM paper was Marshall I Nathan [4]. Nathan had the
advantage of working in the same organization as Peter Sorokin, who in 1960
and 1961 had reported with Stephenson [6, 7] four level lasers using trivalent
uranium ions and divalent samarium ions in CaF2. Following hot on the heels of
the HeNe laser and the ruby laser, these developments demonstrated that the laser
was not just a novelty but a serious development that was here to stay.Nonetheless,
Nathan himself did not take too seriously the efforts at IBM directed towards semi-
conductor lasers. In his own words, “I was never asked to work on the contract
[from Fort Mammoth, US Army]. However, I would have refused to do so because
at the time I regarded my scientific freedom as very important. To be constrained
to work on a contract that someone else had written would have been intolera-
ble”. Strong words, but the intolerable was soon tolerated. So much so in fact
that he became the advocate of laser research within IBM.

Along the way, Nathan describes the difficulties he faced as his interest in
GaAs luminescence developed. Having discovered some GaAs samples in which
the luminescence linewidth was about 100 times narrower than other samples
which had been reported as exhibiting highly efficient luminescence, he decided
that these might be good candidates for laser action. The narrow linewidth is gen-
erally indicative of the quality of the material, the narrower the linewidth the bet-
ter the quality. Nathan discussed the results with Sorokin, who understood very
little about semiconductors. Nathan himself understood very little about lasers
and the conversation is described as “difficult but
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interesting”. Nathan’s ideas on producing a semiconductor laser were quite
vague and he describes an attempt to produce photo-pumped stimulated emission
which in retrospect seemed hopeless from the start.

Neither Nathan nor anyone from his group was at the 1962 conference
when Quist and Keyes from Rediker’s group reported the high efficiency lumi-
nescence. It was reported in the New York Times, though, and word reached the
group through this medium. Eventually the group began to see signs of stimulat-
ed emission, most obviously the narrowing of the linewidth as the current was
increased. In many cases the emission seemed to narrow to a limit of ~ 30 Å, but
in at least one sample the linewidth narrowed to a point below the resolution of
the spectrometer, ~ 2 Å. These results were submitted to Applied Physics Letters.
The excitement of the time is described by Nathan. New results were reported
“almost daily” and the method of cleaving was discovered as way of making the
optical cavity. This was important because in the other groups at GEC and MIT,
polishing was pursued. Cleaving is much simpler and was still used in most laser
structures in the late 1980’s and early 1990’s. In October, continuous wave (CW)
operation was observed at 2 K, it was found that light came from the p-side of
the junction, and laser operation at room temperature was observed. The compe-
tition among the groups was fierce, but the remarkable thing to emerge from the
writing of these early pioneers is the strong lifelong friendship that developed
amid the rivalry.

Returning once more to Rediker, by 1963 his group had also reported laser
action in InAs, InSb, and InGaAs, an alloy of InAs and GaAs. PbTe followed in
1964, and lead salts of selenium and sulphur also yielded diode laser action. All
these diodes operated at cryogenic temperatures, for reasons which will become
apparent, but Rediker’s group were also involved in the significant developments
that led to room temperature operation, and to the developments in diode laser
technology that enabled optical fibre transmission. The diode laser had finally
arrived, and today it’s used in so many different areas of our daily life that it is
impossible to describe them all. This book does not attempt this task, nor is it a
historical account of the development. Rather it is an overview of the field of
diode lasers, seen from a historical perspective. It starts with basic semiconduc-
tor physics, laser fundamentals, and the optical properties of semiconductors,
before moving on to devices themselves, including the double heterostructure
laser, the quantum well laser, and the vertical cavity surface emitting laser, before
finishing this section with a chapter on modelling using rate equations. The order
in which these are presented not only mirrors their historical development, but
constitutes a logical progression through the subject. Applications are described
in the next two chapters, starting with telecommunications and finishing with
high power diodes lasers. In the last two chapters the development of the blue
laser is described, followed by the quantum cascade laser. These are advanced
devices which are still very much under development, so there is no real histor-
ical order to consider. No doubt by the next book this will have changed.
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Chapter 2

Essential semiconductor physics

The last chapter dealt very briefly with the origins of the diode laser. Although
none of the physics was discussed in detail it was established that the laser was
fabricated from a p-n junction. It is the purpose of this chapter to describe some
of the essential concepts involved in the operation of such a junction; what do the
designation n-type and p-type mean? how do electrons flow in such a structure,
and how is light generated? The chapter is far from comprehensive. It is intend-
ed instead to provide a background from which the study of diode lasers can
begin, and other concepts will come into play as the book progresses.It is cer-
tainly not the intention here to write a text book on semiconductor theory, as
there are plenty of those you can consult [1-3] if you feel the need for a more
thorough or more rigorous understanding of the topics raised here.The emphasis
is placed firmly on the physics rather than the mathematics, but that does not
mean that mathematics is not important. Some of the detailed concepts that arise
throughout this book can only be understood properly in the light of the mathe-
matical theories, but without a firm grasp of the physical basis for such theories
much of the mathematics will be meaningless.

2.1 Free electrons in semiconductors

Semiconductors, as the term implies, lie somewhere between insulators and
metallic conductors, and chemical bonding plays a part in this. In metals the
atoms pack together as closely as possible, the most common form being hexag-
onal close-packed structure. In order to do this the valence electrons from each
atom are given up to a general pool of electrons and metals exhibit very high
electrical conductivity as a result. In insulators, on the other hand, the electrons
tend to be bound tightly to one or other of the constituent atoms, and so require
the input of a large amount of energy to overcome the strength of the bond. If that
energy is supplied there is no reason why the electrons cannot then move freely
through the crystal, as they do in the metal, and contribute to an electrical cur-
rent.
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In crystalline insulators the most common form of bonding is the ionic
bond, in which one atom gives up one or more of its valence electrons to anoth-
er atom. Atoms which tend to give up electrons are described as electro-positive
and those which tend to accept them are described as electro-negative. The driv-
ing force for this is stability. The most stable atoms are those that have a full shell
of outer electrons, for example helium, neon, argon, etc., and an electro-positive
atom that doesn’t possess a full outer shell can form a stable chemical compound
with another electro-negative atom which also has a partially filled outer shell of
electrons. For example, aluminium, with three valence electrons, can bond with
nitrogen, which has five valence electrons, by donating its three electrons to the
nitrogen. The nitrogen then has eight electrons (a full shell) and the aluminium
has a full lower level of electrons and both are stable. Similarly, two aluminium
atoms could bond with three oxygen atoms, each of which would receive two of
the valence electrons.

It is easy to appreciate why such crystals tend to be very good
insulators.The electro-positive atom has no more valence electrons it can give up
to contribute to the conduction process, and the electro-negative atom, having
achieved the desired stability that comes with a full outer shell, is not going to
give up any of those electrons readily. The electrons are therefore tightly bound
to the electro-negative atom and cannot move freely through the crystal. In semi-
conductors, the bonding tends to be covalent. That is to say, the stability is
achieved not through ionisation but through co-operation. The electrons are
shared between the atoms. In an elemental semiconductor, such as silicon or ger-
manium, one atom is no different from its neighbours and the bonding is entire-
ly covalent. The electron on average spends its time at the mid-point between the
two atoms. In consequence the electron is not strongly bound to either atom and
can be released from the bond with the addition of a small amount of energy.
Once freed from the bond the electron can move freely through the crystal and
therefore contribute to an electric current. In other semiconductors, such as gal-
lium arsenide (GaAs), there is a slight difference between the atoms. Gallium is
more electro-positive than arsenic, but not so much so that the gallium atom is
persuaded to give up its electrons entirely, and the result is no more than a slight
shift in the centre of the charge distribution toward the arsenic. The bonding is
said to be partially ionic but in the main it is covalent. Covalency is especially
important for wide band gap semi-conductors used in blue lasers and is discussed
in more detail in chapter 12.

2.2 Formation of bands in semiconductors

These ideas lead on to band theory, which is the idea that instead of the well
defined, sharp energy levels associated with atoms, energy levels in solids exist
in bands spread over a wide range. Those electrons that are bound to atoms and
which are therefore still part of a covalent bond reside in the valence band,
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and those which have absorbed enough energy to be released from their bonds
reside in the conduction band. The amount of energy needed to overcome the
bond is identical to the forbidden band gap and in a perfect lattice is free of any
electronic states (figure 2.1). Therefore a bound electron which absorbs energy
must make a transition across the gap to a state in the conduction band.

The bands of states arise from the interactions of the valence electrons with
each other. The Pauli exclusion principle states that no two electrons in a given
system can have the same four quantum numbers, which is simply another way
of saying that they cannot occupy the same physical space. If we consider two
atoms so far apart that they do not interact with each other, then clearly the elec-
trons from one atom have no chance of occupying the same physical space as the
electrons in the other. However, if the two atoms are bound within a lattice, then
by definition the atoms must be close enough for the valence electrons to inter-
act and the possibility then arises that different electrons from different atoms
could overlap in space. In order to overcome this the electronic states shift in
energy slightly.

There is a close relationship between an electron’s energy and its position.
This is seen most easily in a simple atom, such as hydrogen, where the potential
energy is simply a Coulomb term between the positive charge of the nucleus and
the electron and depends inversely on the separation between the two charges. In
more complicated atoms the other electrons help to shield the nuclear charge and
the potential energy is not so simple to evaluate. In a solid there are not only the
additional electrons in the atom but also neighbouring atoms and neighbouring
electrons so the total potential energy can be quite complicated. However, the
potential energy is only one aspect of the energy of the electron. The other is
kinetic energy. The sum of the kinetic and potential energies is called the
Hamiltonian, after the mathematician William Rowan Hamilton who developed
a formulation of classical mechanics different from Newton’s. Newton was con-
cerned with forces and their effect on motion, but Hamilton was concerned with
the total energy of the system. For quantum particles such as an electron, which
exist within potential fields, the total energy approach is better than an approach
based on forces.

Figure 2.1. Simple picture of bands in semiconductors.

© IOP Publishing Ltd 2005



The energy of an electron is found by solving the eigenvalues equation

where ψ is the electron wavefunction, H = K + V is the Hamiltonian, and E is the
electronic energy level. K is the kinetic energy and V the potential energy. This
is a specific form of a general principal in wave mechanics; an operator, in this
case H, operating on a wave function ψ gives rise to an observable, in this case
would appear to be the case above, but are specific mathematical functions used
as derivatives that change the function being operated on. Equation (1) will be
used in various places throughout this book and the full differential form of the
kinetic energy operator will become apparent.

To return to the problem at hand, there is often a series of discrete solutions
Ei, where i = 1,  2, 3 etc. For the hydrogen atom, for example, E1 = -13.6 eV, E2
= 3.4eV, and E3 =- 1.5 eV. The trick in quantum mechanics is to find the appro-
priate potential V and the appropriate wavefunction ψ, so that the energy of the
electron can be found. This is easy for the hydrogen atom. For the two inde-
pendent electron wavefunctions and each energy Ei will have two solutions, one
for each electron. These two solutions correspond to the shift in energy described
earlier, and can be related back to the potential energy term. A difference in ener-
gy effectively means that the potential energy is different, and as the potential
energy is an intimate function of the position of the electron within the potential
field, the positions of the two electrons must be different.

The definite and discrete energy states associated with an electron in an iso-
lated atom are therefore transformed in a solid into a series of states of closley
spaced energies, with one state for each electron (or one state for two electrons
of opposite spin if no magnetic field is present). Thus bands of states are formed.
The conduction properties of the crystal depend crucially on the properties of
these bands, and because the bands themselves arise from the interactions of
neighbouring atoms, chemical bonding is again seen to be important. In a metal,
the closeness of the atoms implies a strong interaction and a correspondingly
large shift in the electron states such that the bands will be very wide and even
overlapping. In an ionic insulator the interaction between the atoms in minimised
by the transfer of the elctrons and the correspondingly narrow with a large gap
between them. In semiconductors, the bands are quite wide in energy but not
wide enough to overlap, and there is a small gap between the bands which must
be overcome if conduction is to occur.

2.3 Band theory and conduction

It should be obvious from the foregoing that if the valence band is completely full
no electrical conduction can occur because all the electrons are bound to
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the atoms in the lattice. Some electrons must be promoted to the conduction band
for conduction to occur, but the simple intuitive picture so far developed of free
electrons permeating through the lattice is only half the picture. From a quantum
point of view, electrical conduction implies a change of state (figure 2.2). An
electron accelerated in an electrical field gains potential energy which in quan-
tum terms represents a change from one electron state to another. Hence in a full
valence band, where each state within the band is occupied by the maximum
number of electrons allowed, there can be no conduction because there can be no
change of state. It is important to realise here that the change of state is not the
same as the transition from the valence band to the conduction band. For the
majority of semiconductors of interest in this book, the energy involved in that
transition, while moderate, is still too large to be supplied by an electric field. In
normal conduction processes, there is an equilibrium between the rate of gain of
energy from the electric field and the rate of loss of energy to the lattice, such
that the timed-averaged amount of energy gained from the electric field is very
small. The loss, by the way, represents resistance and Joule heating and in sim-
ple terms arises from collisions between the electrons and the lattice. On average
then, the electrons gain only a small amount of energy from the electric field and
the transitions involved in the conduction process take place between states with-
in a band. How the electrons get into the conduction band in the first place, and
what determines their number is the topic of a later section. For now just accept
that a given number of electrons must exist within the conduction band for con-
duction to take place and that promotion to the conduction band is a pre-requi-
site of conduction rather than a consequence.

Once in the conduction band, the electrons can of course take part in con-
duction. In a semiconductor the number of electrons within the conduction band
is normally very small compared with the number of available states so promo-
tion to a neighbouring state is an easy matter. These are the free electrons
released from the bond permeating through the lattice in response to an electric
field. However, conduction can also occur within the valence band. An electron
promoted to the conduction band leaves behind it an empty state within the
valence band, and an electron within the valence band can be promoted to that
state. In other words, conduction can take place.

Figure 2.2. Classical and quantum models of conduction.
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Physically, this corresponds to an electron jumping from one atom to anoth-
er, which can of course be imagined as occurring relatively easily if one of the
atoms in question has already lost an electron by some mechanism. This method
of conduction consists of electrons moving through the crystal from atom to
atom, and is distinguished from the permeation of free electrons through the lat-
tice. More importantly, we regard this method of conduction as the transport of
a positive charge in the opposite direction from the motion of the free electrons.
An atom in which all the covalent bonding electrons are present is electrically
neutral, but an atom that has lost an electron will effectively be positively
charged. As the electron moves from atom to atom, the positive charge associat-
ed with the missing bond is effectively shunted in the opposite direction. We
arrive at the conclusion therefore that although conduction in both cases takes
places via the motion of electrons, the two mechanisms outlined are distinctly
different. In free electron conduction, the current consists of the transport of neg-
ative charge through the lattice and the magnitude of the current depends on the
number of electrons within the conduction band available for conduction. In the
other mechanism, conduction consists of the transport of positive charge in the
opposite direction and the magnitude of the current depends on the number of
empty states in the valence band, referred to generally as ‘holes’. Therefore this
is called hole conduction.

As both electrons and holes can carry current in a semiconductor they are
often called carriers in consequence. If one type of carrier exists in greater num-
bers than the other this is referred to as the majority carrier and the other is
referred to as the minority carrier. Semiconductors in which electrons are the
majority carriers are called “n-type” and semiconductors in which holes are the
majority carriers are called “p-type”.

2.4 Electron and hole statistics

It has already been mentioned that electrons must be promoted to the conduction
band as a pre-requisite for conduction. The density of electrons within the con-
duction band in n-type material can range from 1012 cm-2 to over 1020 cm-3. These
sort of numbers are best dealt with statistically, and our intuitive phenomenolog-
ical approach is not able to take us further on this issue.

In essence, the electrons exist within the conduction band because of ther-
mal excitations. The probability that a state a some energy E is occupied is given,
from Fermi-Dirac statistics, by the Fermi function f
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where Ef is some reference energy called the Fermi energy, q is the electronic
charge, T is the absolute temperature and k= Boltzmann’s constant.

The relative populations fR between the top of the valence band and the
minimum of the conduction band, called Ev and Ec respectively, will therefore
depend exponentially on the difference between the two energies, according to

and will be independent of the actual value of Ef. This is an important result
which will be referred to again. It has been assumed that q(Ec - Ef)/kT >3 so that
the term on the bottom line of equation (3) is much larger than 1. This is known
as the Boltzmann approximation to the Fermi function.

Strictly, to find the number of electrons in the conduction band the product
of the density of states and the Fermi function should be integrated over the
width of the conduction band but we make the simplifying assumption that only
states close to Ec are important. Then the density of electrons, n, simply becomes
the product of the effective density of states at Ec( = Nc) and the Boltzmann prob-
ability, i.e.

Similarly, the density of holes at the top of the valence band is given by

where Nv is the effective density of states at the top of the valence band. If equa-
tions (4) and (5) are multiplied together then

which depends only on given properties of the semiconductor. ni is known as the
intrinsic carrier density and is equal to the carrier density when both the densi-
ties of holes and electrons are equal. Equation (6) defines equilibrium in a semi-
conductor. It follows that non-equilibrium is defined by

and in fact such conditions exist inside the semiconductor laser.
For many semiconductors
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so by definition

and by comparison with equation (4)

Therefore the Fermi energy lies in the middle of the forbidden gap if n = ni.
Let us examine further the concept of the Fermi energy. As described earli-

er, if all the electrons were bound to atoms then there would be no conduction.
The valence band would be completely full and the conduction band would be
completely empty. This is not physically very realistic because in a semiconduc-
tor such as silicon or GaAs there are still appreciable densities of electrons and
holes even when the Fermi level lies at mid-gap. However, if we were to imagine
a semiconductor at a very low temperature, close to absolute zero, we can imagine
that the thermal fluctuations in the solid are considerably diminished and the dis-
tribution of energies available to the carriers is also correspondingly reduced. In
these circumstances it is possible to imagine that the valence band is completely
full and the conduction band is completely empty. From equation (2) it is clear that
for

f= 1, i.e. the probability of a state being occupied is unity. At very low tempera-
tures, where kT is very small, we can say that states up to the Fermi energy are
full and states above are empty. This is the most common definition of the Fermi
energy.

It does not explain why the Fermi energy should lie in the middle of the gap,
however. From the above definition the Fermi energy would be expected to lie at
the top of the valence band rather in the middle of the band gap. Intuitively we
would expect that the Fermi energy must coincide with a real energy in the solid,
and as there are no states in the middle of the gap it is hard to imagine why the
Fermi energy should lie there. However, the Fermi energy is no more than a sta-
tistical convenience that allows us to define the probability of occupancy. One of
the properties of the Fermi function is that it is anti symmetric about the Fermi
energy. We can most easily appreciate this if there is just one electron in the con-
duction band and one hole in the valence band. The Fermi energy must lie in the
middle of the gap in order for the symmetry of the Fermi function to be obeyed.
Even if the valence band were completely full this would also be the case,
because if the Fermi energy were to coincide with Ev, i.e.
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then irrespective of the magnitude of kT the density of holes would not be zero
but equal to the density of states in the valence band according to equation (5).
By similar reasoning the Fermi energy cannot lie at the bottom of the conduction
band because then the electron density would be too high. It must lie in the mid-
dle of the gap.

2.5 Doping

One of the most useful properties of semiconductors is the ability to change the
density of holes or electrons by the process of doping, denned as the substitution
of atoms in the lattice by atoms of a lower or higher valency to bring about an
increase in the carrier density.

Consider an elemental semiconductor such as silicon. Each silicon atom is
surrounded by four neighbours, and shares an electron with each of those neigh-
bours in a covalent bond. Suppose now one of the silicon atoms is replaced by
an atom from group V of the periodic table, for example phosphorous. This ele-
ment has five electrons, four of which will bond with the surrounding silicon
atoms. The fifth electron should remain bound to the phosphorous atom in order
to maintain charge neutrality, but it is fairly easy to imagine that if the phospho-
rous were to lose an electron it would be easier to lose this one rather than one
of the four in the covalent bonds. In fact, the electron can very easily be lost and
is said to be weakly bound. The density of electrons will then equal the density
of dopant atoms in the semiconductor except at very high doping levels. For a
very wide range of semiconductor applications the concentration will be meas-
ured in parts per billion, but in the diode laser atomic concentrations approach-
ing 0.1% are necessary.

Increasing the electron concentration by doping moves the Fermi level
closer to the conduction band, and from equation (6) the hole concentration must
be reduced accordingly. Physically, the hole concentration decreases because at
any time the steady state concentrations of each are maintained by transitions
across the band gap in both directions. Electron-hole pairs are generated and
recombine, the latter process depending on the densities of both holes and elec-
trons. If the electron density is increased by doping the recombination rate must
increase, and the steady state condition is shifted to a lower hole density.

Similar arguments can be used to explain doping by group III elements such
as boron. This type of impurity can only bond with three of its neighbours. The
fourth silicon atom has an unsatisfied bond, and there is a high probability that a
free electron generated elsewhere in the silicon will attach itself to the bond. The
hole that accompanied its generation is left behind in the valence band, and the
hole density is correspondingly increased. As above, the density of holes is equal
to the density of dopant atoms except for very heavy doping. Atoms which
donate electrons are called donors and the material is designated
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n-type, and atoms which accept electrons are called acceptors. This type of mate-
rial is designated p-type.

In GaAs, group III and group V atoms already exist as part of the lattice. In
this case donor atoms can be either group VI elements, such as Se, sitting sub-
stitutionally for the group V element (As) or group IV elements such as silicon
sitting substitutionally for the group III element (Ga). Acceptors can be a group
II element, such as Be or Zn, substituting for Ga or group IV elements, again sil-
icon is an example, sitting for the group V element. In essence, an atom of lower
valency than the host acts as an acceptor and an atom of higher valency than the
host acts as a donor.

2.6 Heavy doping

It is necessary in many semiconductor devices for parts of the semiconductor to
be doped very heavily, of the order of 1019 dopants/cm3 or more. Such high den-
sities of dopants represent a serious perturbation of the lattice and can distort the
band structure. In order to properly appreciate how this can arise it is necessary
to appreciate that dopants introduce shallow localised states into the band gap. A
localised state is a state localised in space in contrast to the states occupied by
the free electrons, which are called extended states. The term arises from con-
sideration of the quantum mechanics of the electron inside the crystal.

The free electron is a quantum particle and has a wave-vector k associated
with it. This wave-vector is definite and well denned and consequently the
momentum, hk, is also well denned. Heisenberg’s famous uncertainty principle
tells us that it is not possible to know both the momentum, p, and the position, r,
simultaneously, and that the uncertainties on each, ∆p and ∆r respectively, are
related by

where h is Planck’s constant. If p is well denned such that

then

In other words the electron can be anywhere in the crystal. This is what is meant
by the term “extended state”; the electron cannot be associated with any partic-
ular point in space or any particular atom and instead behaves as if it extends
throughout the whole of the crystal.

A donor state on the other hand is different. The extra electron associated
with the donor can be released into the conduction band but it leaves behind a
positive charge, and that positive charge is localised in space on that particular
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atom. This charge is an attractive centre for the spare electron and the system can
be modelled as a hydrogen atom modified to take into account the effective mass
of the electron and the dielectric constant of the semiconductor. The effective
mass will be described in more detail in chapter 1.8, but for now it is sufficient
to accept that the electron within the crystal behaves as if it has a lighter mass
than the free electron (which is 9.1 × 10-31 kg). This is known as the effective
mass.

If the ionisation energy for the hydrogen atom is given by

then the ionisation energy for the donor atom, which is the amount of energy
required to liberate the spare electron from the coulombic attraction of the paent
atom 

where εs is the relative permittivity of the semiconductor, and m* is the effec-
tive mass.

It follows that if the donor is not ionised and has an electron attached to it,
this electron must lie at an energy E

d
below the conduction band. This is called

a shallow state, and in GaAs experimentally measured donor energies are 0.003
eV (Te), 0.0059 eV (Se), 0.0058 eV (Si) and 0.006 eV (Ge), in very good agree-
ment with the simple model [4]. Such low binding energies are well within a
thermal fluctuation, kT, (≈0.025 eV), so the electron is easily lost and the donor
ionised at room temperature. In wide band gap semiconductors, however, donors
can lie fairly deep below the conduction band, in which case only a fraction of
the donors are ionised leading to a correspondingly low electron density. Similar
arguments apply to acceptors. The most common acceptors produce shallow
states of the order of 0.03 eV above the valence band edge, and it is important to
recognise that for a hole the lowest energy state appears to be the highest.
Ordinarily a hole will lie at the top of the valence band so in order for the state
to be lower in energy it must lie above the valence band edge somewhere with-
in the band gap.

Heavy doping raises the carrier density and pushes the Fermi energy closer
to the edge of the majority carrier band. Is there a limit to how far the Fermi level
can move if the density of dopants is increased? No. It is possible to increase the
density of dopants until the Fermi energy is pushed right into the band edge and
beyond but in such circumstances only a fraction of the dopants are ionised. As
soon as the Fermi level approaches within 3kT of the dopant level the Boltzmann
approximation is no longer appropriate and instead the full expression for the
Fermi function given in equation (2) must be used. Once the Fermi level moves
above the donor state there is a greater probability that it
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will be occupied than not, so that at high doping densities there will always be a
sizeable fraction of dopants that are not ionised, unlike the situation at moderate
doping levels where effectively every dopant is ionized. This has consequences
for the ionization energy of the dopants and for the optical properties of the semi-
conductor as electrons bound to neighbouring donors begin to interact.

The density of donors at which this interaction occurs can be estimated
from the radius of the orbit of a bound electron, which can be calculated using
the hydrogenic model. Similar calculations can be done with acceptors. The Bohr
radius for the hydrogen atom [5]

can be modified to take into account the effective mass (m*m0) and the dielec-
tric constant (ε0er), and typically is of the order of 100 Å in GaAs because the
electron effective mass is so small. At a moderate doping density of 1015 cm-3, the
average distance between the dopant atoms will be 1000  Å so there is no possi-
bility of any interaction. Besides, the dopants would be ionised at room temper-
ature so there would be no electron wavefunctions to overlap. For a doping den-
sity three orders of magnitude higher at 1018 cm-3, the average distance between
dopants will be correspondingly reduced to 100 Å;. Clearly the dopants will now
interact with each other, a situation similar to that already met in relation to the
formation of the conduction and valence bands. The same thing happens with the
dopant energy levels. They adjust to form bands of states centred around the ion-
ization energy, which is itself reduced slightly by such high densities of carriers.
The attractive centre of the ionised dopant is screened from the other carriers and
the binding energy is reduced. The shallow level at the centre of the band there-
fore moves closer to the majority carrier band edge, and for very heavy doping
the impurity bands will merge with, and become part of, the majority carrier band
(figure 2.3). The band gap is therefore

Figure 2.3. The effect of doping is to introduce shallow states at low doping
densities (a), which form bands at a lower binding energy at higher densities
(b), and eventually merge with the majority carrier band at even higher densi-
ties (c). P-type material is assumed here but the same applies to n-type.
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reduced and though expressions for this reduction exist [6] this detail is not nec-
essary here.

In silicon donors and acceptors also form bands that can affect device per-
formance but the doping density has to be very high before those bands merge
with the majority carrier band edge. In GaAs, however, the ionization energy is
considerably smaller and at the doping level of ~ 1018 cm-3 the bands merge with,
and become part of, the majority carrier band edge [7]. These are, of course,
averages. If the dopants are distributed non-uniformly and clump together then
localised regions of the semiconductor will have a lower band gap than others.
The donor band starts to merge with the conduction band at a density as low as
3 × 1016cm-3 so at doping densities as high as 1018 cm-3 all that remains of the
donor band is a tail of states descending into the band-gap [4]. The higher bind-
ing energy of the acceptors (by a factor of 5 or 6) means that for densities less
than about 1018cm-3 the hole impurity band is still a significant feature of the band
edge, but at about 1018cm-3 or above the impurity band will have merged with the
valence band edge. The tail of states that rises from the valence band into the
energy gap is much more pronounced than that descending from the conduction
band, and effectively the band-gap shrinks in heavily doped p-GaAs. This is rep-
resented schematically in figure 2.4, where the dotted lines represent the band-
edges in the low-doped case.

Band-gap narrowing in p-GaAs played a significant part in the operation of
the earliest p-n junction lasers by altering the injection of holes across p-n junc-
tion and by altering the refractive index of the p-GaAs (see chapter 4). The
attempts made to understand these effects led directly to new ways of improving
the performance of diode lasers by minimising the disadvantages and maximis-
ing the advantages, resulting in the double heterostructure device

Figure 2.4. Band tails in heavily doped semiconductors. The dashed line is the
band edge in low-doped material.
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described in chapter 5, and from there to the quantum well laser, the vertical cav-
ity laser, and the quantum cascade laser.

2.7 Recombination and generation

The process of recombination of excess electrons and holes with the subsequent
emission of a photon lies at the heart of the diode laser. Recombination is the
process whereby an electron in the conduction band occupies an empty state
(hole) in the valence band, thereby removing both carriers from the conduction
process. In some cases the recombination process can lead to the emission of
radiation, for example if the electron drops directly from the conduction band to
the valence band, and in other cases it does not, if for example the electron is first
captured in a deep-lying state from which it subsequently makes the transition to
the valence band. Generation is the opposite process. An electron in the valence
band is promoted to the conduction band, either through thermal fluctuations or
through the absorption of a photon with energy equivalent to the band-gap.

Generation and recombination occur constantly in order to maintain the
equilibrium occupancy of the conduction band as required by equation (6), and
in equilibrium the rate of recombination and generation are equal. There will be
no noticeable luminescence as a result of the recombination, however, because
the equilibrium rate is too low to be observed. An excess of carriers such,

is needed to observe significant light emission, because in attempting to restore
equilibrium the rate of recombination can be very high.

Whether a recombination event is radiative or not depends on a number of
factors. Recombination can be regarded as a classical collision between two par-
ticles in which momentum must be conserved. The energy of the electron and
hole is used to create a third particle, the photon. In some cases the momentum
of the photon is not sufficient, and a fourth particle called a phonon (figure 2.5)
is involved. Phonons are lattice vibrations that are treated mathematically as trav-
elling waves with momentum hk and energy hω. The idea of a lattice vibration
acting as a wave arises from the notion of a coupled oscillator. If an atom is dis-
placed from its equilibrium position the interatomic forces that couple it to its
neighbours will lead to energy being transported through the lattice. Detailed
analysis of the mechanical properties of lattices [3] reveals that there are essen-
tially two phonon branches. Acoustic mode phonons can have frequencies from
zero to the hypersonic (100 s of GHz) and optical mode phonons have a lower
frequency limit around a few THz. Acoustic mode phonons are associated with
the transport of sound and optical mode phonons are associated with the trans-
port of thermal energy.
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Transitions involving phonons are called “indirect” and transitions that do
not involve phonons are called “direct”. Direct transitions have a much higher
probability than indirect transitions, all other things, such as band gap and den-
sity of states, being equal, because in an indirect semiconductor the electron and
hole have to interact with a phonon at the same time as they interact with each
other. Of course, some of the energy of the transition can go into creating
phonons in indirect materials, but as the phonon population is determined by the
temperature of the lattice this will raise the temperature. In thermal equilibrium,
it is better to think of a given phonon density with a given probability of inter-
action.

A key aspect of the semiconductor laser is therefore choosing a direct band
gap material as well as designing a structure that enables strongly non-equilibri-
um carrier concentrations to be achieved. Direct and indirect materials are dis-
cussed further below. Non-equilibrium is achieved by means of a p-n junction.
The earliest lasers used a simple GaAs junction in which electrons from the n-
type are injected into the p-type and vice-versa, though the reduction in the band
gap on the p-side due to the heavy doping meant that the injected hole density
was considerably less than the injected electron density. In later designs the
structure of the junction is modified, but in essence charge is still injected from
both n- and p-type regions. The exception to this is the quantum cascade laser
where quantum engineering of the material has rendered the presence of holes
unnecessary.

2.8 Energy bands in real semiconductors

Electrons are quantum particles with momentum p= hk and energy

where Ec is the energy at the bottom of the conduction band and m* is the effec-
tive mass. Electrons in a laser will occupy a large range of energies from the bot-
tom of the conduction band up. The parabolic dependence of E on k is

Figure 2.5. Electron-hole recombination as a four-particle collision.
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often assumed to apply over this range because it simplifies the calculation of the
electron distribution, but in fact there is often a significant deviation from para-
bolicity at large k. However, the assumption is accurate enough over a small
range of energies close to the band edges.

Plotting  E against k for real semiconductors, we find that there are two
basic types: those where the minimum in Ec occurs at the same value of k as the
maximum in Ev (usually but not always at k = 0) and those for which k at the
maxima and minima of the two bands differs by π/a, where a is the lattice param-
eter (figures 2.6a, b). These are, respectively, the direct band-gap and indirect
band-gap semiconductors described above (figures 2.7).

The idea of overlapping bonds leading to conduction and valence bands has
the virtue of being intuitive. In so far as it explains conduction and recombina-
tion it is also useful. However, the band structure in a real solid is often far more
complicated, especially the valence band structure, and when modifications to
the band structure occur, as they do in quantum confined structures, it is impor-
tant to realise that this simple approach is quite limited. The band structure in real
solids can be calculated quite accurately, and appendix III contains some of the
detail. It is not necessary to review that detail here, but some appreciation of the
problem will help.

As described in chapter 1.2 the trick is to find an appropriate wave function.
A common approach is to construct the wavefunction from a linear combination
of a basis set, i.e.

and there are various levels of complexity depending on the size of the basis set
and the wavefunctions chosen to make up the basis set. One approach is to use
eight functions corresponding to three p-orbitals and one s-orbital, each with two
electrons of opposite spin. Again this corresponds to the chemistry, because these
are the orbitals involved in bonding. The process of using basis

Figure 2.6. Direct and indirect band gaps.
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states in this manner is called mixing, and you might come across the term in
other descriptions of the valence band. If the conduction band is said to be mixed
with the valence band it means nothing more than basis states appropriate to both
are used to derive the energy levels inside the solid. The outcome of all this is
that there are in fact four bands of interest in semiconductors; three valence
bands and one conduction band. The conduction band is the simplest and is
essentially derived from s-orbitals. The three valence bands arise essentially
from the three p-orbitals and are called respectively the light hole band, the
heavy hole band, and the split-off band, as illustrated in figure 2.8.

The terms, “light and heavy hole” reflect the effective masses. It follows
from equation (20) that

so where the band energy varies little with k the effective mass is large. It will be
immediately apparent that for an electron in the valence band the effective

Figure 2.7. Conservation of momentum in recombination.

Figure 2.8. The valence bands typical of III-V laser materials.
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mass  is negative. It should be appreciated that the concept of effective mass is
an approximation. The electron and hole have so far been treated essentially as
single particles moving through the crystal but of course they are surrounded by
other electrons, atoms, and ions, all of which contribute to the total potential
inside the crystal and all of which therefore affect the motion. The effective mass
represents the combined effect of all the other electrons and holes in the system
and is essentially a correction that allows the electrons and holes to be treated as
single particles. The negative effective mass of the electron in the valence band
becomes the positive effective mass of the empty state, i.e. the hole. It should
also be noted that the effective mass might well be anisotropic if the crystal does
not have cubic symmetry.

In bulk semiconductors the distinction between the different valence bands
is often not important. The light hole and heavy hole bands have the same ener-
gy at k=0 (states that have the same energy are said to be “degenerate”), so it
makes no difference to radiative recombination. Neither is the distinction impor-
tant in normal electrical conduction. The average increase in energy due to the
electric field is small and hence the change in wave-vector is small. Only in the
case of high field conduction, which does not generally occur in laser devices, do
significant perturbations in the wave-vector occur. In general, then, most of the
conduction takes place around the valence band maximum and both valence
bands contribute to the total hole current. Under these conditions a single effec-
tive mass, which is a weighted average of the different masses, is often used.
There are circumstances, however, when the distinction is important, particular-
ly in thin layers where quantum confinement lifts the light and heavy hole degen-
eracy at k= 0. Under these circumstances the valence band with the lowest ener-
gy dominates the recombination.

2.9 Minority carrier lifetime

Radiative recombination is the most important recombination mechanism in a
laser, but it is important to appreciate that other recombination pathways exist. If
these other pathways were to dominate there would be very few electron-hole
pairs recombining radiatively and the laser either will not work or will be very
inefficient.

Recombination pathways are characterised by a recombination lifetime τ.
Restricting the discussion to low-level injection, defined as the regime where
only the minority carrier density is significantly disturbed, the inequality in equa-
tion (19) is then due entirely to the presence of excess minority carriers. In this
case the recombination lifetime is equal to the minority carrier lifetime.
Assuming for the sake of argument p-type material, the rate of decay of the
excess minority carriers (electrons) ∆n depends on their density, so
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where C is some constant. This has the solution

where ∆n0 is the excess density at t=0, and τ, the minority carrier lifetime, is
defined as the time taken for the excess density to decay to ∆n0/e. Equations (23)
and (24) can be combined to show

In words, the rate of recombinations is given simply by the ratio of the excess
density to the minority carrier lifetime.

Each recombination pathway, say A, B, C etc., has its own characteristic
lifetime τA,τB, τC, which, in combination with others, gives a total minority car-
rier lifetime

from which it can be seen that the smallest lifetime, i.e. the fastest pathway, dom-
inates. The most common forms of non-radiative recombination arise from the
presence of defects within the crystal lattice, and since these are usually the
fastest, it is important for light emitting devices to have semiconductor crystals
of high purity and high crystalline quality. In the case of heterostructure devices,
where thin layers of one semiconductor are deposited on to another, special tech-
niques have been developed to ensure that the crystalline quality of the deposit-
ed layers is sufficient for laser action.

2.10 Minority carrier diffusion

Although the precise mechanism of minority carrier injection has not been
described yet, it is nonetheless possible to imagine that an excess of minority car-
riers is injected into the semiconductor at the p-n junction. We can assume that
the junction constitutes a two-dimensional surface and that the excess density of
minority carriers gives rise to a concentration gradient extending from the plane
into the bulk of the p-type material. From Pick’s law this must give rise to diffu-
sion, and we can describe the flux of minority carriers F by
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where D is the diffusion coefficient and d(∆n)/dx is the concentration gradient.
This eventually gives

where L ≈√(Dτ ) is the minority carrier diffusion length. The carriers can only
diffuse as long as they exist so the diffusion length is governed by the minority
carrier lifetime.

2.11 Current continuity

The processes of diffusion and recombination lead naturally onto the concept of
current continuity. Under normal conditions of current flow, which we will
assume for simplicity lies along the x-direction only, current continuity requires
that the current is uniform throughout the semiconductor. The electron current
density J, in A cm

-2
, at some point x is

where n(x) is the concentration of electrons, q is the electronic charge, and v is
the velocity of the electrons. If at some adjacent point, say x+ δx, the concentra-
tion is different the velocities must be correspondingly different. If the semicon-
ductor is divided into small elements of width  δx then whatever electrons enter
an element are swept out into the next, otherwise the charge must be stored in
one of the elements. This can be expressed by

where the symbol ∇ represent the divergence operator (in one dimension
∇=d/dx) and ρ is the charge density. The presence of recombination and genera-
tion alters this simple picture. If electrons recombine within an element, they
enter that element but do not emerge from the other side so there is a divergence
in the current. However, they are not stored within the element either. Similarly,
if generation occurs electrons appear within the element and emerge from it as
part of the current without seeming to have entered it. The current continuity
equation has to be modified therefore, to take this into account.

Here Gn is the rate of generation and Un is the rate of recombination and the term
q(Gn-Un) constitutes the net electron current due to these processes. It should be
noted that these are strictly the rates within the small elements. Similar expres-
sions exist for the hole currents.
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2.12 Non-equilibrium carrier statistics

The final topic in this chapter concerns the statistics of electrons and holes in
non-equilibrium. In equilibrium the product of the electron and hole density is
constant and independent of the position of the Fermi level, from which it fol-
lows that the same Fermi level applies to both carriers. If we know the density of
one we can know the density of the other. This is not the case out of equilibrium,
where, depending on the injection mechanism, the densities of both the minority
and majority carriers can be varied. There is no reason why a Fermi level cannot
still be ascribed to each carrier in such circumstances, but it clearly cannot be the
same Fermi level. It is important to recognise also that such a Fermi level is pure-
ly an expedient device for calculating carrier densities and essentially describes
a non-equilibrium Fermi distribution. Such a Fermi level is called a “quasi-Fermi
level”, and in some texts is referred to rather clumsily as an “Imref”. Quasi-Fermi
levels have exactly the same properties as ordinary Fermi levels. We regard states
below them as full and states above them as empty. However, the fact of inde-
pendent quasi-Fermi levels means that the electron density is no longer tied to
the hole density.

2.13 Summary

The essential solid state physics relevant to semiconductor diode lasers has been
described. Starting from the position of recognising that a p-n junction exists
which allows charge to be injected into the semiconductor in order for laser
action to take place, the origin of the conduction and valence bands, effective
masses, doping, carrier statistics, injection, diffusion, and light generation have
all been described. In particular, the concept of recombination, minority carrier
lifetime, and minority carrier diffusion length have all been developed. Thus, it
is now possible to understand that electrons injected into the p-type material dif-
fuse away from the junction, recombining as they go. In the main that recombi-
nation will be radiative, so light will be emitted, but of course this does not nec-
essarily describe a laser. A light emitting diode works very much this way, but
there are crucial differences between an LED and a laser, not only in the details
of the structure but also in the number of carriers injected. These concepts are
described in the next chapter, which deals with laser fundamentals.
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Problems

1. The effective densities of states in the conduction and valence bands of
GaAs are 4.7 × 10

17
cm

-3
and 7.0 × 10

18
cm

-3
respectively, and the band gap

is 1.424 eV at room temperature. Calculate the densities of electrons and
holes when the Fermi level lies; (i) 0.3 eV below the conduction band
edge, (ii) at the conduction band edge, and (iii) at the valence band edge.
Note: q/kT= 38.69 eV-1 at room temperature.
2. Calculate the Bohr radius of a typical donor in GaAs (m*e=0.067, εr=13.1)
and hence estimate the average density at which some interaction between
donors can be expected.
3. Silicon is an indirect band gap semiconductor with a lattice parameter of
5.43 Å. Calculate the momentum of the electron in the conduction band
minimum. Compare this with the momentum of a band gap photon (Eg
=1.12 eV). Take Planck’s constant, h = 6.63 × 10-34 m

2
kg s

-1
, the velocity of

light  c = 3.0 x 108 ms
-1
, and the electronic charge to be 1.602 × 10-19

4. Assuming the longitudinal optical phonon energy in silicon to be 63 meV
calculate the frequency of the phonon. Hence calculate the wavevector and
the momentum assuming the velocity of the phonon to be 8350 ms-1 [8].
Compare this with the momenta calculated in Q3 above. Is the momentum
of the phonon larger than the electron momentum?
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Chapter 3

Laser fundamentals

This chapter is concerned with the basic physics of the homo-junction laser.
Although some important concepts in semiconductor physics have already been
described it is not yet possible to apply them directly to the semiconductor laser
without first looking at some fundamental aspects of lasers in general.

All laser oscillators have certain basic features in common. The term “oscil-
lator” arises from the fact of having a medium exhibiting gain in conjunction
with feedback. The output from such a system is self selecting; of the frequency
components fed back into the system that which undergoes the largest amplifi-
cation will, after several cycles, be the largest component in the system, and
eventually the output will be dominated by this component. Before considering
a laser oscillator consider the simplest electrical analogue, a basic series LCR cir-
cuit with a resonant frequency ωo, as shown in figure 3.1. Suppose at first the
input to the circuit comprises a signal at a single frequency ω. The output from
the circuit can be the voltage across one of the components, say the resistor. We
know that the impedance of the circuit is given by

so that, at resonance,

Hence, the current flowing in the circuit is a maximum and the voltage dropped
across the resistor will also be a maximum.

Expressed as a differential equation for the motion of the charge in the cir-
cuit, we have, for a sinusoidal input
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Mathematically, this is identical to a range of problems going under the descrip-
tion of a damped, forced harmonic oscillator with the solution for the amplitude
of the motion

where K is some constant. In short, the amplitude is constant for low frequencies
such that ω2

o >> ω2, and at resonance, ω=ωo, the amplitude is a maximum limit-
ed by the size of the resistance. For R = 0  the amplitude would be infinite.
Equations similar to (4) will be met in the treatment of refractive index in semi-
conductors in chapter 4 and in a treatment of the small signal modulation char-
acteristics of diode lasers.

Continuing with the electrical analogy, it is instructive to ask what exactly
is meant by the term “amplitude” here. These equations have been formulated for
the specific case of charge flowing round a LCR circuit, but, the general form of
the equations applies to a very wide range of physical systems. The same equa-
tions with different coefficients can be used to describe the motion of a mass on
a spring, or a pendulum, for example, where it is clear that the amplitude is the
amplitude of the motion of the body. In the present case, the oscillatory motion
is the physical motion of the charges around the circuit as the energy is alter-
nately stored in the capacitor and then the inductor. The amplitude refers to the
size of the packet of charge moving round the circuit, so when the amplitude is
a maximum at resonance, the current is also a maximum. Equation (4) makes it
clear that there is also a complex component of the amplitude, which in the pres-
ent context means that the current is complex. This refers to the well known fact
that it is in phase with the voltage in the resistive element, which is of course 90°
out of phase with the voltage in the inductive or capacitive components. For fre-
quencies higher than the resonant frequency the amplitude decreases with
increasing frequency until it

Figure 3.1. A simple resonant LCR circuit.
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is zero. Under these circumstances, there is very little current flowing and the
output from the circuit is reduced.

Suppose now that instead of a single sinusoidal input, a spectrum of fre-
quencies were used to drive the circuit. Such a spectrum might arise from a peri-
odic, but anharmonic, driving signal such as a square wave. Fourier’s theorem
tells us that this periodic signal can be sub-divided into a series of harmonic com-
ponents, and each of these can be applied to equation (4). Components at fre-
quencies much lower than resonant will be amplified by a small but frequency
independent amount. Components at or near the resonant frequency will be
amplified greatly, and components at frequencies much higher than resonance
will be damped. If part of the output is tapped off and fed back into the input -
positive feedback - then these components will be amplified yet again. As the
signal passes around the circuit repeatedly the components will continue to be
amplified according to the gain characteristics of equation (4). Obviously, the
high frequency components, will continue to be damped and will eventually die
out. The low frequency components will continue to be amplified by a low
amount. The components at or near resonance will be amplified greatly and each
time the output is fed back into the circuit these components will grow relative
to all the others. Eventually they will dominate the output of the system, and
from a square wave input a near- sinusoidal (or harmonic) output will have been
selected.

In a laser, it is not an electrical signal but the optical field which is ampli-
fied. Optical gain occurs by the process of stimulated emission (hence the
acronym LASER - Light Amplification by Stimulated Emission of Radiation).
Optical feed-back occurs when the amplified optical field is fed back into the
active medium simply by a process of reflection. Reflection will occur at both
ends of the system so light bounces back and forth within an optical cavity. In
this way the light makes repeated passes through the active material so that the
intensity of the optical field is built up. Only one of the mirrors need be fully
reflecting. The other can be designed to be partially transmitting in order to let
out a constant fraction of the radiation, which then forms the output of the device,
i.e. the laser beam. Eventually a steady state will be achieved in which the opti-
cal gain is balanced by the losses from the mirror.

The analogy with the electrical signal is instructive. Optical gain can occur
over a wide range of frequencies, all of which have the potential to be amplified.
The starting signal for the amplification is not fed in from an external source,
however, but originates from within the gain medium itself via spontaneous
emission. An electron in an excited state decays to the ground state, emitting a
photon. Photons can be emitted over a wide range of frequencies, and if these are
fed back into the system, then like the electrical signal, the different components
will undergo selective amplification according to the gain spectrum. However,
unlike the electrical system not all emitted photons will be fed back. Two paral-
lel mirrors constitutes a Fabry-Perot cavity and the possible wavelengths that can
propagate between the two mirrors are
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restricted to those that will allow a whole number of half wavelengths to fit
between the mirrors, i.e.

where m is an integer, λ is the wavelength, n is the refractive index, and L is the
length of the cavity. These modes, as they are referred to, will be evenly spaced
in wavelength and will therefore constitute a spectrum of optical signals that can
be fed back into the active medium. Those nearest in wavelength to the centre of
the gain curve will be self selected after a number of cycles, and the output of the
laser will consist of a single line, or at most a few modes, of very narrow spec-
tral width. The process is illustrated in figure 3.2.

3.1 Stimulated emission

Stimulated emission, the process behind optical gain, is not ordinarily observed
in nature, although it does occur. It is the process by which an electron in an
excited state can be made to relax to the ground state by the the interaction of the
electron with an incident photon. There are then two photons, both of which
occupy the same quantum state. There is no difficulty about this since photons
obey Bose-Einstein statistics, in which the number of particles occupying a given
energy state is not limited. Indeed, one of the features of Bose-Einstein

Figure 3.2. Amplification of Fabry-Perot modes to produce a self-selected narrow out-
put spectrum. The amplitude of the final stage will clearly be much greater than the ini-
tial and intermediate stages.
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statistics is the tendency for particles to accumulate in a particular energy state
[1] and if stimulated emission were to occur enough times the number of photons
occupying that particular energy state would be enormous. Macroscopically, this
is manifested in the phenomenon of coherence, which is defined here simply as
the condition required for light beams to interfere. This somewhat simple defini-
tion nonetheless implies a definite phase-relationship between two different light
beams. Light from a normal source does not normally exhibit coherence, but
radiation from a laser does, a property often exploited in the fabrication of holo-
grams, for example.

Stimulated emission obviously competes with absorption (figure 3.3). If the
electron is in the ground state when the photon is incident the photon will be
absorbed and the electron excited. Hence the number of photons comprising the
optical field will be reduced. In thermal equilibrium the number of electrons in
the ground state far exceeds the number in the excited state so absorption domi-
nates. As will be shown below, the populations of the two states have to be
inverted in order to observe stimulated emission, i.e. there must be more elec-
trons in the excited state than in the lower. Such systems are very far removed
from thermal equilibrium, which is why stimulated emission is not normally
observed.

A full mathematical treatment of absorption, stimulated emission, and spon-
taneous emission was developed by Einstein. The relative populations of two
energy levels E2 and E1 in thermal equilibrium is governed by Fermi-Dirac sta-
tistics, but under certain conditions it is possible to use the Boltzmann approxi-
mation. The two population densities are then related by

and equilibrium is maintained by spontaneous and stimulated relaxation from the
excited state to the ground state, with the emission of radiation. As the name
implies, spontaneous relaxation is random and there is no definable phase rela-
tionship between emitted photons.

Now consider a black body placed within a furnace at some elevated tem-
perature. The rate of absorption of radiation at a frequency ω12 which causes
transitions between levels 1 and 2 in the body is

Figure 3.3. The competing processes of absorption and stimulated emission.
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where B12 is a coefficient and ρ(ω12) is the density of radiation at the frequen-
cy ω12, The rate of emission has both stimulated and spontaneous components,
i.e.

where A21 is the coefficient for spontaneous emission and B21 is the coefficient
for stimulated emission. In a simple two-level system the energy of the upward
transition is identical to the energy of the downward transition so

In thermal equilibrium then,

hence

Since the radiation arises from the furnace, ρ(ω12) must be identical to the black
body spectrum derived by Planck,

Comparison between equations (10) and (11) yields

The coefficients for stimulated emission and absorption are identical so the pop-
ulation determines which process dominates. In thermal equilibrium n1 > n2 so
absorption dominates but in a laser n1 < n2 so stimulated emission dominates.
The coefficient for spontaneous emission is

In general population inversion, i.e. n2 >n1, cannot be achieved using the simple
two-level system so far described. At best the populations will be equal so at least
three levels are required to realise inversion. The ruby laser utilises three levels,
but other materials, such as Nd-based lasers, utilise four levels (figure 3.4). In an
optically pumped four-level system, absorption occurs at ω12 and radiation at a
frequency ω34 is emitted. The electron raised to state 2 is nonradiatively trans-
ferred to state 3 accompanied by phonon emission, and relaxation to state 4 is
accompanied by the emission of radiation. As state 4 is empty to start with it is
necessary to excite only a few electrons to state 2 before the population of state
3 is raised above that of state 4 and population inversion is achieved. It is impor-
tant, of course, that the rate of arrival of electrons at
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state 3 be fast compared with the rate of relaxation to state 4, otherwise it will be
difficult for electrons to accumulate in the upper state (level 3). Similarly elec-
trons must transfer rapidly from state 4 back to state 1. If not, and electrons arrive
at a similar or even slightly faster rate, electrons will accumulate in 4 and popu-
lation inversion may be lost. As the dominant mechanism for the relaxation from
state 3 to 4 is stimulated emission the rate of stimulated emission will also
increase as the intensity of radiation in the laser increases.

3.2 Population inversion in semiconductors

A semiconductor with an inverted population behaves like a four-level system
with the main difference that the pumping is supplied by the current. Charge is
fed in at the Fermi level because current conduction takes place within the states
around this energy. From the quantum point of view conduction implies a change
of state, and it is only at the quasi-Fermi level that electrons and empty states
coincide. States well below the quasi-Fermi level are full so it is not possible for
electrons to be scattered into these states, and states well above the quasi-Fermi
level are essentially empty so there are no electrons there to be scattered.
However, the states close to the quasi-Fermi level are partially filled so there are
plenty of electrons to be scattered and plenty of empty states within an accessi-
ble energy range for the electrons to be scattered into. Similar arguments apply
to hole conduction.

The quasi-Fermi levels, Epf and Enf, therefore define the pumping levels of
the semiconductor laser. Comparison with a four-level system indicates that

and indeed this is the condition derived by Bernard and Duraffourg (see
Appendix 1). In short, the quasi-Fermi levels are pushed into the band edges so
that all valence band states above Epf are filled with holes (i.e. empty of elec-
trons) and all conduction band states below Enf are filled with electrons.
Physically this means that the semiconductor is now transparent to band-gap

Figure 3.4. A four level system with population inversion between levels 3 and 4.
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radiation because the minimum energy for an electron to be excited into the con-
duction band from the valence band by optical absorption is

The onset of population inversion is therefore also called the onset of trans-
parency.

If it is assumed that the only electrons that recombine are those at the bot-
tom of the conduction band then electrons injected at the quasi-Fermi level must
lose kinetic energy in order to reach the band edge. This is achieved by the emis-
sion or absorption of phonons so that both energy and momentum are lost to the
lattice. The electrons therefore “cascade” through the states to occupy those
made empty by recombination (figure 3.5). Similar arguments apply to the hole
current. This “cascade” process is extremely fast, of the order of a pico-second,
in the extended states of the semiconductor. It has been shown by experiments
on photo-pumped semiconductor lasers that the process of relaxation through the
states is also extremely fast in the band-tails [2] which form the band edges in
heavily doped semiconductors. In consequence there are always electron-hole
pairs available for recombination and it is possible to get very high optical ener-
gy densities in semiconductor lasers.

3.3 The p-n homojunction laser

The p-n homojunction laser is relegated to history, but it serves to illustrate some
of the principles enunciated above. The highly non-equilibrium conditions
defined by equation (15) are achieved by means of a forward-biased p-n junction.
The junction is needed because n-type semiconductors conduct electrons and p-
type semiconductors conduct holes, but neither can simultaneously conduct large
amounts of both. Carrier densities of at least 1018 cm-3 are needed to push the
Fermi levels into the band edges. In fact the lower density

Figure 3.5. An equivalent four-level scheme for a diode laser with phonon cascade for
the electrons and holes.
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of states in the conduction band for GaAs means that the electron density at
which the Fermi level enters the conduction band is slightly lower than the hole
density at which the Fermi level enters the valence band, but in a laser equal
numbers of electrons and holes must be injected or else the laser is effectively
charged. For very heavily doped n-type GaAs, then, the equilibrium hole densi-
ty will be very small, at less than 1 cm-3. Similarly, with very heavily doped p-
GaAs the electron concentration will be very small, so population inversion can-
not be achieved in either n-type or p-type material alone. However, if a junction
between the two exists then under the right conditions enough electrons can be
injected into the p-type material so that in the vicinity of the junction population
inversion can be achieved.

If the Fermi levels on either side of the junction have been pushed into the
band edges by doping on either side of the junction, then population inversion
will always be achieved if enough current flows. The quasi-Fermi levels define
the pumping levels, so if their separation is insufficient it is simply necessary to
increase the current. These lasers required threshold currents of the around 105 A
cm-2 before lasing occurred and so were operated at cryogenic temperatures.
Imagine a piece of semiconductor 1 cm × 1 cm in cross-section with 105 A flow-
ing through it. If even one volt is dropped across the whole of that semiconduc-
tor then 100 kW of electrical power would be dissipated, and without cryogenic
cooling the lasers would simply melt. Alternatively, the lasers could be operated
under pulsed conditions.

One of the consequences of such high currents is that the contacts to the
semiconductor need to be very good. Fabricating good contacts to semiconduc-
tors is as much an art as a science, but successful methods have been established
[3]. Ideally the electrons in the metal, which reside at the Fermi level, will lie at
the same energy as the conduction band in the semiconductor so that a transition
from one to the other is easy. However, the metal Fermi level usually lies some-
where in the semiconductor band gap (figure 3.6), so electrons moving from the
metal to the semiconductor must gain energy. There is said to be a potential bar-
rier. Thermal equilibrium requires ultimately that the Fermi levels within the two
materials align, but this does not eliminate the barrier. Instead the potential is
lowered on the semiconductor side of the contact to form a triangular barrier, the
base of which is inversely proportional to the square root of the doping density
[4]. Two approaches to low resistance contacts are therefore possible. One is to
diffuse a metal in to make a graded junction so that sharp potential barriers do
not exist, but finding the correct metal, or combination of metals, and the right
processing conditions is the art. The second approach is to increase the doping
density in the contact region so that the potential barrier is very thin, which
increases the probability of a direct transition across the barrier, via quantum
mechanical tunneling. Similar ideas apply to p-type contacts.

Injecting contacts of this sort are usually called “ohmic”, but a better term
is “low resistance”. There is always some resistance associated with a contact

© IOP Publishing Ltd 2005



and the resistance might even vary with the voltage applied, so in this sense it is
not ohmic. The resistance is made as small as possible, but even a moderately
high resistance is not the reason for such high threshold currents. This is more to
do with what happens to the electrons when they have been injected across the
p-n junction, but clearly, in the presence of such large currents poor contacts will
cause a problem. Indeed, one of the problems that always besets a new material
system is the development of a technology for low resistance contacts.

The p-n junction itself is generally made by diffusing Zn in from the sur-
face before any other processes such as the formation of contacts. It is a fact that
group II elements (acceptors) generally diffuse through III-V semiconductors
much faster than group VI elements (donors), so in fabricating a p-n junction the
substrate is n-type and acceptors are diffused in to form a p-type layer on the sur-
face [5, 6]. The doping densities will typically be around 1020 cm-3 at the surface
falling almost linearly for a deep diffusion (≈5 µm) to below 1019 cm-3 at the junc-
tion. Doping densities as high as this are needed to push the Fermi level into the
band, so the semiconductor is not merely doped but “doped-plus”. This is denot-
ed as n+ and p+ respectively.

Figure 3.6. Formation of a barrier at a metal-semiconductor junction.

Figure 3.7. Band diagram of heavily doped p and n-GaAs.
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The effect of heavy doping on the band-gap of p-GaAs has already been
described; the valence band is lifted slightly as the dopant levels themselves form
a band and join with the valence band, leaving deep-lying band-tails. In isolation
the two sides of the junction will be as illustrated in figure 3.7 where the con-
duction and valence bands (Ec, Ev), and the respective Fermi levels are all
shown. In contact, the Fermi levels must equilibrate by the diffusion of electrons
from the n+ to thep+ and vice versa to establish thermal equilibrium (figure 3.8).
A space charge of ionised dopants is exposed by this diffusion, leaving so-called
“depletion regions” at the boundary in which there are effectively no carriers,
and which, in consequence, are highly resistive. Moreover, the space charge
gives rise to an electric field which establishes a drift current opposing the dif-
fusion, and an alternative way of looking at the junction is to say that equilibri-
um has been established when the two currents are equal.

The existence of highly resistive depletion regions means that any voltage
applied to a p-n junction is dropped across the junction itself. Usually the reverse
bias is the main focus of attention in semiconductor physics texts, for the simple
reason that the depletion regions extend under an applied voltage and the capac-
itance of the junction changes. This makes the p-n junction an important element
in an integrated circuit but is of no consequence in a diode laser. Rather the for-
ward bias, in which the voltage on the n-type is negative with respect the p-type,
is more important. In this configuration charge is injected across the junction.
The voltage dropped across the junction reduces the barrier, so the diffusion cur-
rent exceeds the drift current. In an ideal case, the current I flowing in response
to an applied voltage VA is

where the negative term takes account of the current flowing in the opposite
direction due to drift. Ideally this current is independent of bias but in practice
may vary slightly. In forward bias the current is essentially exponentially
dependent in V

A
, which leads to very large densities of injected carriers.

Figure 3.8. A heavily doped p-n junction in equilibrium.
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However, the diffusion of holes and electrons is not necessarily equal, as the
reduced band gap in the p-type leads to a larger barrier to hole injection than
electron injection.

Equation (17) arises because of the barrier lowering under bias.
Ordinarily,one would expect carriers of both types to be injected across the junc-
tion but it should be clear that the density of carriers available for injection
depends on the doping density on either side. Thus, if one side of the junction,
say n, is much more heavily doped than the other, say p, the density of electrons
injected will far exceed the density of holes injected, and in fact the hole current
can be ignored. This is the one-sided step junction. If this were not the case, the
current-voltage relationship might be more complicated than equation (17)
implies. Of course, in the p-n junction laser both sides are similarly doped and it
would ordinarily be necessary to take into account hole injection as well as elec-
tron injection, but the larger barrier at the valence band means that to a first
approximation the holes are confined to the p;+ side of the junction and the hole
current is ignored.

The active region, i.e. the region of semiconductor over which population
inversion exists (figure 3.9) is confined to the p-type semiconductor and is
defined by the behaviour of the electrons once they are injected into the p;+

region. One side of the active region is formed by the valence band barrier at the
junction itself, where the holes are confined, but the other side is defined by the
diffusion of electrons away from the junction. The concentration of electrons will
decrease with increasing distance due to recombination until eventually the elec-
tron population reaches the equilibrium population in the p+ material. At this
point the quasi-Fermi level for the electrons becomes identical to the Fermi level
for the holes. Long before this point, however, the quasi-Fermi level drops below
the conduction band edge and population inversion stops.

So far only two of the conditions for lasing have been met. There is a pump-
ing source (the current) and an active medium (population inversion at the junc-
tion) but no optical feedback. Given that the semiconductor wafer is typically ~
0.5 mm thick from top to bottom, aligning external mirrors such that optical radi-
ation can be fed back into the semiconductor without substantial loss would seem
to be very difficult, if not impossible. Fortunately,

Figure 3.9. The junction under forward bias showing the active region.
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it is possible to fabricate the mirrors out of the semiconductor itself. Material of
the right crystal orientation can be cleaved along crystal planes which are per-
fectly parallel to each other. The cavity is therefore formed in the plane of the
junction and the device emits from the edge (figure 3.10). A semiconductor such
as GaAs typically has a refractive index of about 3.5 at the wavelengths of inter-
est so a cleaved facet has a reflectivity of the order of 30-40%. This is not as high
as might be found in other lasers with external mirrors but it’s high enough. For
increased feedback one of the facets can be coated with aluminium.

The gain spectrum spans a broad range of wavelengths consistent with
recombination between states of higher energy but with identical wave-vectors.
In addition it is possible for states to violate the k-selection rule, as the conser-
vation of momentum is sometimes called, thereby allowing other transitions and
an even broader emission spectrum. Strictly, k-selection is not violated in the
sense that no fundamental laws of physics are broken, but as some of the tail
states at the band edges are localised there is a corresponding uncertainty in the
momentum and strict k-selection cannot apply. In the lasers that superceded the
homo-junction device the active region is not heavily doped and the issue does
not arise. However, the choice or otherwise of k-selected transitions affects the
density of states function used in modelling the gain, so the topic will be dis-
cussed further in chapter 4.

3.4 The active region and threshold current

It is necessary now to begin to quantify some of the ideas that have been
described in order to appreciate the failings of the homo-junction device and

Figure 3.10. The basic p-n junction laser.
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the improvements that were made in 1968 with the development of the double
heterostructure laser. We start with the threshold current density, in A cm-2,
required for the onset of laser action.

Recalling the discussion in chapter 2 on current continuity, and restricting
the argument to the electron current only, but bearing in mind that similar expres-
sions apply to the hole current,

where ρ= q. n is the charge density. Therefore

At steady state dn/dt = 0, so

The gain per unit length, g, in the active region is related to the net number of
recombinations across the whole of the active region,

where c is some constant here. Therefore,

This expression takes no account of other sources of loss in the electrical current
such as that caused by a lack of electrical confinement. This is the singlemost
important reason for the high threshold currents in these lasers. The active region
is defined by diffusion and recombination, but even when the carrier density
drops below the transparency density and the material becomes absorbing there
is still a very high carrier density that just diffuses away and recombines.
Intuitively, then, not only do we expect the gain to be proportional to the current,
as above, but we also expect an offset current, because the current needs to be
high enough to achieve population inversion before the gain is non-zero.
Therefore

where A is a constant. In fact, it can be shown that this relationship is exact [7]
for an ideal semiconductor for J >Jt where Jt is the offset current. Jt is not the
threshold current of the laser, but is the current required to bring about non-zero
gain in unit volume of the semiconductor. It is also called the transparency
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current. The condition for threshold requires not only that the gain be non-zero
but also that the round-trip optical gain within the cavity is sufficient to over-
come any optical losses. Assuming for the present that the only losses are those
caused by reflection from the Fabry-Perot mirrors, with power reflection coeffi-
cients R1 and R2, then after a complete round trip of length 2L, where L is the
cavity length, the loss in the optical field is balanced by gain 

and

This is a standard condition for any laser. Therefore

The width of the population inversion region is defined by the diffusion length.
However, it is not the spontaneous recombination lifetime but the stimulated
recombination lifetime that determines the diffusion length over the active
region. Stern [5] has provided a simple method of estimating the length of the
active region.

The diffusion length, d, is

where D is the diffusion coefficient and τ is the carrier lifetime. Bearing in mind
that electrons are injected into p-type material, and that the hole concentration
varies substantially away from the junction in line with the diffusion profile,
Stern assumed that the lifetime is inversely proportional to the average hole den-
sity pav, which is given by the product of the impurity concentration gradient
across the junction and the diffusion distance, i.e.

However,

from which
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and

Stern quotes a value of B at 77 K to be 4 × 10-10 cm3/sec, and a diffusion coeffi-
cient for electrons of about 15 cm2/sec. The concentration gradient is about 2 ×
1023 cm-4 as the concentration in diffused junctions can change by about an order
of magnitude over 5 mm. In some cases, if the diffusion is shallower, the gradi-
ent will be higher. Using these values d ≈ 1 mm and τ ≈ 1 ns, which agrees with
the value of ≈ 1.5 µm quoted by Stern from several experimental sources. As the
condition for population inversion is essentially a condition on the electron den-
sity, it is necessary to inject a large number of electrons at a high rate in order to
achieve a sufficient density over such a large volume. This is one of the princi-
pal reasons why the homojunction laser requires a threshold current of the order
of 104-105 A cm-2.

The lack of a well defined active region is one of the major reasons for the
poor efficiency of the homojunction laser. The extent of the active region
depends entirely on the diffusion properties of the electrons, rather than on any
feature built into the device. Even when the electron density has decayed to a
point where population inversion ceases there is still a significant density of elec-
trons that must diffuse away and recombine spontaneously. It would be nice to
be able to quote a single figure for the spontaneous recombination lifetime of
GaAs but it is impossible to do so because quoted minority lifetimes vary great-
ly from device to device and from wafer to wafer. There are so many different
forms of non-radiative recombination that can be introduced during processing
that separating the intrinsic spontaneous radiative lifetime from others in the total
minority carrier lifetime is simply not possible. What is clear, though, is that
these excess electrons do not contribute to the laser output and are therefore a
source of some of the excess current that has to be applied. Furthermore, they are
a source of noise because any spontaneous emission arising from the recombi-
nation of these electrons has a random phase with respect to the stimulated emis-
sion.

3.5 Optical properties of the junction

It was discovered fairly early on the research into GaAs diode lasers that there
exist small, but significant, changes in refractive index across the junction, due
to various effects such as the variations in both the carrier density and the band
gap. The origin of these refractive index changes is dealt with in chapter 4. Here
it can simply be accepted that they occur and that the refractive index in the
active region is higher than in the surrounding n+ and p;+ material. An optical
wave-guide is therefore formed in the plane of the junction which helps
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to guide the light along the active region between the cleaved facets. The refrac-
tive index changes are small (a few parts in a thousand), and the wave-guiding
effect is correspondingly weak, so the optical field spreads out considerably into
the material on either side of the junction. Nonetheless it is advantageous to the
operation of the laser because the intensity of the optical field inside the active
region is enhanced, leading to a greater rate of stimulated emission.

Waveguiding  in lasers is most often treated using the idea of a slab of mate-
rial with lower refractive index on either side because it is the easiest to solve
mathematically. In fact there are very few refractive index profiles that can be
solved analytically and more often than not numerical methods are used to solve
for the waveguiding properties of a particular layer structure. Appendix II con-
tains a brief description of the ray propagation model of the slab waveguide, and
shows that rays undergoing total internal reflection propagate at specific angles
(modes) within the guide. It is convenient to think of total internal reflection
occurring at the interface but in fact the ray penetrates some way into the
cladding before being turned around.

An alternative approach is to imagine an optical field with a particular,
well-defined lateral intensity distribution propagating down the guide, as shown
in figure 3.11. The intensity distribution illustrated here corresponds to the fun-
damental mode of the guide, but higher order modes will have bimodal, trimodal,
and other distributions. In general the fundamental mode will not be centred in
the core unless the refractive index in both the cladding layers is identical. If one
side has a much lower refractive index than the other the mode will be shifted
over towards this side and away from the high refractive index difference on the
other side. Essentially both the electromagnetic and ray pictures lead to the same
end but the ray approach is more intuitive whilst the optical field model allows
the intensity distributions to be more easily calculated, and in particular the dis-
tribution of light within the cladding layers. The mode field diameter is the same
in both cases is defined as the limit where

Figure 3.11. The electromagnetic model of the fundamental moe of a slab waveguide
alongside the propagating ray model.
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the intensity drops to 1/e of the intensity at the core/cladding interface, and is γ-1

and δ-1 respectively. These are none other than the ray penetration depths defined
in appendix II.

The homojunction laser is weakly guiding so the light penetrates quite far
into the cladding. In itself this is a source of inefficiency. Which ever way you
look at it, either as an optical field with a fraction of the light propagating in the
cladding, or as a ray which spends a fraction of its time within the cladding, there
is a substantial fraction of light that is not in the active region and which cannot
stimulate emission. Intuitively we might expect the gain to be diminished as a
result of the loss of confinement so if the optical confinement factor Γ is defined
as the ratio of integrated intensity within the core to the integrated intensity
across the guide, the relationship between the gain and the threshold current
(equation 23) can be modified as follows.

from which

The threshold current is therefore linearly dependent on the width of the guide
and inversely dependent on the optical confinement. For strong guiding where Γ
is close to unity, the threshold current is linearly dependent on the width of the
active region, but for systems where Γ is reduced, the threshold current rises dra-
matically.

It is difficult to separate out the contributions of optical confinement and
carrier confinement to the threshold current in the homojunction device because
the active region is so ill-defined. What is certainly true is that the carriers are
not confined and that the waveguide is weak. For both these reasons a large cur-
rent needs to be supplied to establish transparency and to raise the photon densi-
ty. The gain in the central region, the refractive index changes, and the width of
the guide all depend on how hard the laser is driven, rather than on any specific
features built into the device. The double heterostructure laser, on the other hand,
has very definite carrier confinement and changes of refractive index built into
it, which makes it much more efficient.

It remains to consider how optical losses, in particular absorption in the
cladding regions, will affect the laser. The only real loss of intensity so far con-
sidered is the reflection loss at either end of the cavity. The loss of optical con-
finement may be a source of inefficiency but it is not strictly a loss. In principle,
there should not be any other source of losses in the laser because the nature of
population inversion shows clearly that the active region is transparent to the
emitted radiation. However, it is an assumption that the gain is uniform along the
cavity. Enhanced recombination at the facets might well lead to a loss of trans-
parency as the carrier density is reduced. Moreover,
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radiation propagating within the cladding layers is not necessarily propagating
within transparent material, and clearly a loss of intensity here reduces the inten-
sity of the wave propagating down the guide.

The power in an electromagnetic wave propagating in the z-direction is
given by the Poynting vector, Sz = E × H. In a guide the power flow, P, is given
by the integral over the guide cross-section, i.e.

It can be shown [8] that the total power is

The last term in (36) is simply the effective width of the guide. The total power
can therefore, be regarded as the sum of the powers flowing in each of the sepa-
rate regions of the guide,

and if the total attenuation is αP then

which is what might be expected intuitively; the attenuation coefficients in each
section of the guide α are simply weighted according the respective fractional
powers in the different regions of the guide.

The attenuation coefficient in each section of the guide is defined by the
complex refractive index, which is described in detail in the next chapter. Here it
will simply be recognised that a complex refractive index nj + ikj exists in each
section of the guide (denoted by j =1, 2, 3) where kj is called the extinction coef-
ficient. The attenuation coefficient is then

where k0 is the wave vector. Given transparency in the active region, you might
think the extinction coefficient in the core, k1 should be zero, but in fact it is neg-
ative. Gain can be considered as negative absorption as the light intensity grows
with distance travelled. In the cladding region, however, the radiation corre-
sponds to the band edge or slightly higher energy on the p-side of the junction.
The extinction coefficient will be small, at around 0.06, corresponding to an
absorption coefficient of 104cm-1, which is typical of the absorption coefficient at
the band edge. In the homojunction laser, then, this can be understood as a fur-
ther source of loss. Light must propagate the entire length
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of the laser cavity, which can be several hundred micrometres long, and the effect
of even a small non-zero absorption in the cladding layers can be considerable.

3.6 Output characteristics of the homojunction laser

The output of a diode laser will usually consist of several discrete wavelengths
(figure 3.12). These wavelengths constitute the longitudinal modes of the laser,
or the modes of the Fabry-Perot cavity, as the arrangement of two parallel reflec-
tors is called. Self-selection of the Fabry-Perot modes lying closest to the centre
of the gain curve has been described at the beginning of this chapter, but addi-
tionally the gain spectrum narrows in a diode laser as steady state is approached.
In fact, it is one of the features of homojunction lasers that not only does the
spectrum narrow but the emission wavelength changes with the driving current
as the gain spectrum itself changes. For example, Nathan [9] reports laser emis-
sion at shorter wavelengths than the spontaneous emission spectrum below
threshold.

In order to understand this phenomenon, consider two electrons at differing
energies; one that has just been injected at the quasi-Fermi level and the other at
the bottom of the conduction band. Either of these can undergo spontaneous or
stimulated emission. When the laser is switched on and the carrier density rises
to its maximum value over a period of time defined by the RC time constant of
the device, and while it is increasing the photon population is low. The photon
population lags behind the carrier population and has no serious damping effect
on the electron density. Spontaneous emission occurs, and is amplified, and the
photon population begins to rise. The very nature of spontaneous emission means
that the spectrum will contain a wide range of

Figure 3.12. Spectrum of a laser diode at relativity low forward power (after Nathan et
al. [9]). 
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wavelengths corresponding to all the possible transitions. The high carrier densi-
ty means that there will be high gain within the system and entire spontaneous
emission spectrum can be amplified. Our two electrons at the different energies
can both make stimulated transitions.

With the passage of time, however, the electron injected at the quasi-Fermi
level can take one of two paths to recombination. It can recombine directly from
the quasi-Fermi level or it can cascade through the conduction band states to
replace the electron at the bottom of the conduction band which has also recom-
bined. The rate at which electrons can move through the states by phonon emis-
sion is exceedingly fast - it takes a few picoseconds at most - so unless there is a
very, very high density of photons at this energy (the separation of the quasi-
Fermi levels) to create a rate of stimulated emission which is comparable, the
electrons will tend to decay by phonon cascade. This of course feeds back. There
will be fewer electrons recombining by stimulated transitions so the photon den-
sity at this energy will be smaller, and hence the rate of stimulated recombina-
tion decreases. The phonon cascade process therefore becomes even more
favourable. By this process emissions at the periphery of the gain spectrum decay
away with time and the output spectrum of the laser narrows considerably.
Moreover, the carrier density is reduced by the tendency for the upper levels to
depopulate rapidly as the photon density rises. The steady state carrier density is
much lower than the maximum and in fact tends to be pinned at threshold dur-
ing the operation of the laser.

In relation to the density of states, figure 3.13 shows the carrier densities in
the conduction and valence band as products of the density of states (ignoring
band tails) and the Fermi function. The initial current injection causes

Figure 3.13. Contraction in the carrier density from switch-on to steady state.
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the quasi-Fermi levels to penetrate both bands so that the maximum carrier den-
sity occurs well away from the band edge. The gain over an interval of energy,
dE, can be expected to be proportional to the joint carrier densities,

and the maximum gain will also occur well away from the band edge. High ener-
gy transitions from the extreme carrier densities at the exponential tail of the
Fermi function are possible but the gain will be small. As described above, such
transitions will occur immediately after the laser has been switched on, but they
will not be sustained in competition with transitions at higher gain. Moreover, as
the density of carriers is depleted through stimulated emission and steady state is
achieved the carrier density profile will be compressed into a smaller range of
energies and the gain maximum will lie closer to the band edges.

The carrier density overshoot actually causes oscillations in the light output
over a period of time. There is a delay between switch-on and the build up of
charge within the laser, as described above, but there is a further delay between
the build-up of charge and the photon density within the Fabry-Perot cavity.
There is a time delay before the photon density is high enough to reduce the car-
rier density by stimulated emission so, as described above, the carrier density
momentarily exceeds the steady state density. There is a correspondingly large
gain so when the photon density begins to increase the maximum also exceeds
that found in equilibrium. The carrier density is thus depleted, and actually falls
below the threshold level. The low gain means that the photon density also
begins to fall. The carrier density then begins to rise again, and both the carrier
and photon densities oscillate until steady state is achieved and the two are bal-
anced. This is illustrated schematically in figure 3.14, where, instead of the pho-
ton density, the light output is shown. Note the light output is a maximum when
the carrier density is a minimum. These oscillations in light output are known as
“relaxation oscillations”.

You might be forgiven for thinking that these ideas are not relevant to mod-
ern devices because, as mentioned elsewhere, the homojunction laser was rapid-
ly superceded by the double heterostructure laser. The disorder in the band struc-
ture within the homojunction device undoubtedly contributes to its complicated
output characteristics, but the double heterostructure is no less susceptible to
relaxation oscillations during which the output spectrum is broad. Of course, in
steady state the spectrum is narrow, but diode lasers are not always operated in
steady state. In optical communications, for example, the successive increases in
modulation frequency over the years mean that today’s diode lasers may be
modulated at tens of GHz. The diodes are on for such a short time that steady
state is not established, and even for modulation at 100s of MHz the pulse length
coincides with the duration of the relaxation oscillations. The output spectrum of
the device is correspondingly broad, and

© IOP Publishing Ltd 2005



as discussed in chapter 9, a great deal of research has taken place to improve the
spectral characteristics of lasers for communications.

The diode laser is generally a much broader source than other laser types.
The diode laser illustrated in figure 3.12 has a linewidth

so taking the wavelength span to be approximately 5 nm, ∆v≈2 THz. It is possi-
ble to reduce the linewidth by driving the laser harder, and indeed for this par-
ticular device the authors showed that the output reduced to a single mode at ~
837 nm, but even a single mode device will have a large bandwidth relative to
other types of lasers. The Schawlow-Townes equation describes the fundamental
limits on the linewidth,

where ∆v is the linewidth in Hertz, P is the output power, and τc is the cavity
decay time. The cavity decay time may be estimated from the loss in the cavity
and at the mirrors. The total loss is usually expressed in dB/cm and is simply the
sum of the mirror loss and the cavity loss

Figure 3.14. Oscillation of the carrier and photon densities at switch-on.
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where the mirror loss can be calculated from the power reflection coefficients at
each end. If these are R1 and R2 then after one complete round trip the loss due
to the mirrors is simply the product of these two. The loss (in cm-1) is

the characteristic decay length is simply 1/αm’, and the decay time can be taken
approximately as the time to traverse this distance (equation chapter 8, 31 gives
the exact expression for the cavity decay time). For example, for a cavity 300
mm long with power reflection coefficient of 0.35 at each end, and a refractive
index ≈ 3.5 inside the cavity, the decay time is ≈ 3 ps. For a 5 mW output power
at 830 nm the minimum linewidth is 850 kHz. For an equivalent solid state laser
the cavity decay time may be a factor of greater 103, leading to a theoretical
linewidth of about a Hz.

The linewidths quoted above are very much theoretical. In fact, the
linewidth of a diode laser is enhanced by a factor (1 + α2), where ∝ is known as
the linewidth enhancement factor and is typically in the range 2-4. Chapter 10
describes the linewidth enhancement factor in greater detail. Practical linewidths
of a few THz are much greater than the Fabry-Perot mode spacing, which is why,
in figure 3.12, the Fabry-Perot modes are superimposed onto a broad (~ 5 nm)
spectrum.

The Fabry-Perot mode spacing is defined by equation (5), which can be dif-
ferentiated to give

The mode numbers are of the order of a few thousand for near infra-red lasers
with cavity lengths of a few hundred micrometres, and mode spacings are frac-
tions of a nanometre.

3.7 Summary

The fundamentals of laser oscillators have been described. The process of mode
selection has been described as a result of the interaction between feedback and
gain. Within this process the gain spectrum is fixed, but in the diode laser the
gain spectrum also shrinks as a result of the interplay between the photon and
carrier densities just after the laser is switched on. This is an entirely general
result for diode lasers that operate by radiative recombination into a Fabry-Perot
cavity, and is not just applicable to the p-n homojunction laser. The basic physics
of homojunction devices has been described in order to illustrate the practical
reality of population inversion, threshold currents, and linewidth in lasers. The
mechanisms contributing to the very high threshold current have been identified
as; the lack of electrical confinement, the lack of
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Optical confinement; and losses in the waveguide caused by the propagation of
light in the narrower band gap p-type GaAs.
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Problems

1. Assuming a refractive index of 3.4 and a cavity length of 500 µm, cal-
culate the mode number corresponding to emission at around 830 nm, and
calculate also the exact emission wavelength of this mode.
2. Calculate the mode spacing for the laser described above.
3. Taking the power reflection coefficient to be 0.3 at each facet calculate the
effective mirror loss and the cavity decay time. Hence calculate the
Schawlow-Townes linewidth for a power output of 1 mW.
4. If one of the mirrors is coated with Al and has a reflectivity of 98% as a
consequence, calculate the effect on the mirror loss and cavity decay time.
5. Thirty percent of the light propagating in a homojunction cavity is propa-
gating in a material with an average extinction coefficient of 0.06. If the
wavelength is 830 nm calculate:

    1. the absorption coefficient of the material;
    2. the contribution of this to the cavity loss;
    3. the total cavity loss, assuming the mirror loss is the same as in (3).

6. Assume an average electron density of 8 × 1017 cm-3 is needed to establish
transparency over an active region 1.5 µm wide. If the stimulated lifetime
is 2 ns calculate the transparency current density. Neglect the effects of
carrier diffusion beyond the active region.
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7. Assuming the cavity loss in (5) above calculate the threshold current for
the laser in (6). Take A = 0.045 cm/A (equation 23) and ignore the effects
of optical confinement.
8. Taking the same average transparency density and recombination time
as in (6), assume that the carriers are confined to an active region 200 nm
thick and that there is no loss in the cavity other than the mirror loss.
Calculate the transparency and threshold current densities.
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Chapter 4

Optical properties of semiconductor materials

4.1 A model of the refractive index

As chapter 3 showed, the refractive index is not a given property that remains
constant under changing conditions of wavelength, current flow, carrier density,
or even optical intensity, and the purpose of this chapter is to provide some
insight into these phenomena. A detailed theoretical treatment of the subject is
not necessary; instead the essential physics of the problem is described in a phe-
nomenological way, leading finally to a quantum treatment of optical transitions
and absorption.

Let’s take as the starting point radiation incident upon a surface. For non-
normal incidence the electric vector of the incident light can either lie parallel to
the interface or in the plane of incidence (figure 4.1). Electrostatics determines
the continuity conditions at the interface. For a parallel electric vector the elec-
tric fields immediately adjacent to the boundary on either side must be equal. For
an electric vector lying in the plane there will be a component perpendicular to
the interface and for this component the displacement vector D is given by the
continuity equation

Figure 4.1. Electric and magnetic vectors lying in the plane of incidence or parallel to
the interface.
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In short, D is continuous unless there is an interfacial charge density, in which
case D is discontinuous by this amount. Mathematically, ∇= d/dx in one dimen-
sion, but it is important to distinguish physically between the grad and div oper-
ators. Both are vector operators, but div acts on a vector (in this case D) to pro-
duce a scalar (in this case ρ) whereas the grad operator acts on a scalar, for exam-
ple potential V, to produce a vector such as the electric field E. Physically, this
reflects the idea that an electric field either originates or terminates on charge, so
if there is no charge present the displacement vector remains unchanged on
crossing the interface. However

where ε0 is the permittivity of free space, and εr is the relative permittivity so the
electric field changes across the interface in proportion to the respective dielec-
tric constants.

If the boundary is between vacuum (or air) and a metal in which there are
a lot of free electrons we might expect a large surface charge to exist. If, on the
other hand, the boundary is between vacuum and an insulator (dielectric) then
there will be virtually no charge except that due to polarisation. Polarisation of
the dielectric will lead to the existence of some charge at the surface but there
will be considerably less than in a metal. To all intents and purposes the dis-
placement vector can be taken to be continuous and the electric vector to be dis-
continuous. These boundary conditions determine the amount of light transmit-
ted and so we might expect intuitively that they also determine the amount of
light reflected from a surface. If so, then εr must be related to the refractive
index.

The wave propagating through the medium will have an electric vector
which is perpendicular to the direction of propagation oriented at some angle to
the crystal planes. If the material is anisotropic we should consider the propaga-
tion in terms of tensors, but we will make the simplifying assumption that the
material is homogeneous and isotropic, and therefore dispense with all consider-
ations of directionality. The electric field will polarise the material and from clas-
sical electrostatics

where, for uniform isotropic material

is the polarisation. The constant, χ, is the macroscopic polarizability, which is
simply the product of the microscopic polarizability α and the number of pola-
iable charges, N.

From this we obtain the result that

which links the dielectric permittivity to the microscopic response of the materi-
al to the electric field.
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It remains to show the relationship between εr and n. Let us assume that the
microscopic polarizability is entirely electronic, that is we have atoms consisting
of positive nuclei and surrounding charges only. In an ionic crystal this will not
necessarily be true. A polarisation could arise from the oscillation of ions about
their equilibrium position, and indeed there are frequencies within the electro-
magnetic spectrum where such modes of lattice vibration are excited. However,
these are mainly in the infra-red, well below the energy corresponding to band-
gap radiation. We will assume instead that the only polarisation of interest lies
within the atom; that the distribution of charges around the atom is perturbed by
the electric field (figure 4.2). Since the electric field oscillates the electronic
motion should also oscillate. An electron orbiting a nucleus is a bound system,
and it is possible to show by expanding the potential energy in a Taylor series
that any such system will undergo simple harmonic motion (SHM) if subjected
to a small perturbing force.

The problem of the electron motion is therefore reduced to a problem of
SHM, the solutions to which are well known. You may question whether this is
physically realistic. SHM requires a force that increases linearly with the dis-
placement from the central position and is directed towards the centre. However,
the attractive force between the nucleus and the electron is coulombic and
depends inversely on the square of their separation. At first sight it appears that
the condition for SHM cannot be met, but the attractive force is offset by the
screening effect of the other electrons between the outermost electron and the
nucleus. These will repel the electron if it is forced out of its equilibrium posi-
tion toward the nucleus. Thus, over a limited range of motion the net effect of
these two forces approximates to the linear restoring force that SHM requires.
The oscillating electric field due to the electromagnetic wave will drive the elec-
tron sinusoidally, and in the general case some mechanism will exist to damp
down the motion. Then the equation of motion corresponds to that of a forced,
damped, harmonic oscillator

Figure 4.2. Schematic illustration of the polarisation of the electron cloud around an
atom.
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where Ey is the electric field in the y direction, γ represents the magnitude of the
damping force, and m is the mass of the electron. This is a classical approach and
means that the quantum nature of the atom is ignored for the moment.

For an isolated atom, the atomic polarisability, α, is just the dipole moment,
qy, induced by the electric field, where y, the displacement, is the solution to
equation (7)

hence [1]

The relative permittivity now becomes

This expression contains nearly all the physics needed to understand the essence
of the refractive index in semiconductors. It’s not in the final form that would be
used in practice because in a real solid there are charges other than those bound
to the atoms, but whilst this modifies slightly the right hand side of equation (10)
the left hand side is still essentially the resonance condition of a damped har-
monic oscillator. Therefore nothing new is gained from making these adjust-
ments apart from some calculational accuracy. Sticking with equation (10), then,
the permittivity (n2) is complex, arising from the term in iγω. This is a damping
term and limits the magnitude of the electronic displacement at the resonant fre-
quency ω0, as can be seen in equation (11), which has been rationalised to bring
out more clearly the complex nature of n2.

The relative permittivity, ε1 +jε2, and its square root, refractive index nr-jk, of a
dielectric with a resonant frequency ω0=10

15 
and γ= 3.5 ×10

14 
s-1 

is shown in fig-
ures 4.3 and 4.4. The meaning of γ will become clear later, but it has the dimen-
sions of frequency and has to have value close to the resonant frequency in order
to have any damping effect. If γ is too low then ε1 will be very large at resonance.
Equation (10) is strictly valid for isolated atoms, as described above, and if real-
istic atomic densities (N ≈ 1029 m-3) are included in the pre-factor it becomes too
large to be representative of a solid. Therefore a reduced density N ≈ 1027 m-3 is
chosen, which, along with these values of γ and ω0, give something reasonably
representative of a solid.

The resonant nature of the model is clearly shown by the peak in ε2 at the
resonant frequency, and by the appearance of both normal dispersion, where nr
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increases with increasing frequency below the maximum, and anomalous dis-
persion, where nr decreases with increasing frequency above the maximum.
Resonances such as these are a strictly classical phenomenon, but they corre-
spond to quantum transitions between levels [2]. That is, whereas energy is
absorbed by the oscillators from the driving electric field, in quantum terms a
photon is absorbed and the electron makes a transition to a higher energy level.
In so far as the resonant model is the classical analogue of a quantum model of
the atom, it is valid. However, in the quantum model an electron can make sev-
eral transitions to higher lying energy levels and therefore more than

Figure 4.3. The real and imaginary parts of the relative permitivity for a set of inde-
pendent oscillators with a single resonance.

Figure 4.4. The real and imaginary parts of the refractive index corresponding to the
relative permitivity in figure 4.3.
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one resonance must be included. Each transition m has its own resonant fre-
quency ω0m, and a corresponding strength factor fm, so that [1]

As described above, the permittivity is complex, and the refractive index, which
is also complex, is given by

and

where

Conversely,

and

The damped harmonic oscillator forms the basis of nearly all theoretical models
of the refractive index. For example, figure 4.5 shows the real and imaginary
parts of the relative permittivity of silicon [3] together with the results of one
such model [4]. A model such as this is relatively easy to programme and pro-
vides a good description of the refractive index over a wide range of photon ener-
gies. The similarity to figures 4.3 and 4.4 is immediate, but clearly there is more
than one transition, which reflects in part the extra complexity of equation (12),
but also the fact that in a solid the transitions occur not between discrete energy
levels but between bands and that several direct band gaps exist in solids at high-
er energies.

The agreement between the theory and the data is very good over a wide
range of photon energies except in the imaginary part of the permittivity at low
energy, and this seems to be a general feature not only of this model but theoret-
ical models in general. Forouhi and Bloomer, for example, formulated a model
for the refractive index directly in terms of the damped harmonic oscillators [5],
and the results for GaAs are shown in figure 4.6, together with experimental data
[6]. The model appears to match the data better at small k but it should be borne
in mind that the values are nearly zero here and quite large
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discrepancies will not be apparent on this scale. The Forouhi-Bloomer model
does in fact perform better than other models in this respect but it is not accurate
enough, or perhaps appropriate, to model the absorption, and conversely the
gain, at the band gap. A quantum mechanical approach to these

Figure 4.5. Comparison of the modelled dielectric function [3] against experimental
data [4] for silicon

Figure 4.6. Comparison between model [5] and experiment for GaAs [6].
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transitions will be developed later in this chapter. Before doing so, the relevance
of the foregoing to the Fabry-Perot cavity in a laser will be discussed.

4.2 The refractive index of a semiconductor laser cavity

Equation (10) contains all the essential physics necessary to understand the
changes in refractive index occurring in a semiconductor under population inver-
sion. Three things need to be considered; the resonant frequency, the role of free
carriers, and the effect of gain.

As figures 4.5 and 4.6 show, there are several resonances, but only the res-
onance at band gap, defined by

is important here. For sub-band gap radiation (ω <ω0) an increase in the resonant
frequency ω0 will cause a decrease in the extinction coefficient k. This corre-
sponds to the physical reality that band filling shifts the transition energy
upwards and the semiconductor becomes transparent. A small change in k caus-
es a change in the real part of the permittivity of -2. k. δk, and a change in the
imaginary part 2. n. δk. For k < n and close to zero the change in the imaginary
part far exceeds the change in the real part. For δk < 0,ie.a decrease, the modu-
lus of the permittivity will be slightly reduced and the real part of the refractive
index will therefore decrease slightly in consequence. This interplay between the
real and imaginary parts of the refractive index is hard to imagine if the two are
seen in isolation, but as they are derived from the complex permittivity it should
be clear that a change in one part of the refractive index cannot occur without a
change in the other.

It is a general rule that the refractive index decreases with increasing band-
gap, which is very useful for the double heterostructure device in which the
active region is sandwiched between two layers of wider band gap material.
Figures 4.7 and 4.8 show the refractive index of GaAs and AlGaAs alloys [7].
The first resonance corresponds to band gap radiation. It is not pronounced
because it sits in the normal dispersion tail of the second resonance which clear-
ly moves to higher energy as the aluminium content (and with it the band gap) is
increased. Normal dispersion is associated with a decrease in the refractive index
with increasing resonance energy for a given photon energy. For example, at 1.5
eV, corresponding roughly to the band gap of GaAs, the refractive index changes
from ≈ 3.6 in GaAs to ≈ 3.2 in A10.5Ga0.5As. Embedding the active region
between layers of wide band gap AlGaAs will therefore result not only in large
refractive index differences, but from figure 4.8 the extinction coefficient will be
zero and the waveguide cladding layers will be transparent. In principle, then, the
only losses of significance within the laser cavity should be the mirror losses.
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Contrast this with the p-n homojunction device in which absorption in the
p-type layer will be significant. Not only this, but there is a reduction in band gap
in going from n to p and we would expect, therefore, the refractive index on the
n-side of the junction to be slightly lower than that on the p-side. Indeed this is
the case, so the waveguide, apart from being weakly guiding, is also asymmet-
ric. In the junction itself, the onset of threshold, also known as the onset of trans-
parency, will cause the resonant frequency to be increased, which

Figure 4.7. Real part of the refractive index for GaAs and AlGaAs alloys over a wide
range of photon energy [7].

Figure 4.8. Imaginary part of the refractive index of GaAs and AlGaAs alloys over a
wide range of photon energy [7].
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will tend to decrease nr. At first sight, then, this decrease would seem to rule out
the possibility of waveguiding, but in fact the situation is more complicated than
this. The effect of free carriers has to be considered.

Both the p- and n-sides of the junction are heavily doped and therefore have
high carrier densities, almost to the point of rendering the semiconductor metal-
lic. In addition, the high currents required for operation of the laser means that
the carrier density will be further increased and we want to know the effect of
this on the laser. There are two things to note in the case of high carrier densities;
first, the correction to the electric field made for a dense dielectric does not need
to be applied because the charges in a metal are mobile and will average out; and
second, the electrons are not bound to atoms so by definition there is no restor-
ing force and no resonant frequency. Therefore equation (10) can be used with
the following modifications,

At first sight it would appear that increasing N will increase the refractive index,
but that will only be the case if γω> ω

2
. This term needs to be examined more

closely.
The term in γ represents damping, and for a free electron this must be relat-

ed in some way to the resistance. In a damped harmonic oscillator, the resistive
force on the motion responsible for the damping normally is proportional to the
velocity, i.e.

which is equal to the accelerating force due to the electric field, i.e.

This arises because in normal conduction the electrons travel with an average
velocity and there is no net acceleration, and hence no net force, on the electron.
We can say therefore, if the mean time between collisions is τ, then the drift
velocity of the electrons is vdrift,

and

which gives us a physical insight into the meaning of γ in materials with high
densities of free carriers.

The conductivity is given by
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where N is the concentration of electrons and the mobility, µ, is

The combination of equations (23), (24), and (25) therefore leads to the result

and hence

For the situation that ωτ>1, which will be the case at the optical frequencies of
interest to us, equation (27) approximates to

which shows that for an increase in σ the refractive index will decrease and in a
metal it can even be negative.

A semiconductor is not a metal, so the refractive index will lie somewhere
in between the two extremes of a dielectric and a metal. We can expect contri-
butions from dielectric components (equation (10)) and metallic components
(equation (28)). Hence we can expect that an increase in carrier density will
reduce the refractive index of the semiconductor. This has been confirmed by
experimental observation and is an important contribution to the refractive index
changes across the junction. The very high density of free electrons on the n-side
of the junction therefore depresses the refractive index, and even on the p-side
the effect of decreasing the band gap is offset somewhat.

It is worthwhile at this point discussing further the effects of free carriers,
which are most most noticeable in the infra-red, first through the free-carrier
absorption, and second, at much longer wavelengths, through the surface plasma
oscillations, known as plasmons. This is not strictly relevant to the Fabry-Perot
cavities under discussion but does have implications for other lasers. Free carri-
er absorption is seen mostly in long wavelength vertical cavity devices (chapter
7) where thick, highly conducting layers form both the cavity mirror and the con-
tact. Plasmons are used to good effect in long wavelength quantum cascade
lasers (chapter 12), where the refractive index associated with them is important
for the design of the waveguide. In a metal a plasmon is the quantum of a col-
lective longitudinal excitation of the conduction electron gas, i.e. hωp where ωp
is the plasma oscillation frequency, defined as
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In a dielectric, the entire valence electron sea oscillates back and forth relative to
the ion cores [8]. Substituting (29) into (28) gives

and if, as before, there is some background dielectric constant from the ion cores
that extends well out to optical frequencies, say ε(∞), then

For frequencies close to the plasma oscillation frequency the permittivity
becomes small and may even become negative for long wavelengths.

The free carrier absorption can be treated by re-arranging (27) to give

The first two terms are recognisable as the real dielectric constant (31) for γ=0
and the third term is the imaginary dielectric constant which gives an extinction
coefficient,

and hence the absorption coefficient

The absorption coefficient increases with the square of the wavelength, which is
why the effect is most noticeable in the infra red.

The final effect to consider is gain. An electromagnetic wave propagating
through the semiconductor will have the following form

where n is the refractive index and k0 is the wave-vector. Expansion of the refrac-
tive index into real and imaginary parts gives

which shows that the imaginary part of the refractive index is associated with
attenuation of the wave, i.e. absorption. Under the conditions of stimulated emis-
sion, however, the wave is not attenuated but grows exponentially, so gain is
“negative absorption”. The fact of gain, i.e. a change in the magnitude and sign
of k, must affect nr It is not immediately obvious from any of the foregoing pre-
cisely what the effect will be, and in fact it is necessary to use a different treat-
ment to calculate the changes. This is the Kramers-Kronig
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transformation, in which a change in the real part of the permittivity, δε1(ω), can
be evaluated from the change in the imaginary part, δε2(ω), over the range ω− x0
to ω + x0 [9]

However, this does not add to our physical understanding of the problem. As
before, a decrease in k leads to a decrease in nr through the effect on the modu-
lus of the permittivity. This reaches a minimum at k = 0 and as k becomes nega-
tive the real part of the refractive index will increase. The net effect is that under
conditions of gain the refractive index in the active region is greater, albeit by a
small amount, than it is on either side of the junction and a waveguide is formed.
It should be emphasized, however, that these are small changes; much smaller
than the effect of increasing the band gap on either side of the junction.

4.3 Gain in semiconductors

To a great extent, the preceding treatment is as far as we need go with the opti-
cal properties of semiconductors. The output characteristics of the laser depend
directly on the refractive index in the Fabry-Perot cavity, and it is now possible
to understand the effects of changes in the band gap, the presence of large den-
sities of free carriers, and even gain on the refractive index. However, you might
want to go further and model the gain, and although the gain coefficient is just
the negative absorption coefficient of the semiconductor the preceding treat-
ment is insufficient for the purpose. In order to model the gain properly it is nec-
essary to look at the detailed quantum mechanics of the transitions between the
bands. This will be examined using the wave mechanics of Schrödinger, but a
word of qualification is necessary.

Figure 4.9. An absorption transition in a semiconductor.
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Much of the early work on modelling gain applied to the heavily doped
semiconductors described in chapter 3 which are no longer relevant to today’s
devices. This does not alter the general approach, but it modifies the outcome.
Heavy doping perturbs the band structure and in so doing permits a range of tran-
sitions that would otherwise not occur because of momentum conservation. The
densities of states in both band available for the transitions is therefore much
greater, and much of the early work concentrated on finding the appropriate form
of the density of states [10]. The active region of the DH laser is lightly doped
and therefore has a different density of states function. The quantum well is much
simpler still, but the density of states changes with the width of the well. This
makes it quite different from the bulk material of the DH laser, which need only
be modelled once. Optical and electrical confinement may alter the performance
of the laser, but the material properties remain fixed. Therefore the remainder of
this chapter can be understood as being most relevant to quantum well lasers, and
though these will not be dealt with until chapter 6 an appreciation of the physics
is best dealt with here in the context of the optical properties.

The photon density is related to the Einstein coefficients by equation (11)
of chapter 3 for a two-level system, but for a semiconductor band structure must
be taken into account. For transitions between a state 1 in the valence band and 2
in the conduction band, the photon density is

where hω12 is the energy of the transition. The absorption rate can be found by
taking the difference between the rate of stimulated emission and the rate of
upward transition, and is

where ρc and ρv are the densities of states. The absorption coefficient is inde-
pendent of the photon density and given by

so to proceed further it is necessary to know more about the probability B21.
First, however, some background on the nature of quantum states is necessary.
Schrödinger’s formulation wave mechanics is preferred here, but in fact it is but
one of nine formulations of quantum mechanics [11], not all of which use a wave
function. There is no good reason, therefore, to ascribe to the wave function a
physical reality. As with most wave phenomena, the measurable reality lies not
in the amplitude of the wave but in the intensity, ψ;*. ψ, where ψ* is the com-
plex conjugate of ψ. Formally,
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denotes the probability that a particle will be found at a particular location, so
integration over all space yields

where dτ is a volume element.
The Hamiltonian, is the total energy of the system

where V(x) is the potential energy and p is the momentum, and

In the language of quantum mechanics H is an operator that operates on ψ to pro-
duce an observable energy E. In order to specify the Hamiltonian exactly, the
kinetic energy, and hence the momentum, must be known. According to the
wave-particle duality of De Broglie, an electron in free space behaves as a wave
with wave-vector k and momentum hk. Consequently the kinetic energy is given
by.

It is necessary to express this in the form of an operator, though, and this is done
through the momentum operator. A free electron corresponds to a plane wave of
the form

We need some operation, say P, that will yield the result

and it is easily verified that the required operation is

or,

where use has been made of the identity

This is not a rigorous definition, but reason tells us that it must be generally
applicable. The fact that it has been derived from a particular wavefunction is
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of no consequence because if the momentum operator varied from wavefunction
to wavefunction we would be in the impossible position of having to know the
particle wavefunction before we could determine its mechanics. Indeed, we work
the other way round. We determine the wavefunction from knowledge of the par-
ticle mechanics. Therefore we can expect the momentum operator applicable to
a plane wave to be exactly the same as a momentum operator for any other par-
ticle. Similarly for the kinetic energy the operator can be shown to be

leading to Schrödinger’s well known equation

where V is the potential energy.
The Schrödinger equation can be used to solve for the energy states of a

quantum system through the correct wavefunction and knowledge of the poten-
tial. These are called stationary states; the energy E thus derived corresponds to
static or time averaged conditions. The states do not change over time, nor does
the occupancy. The time-independent Schrödinger equation, as this form is
known as, says nothing about the probability of occupancy of the states or the
probability that a transition from one state to another will occur. For this we need
the time-dependent Schrödinger equation and perturbation theory, which deter-
mines the time evolution of the quantum state through the relationship

where again H is the Hamiltonian representing the total energy of the system. If
the Hamiltonian itself is time independent the time-evolution of the quantum
state will correspond to nothing more than a change in phase according to the
oscillatory term in exp(jωt), but if the Hamiltonian itself changes the quantum
state will change. We therefore model the Hamiltonian as

where H0 is the steady state Hamiltonian, for which the solutions are already
known, and H’ is the perturbation, also known as the interaction Hamiltonian. It
is the interaction Hamiltonian that causes the transition from one state to anoth-
er.
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4.3.1 The vector potential and the interaction Hamiltonian

For absorption or stimulated emission, the interaction Hamiltonian can be deter-
mined from consideration of the electrodynamics via Maxwell’s equations.
These can be found in any text book on electromagnetism and will not be given
again. However, it should be realised that there is a symmetry between magnet-
ic and electric phenomena which is revealed when the solution is expressed in
the form of a vector potential. In their most fundamental form Maxwell’s equa-
tions allows the measurable quantities E and H to be calculated, from which the
forces acting on an electron, respectively q. E and q. ν x B, where B = µ0H, can
also be calculated.

As discussed, forces are not so important in quantum mechanics and the
scalar and vector potential solution of the electromagnetic equations is particu-
larly suited. That is to say, the electric and magnetic fields can be written as func-
tions of a vector potential A and a scalar potential ϕ such that

The vector potential is discussed at length by Feynman [ref 1, chapter 15]. Unlike
the scalar potential, which is no more than the potential of our common experi-
ence that has magnitude only and results from the integrated effect of applying a
force, the physical origin and significance of the vector potential A is not so easy
to comprehend. The differential of the scalar potential leads to the electric field
via the force q. E, and in so far as the curl operator (∇ ×) is a differential, but
with directional properties, the vector potential plays a similar role in the deri-
vation of the magnetic field. Given the highly directional nature of the magnetic
field it should not be surprising that the potential from which the magnetic field
is derived has both direction as well as magnitude, and hence is a vector.

For many problems in electrodynamics the vector potential A can be regard-
ed as no more than a mathematical convenience, it being just as easy to work
with B and E as A and ϕ. However, it has a particularly useful property of direct
relevance to the quantum problem at hand. The scalar potential can always be
chosen such that

so if we consider the force in relation to Newton’s second law

we arrive directly at the conclusion
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In other words, the momentum gained by the quantum particle due to the time-
dependent electric field is directly proportional to the vector potential A.
Therefore, if this momentum is added into the Hamiltonian we have

Expanding the brackets and neglecting the term in (qA)2 as being of no signifi-
cance, the Hamiltonian becomes

so the interaction Hamiltonian is just

4.3.2 Fermi’s golden rule

It is fairly straight forward to show that a harmonic (sinusoidal) perturbation
results in a transition rate

where H’mn is known as the matrix element for the transition from state n to m
and g(ω) is the density of pairs of states separated by an energy hω over which
the transition can occur [12]. This is Fermi’s golden rule and is used to calculate
the rate of scattering from one state to another.

Formally the matrix element is written as

where dτ is a volume element, and arises because the expectation value of a
quantum measurement is given by

The expectation value reduces to the eigenvalue in the case where the quantum
state is known, but for the case where the state is unknown then ψ has to be con-
structed from known states in a manner analogous to Fourier’s principle for clas-
sical waves, i.e.
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The states ψn are known as the basis states, and are said to be orthogonal to each
other. That is, they are independent from each other, and mathematically this is
represented by the property ψ*

mψn = 0, so expansion of the expectation value
equation leads to the elimination of all cross terms of this type. Hence

and the probability that a particle is in state k is simply given by |Ck|
2
.

The essence of the perturbation method is that the details of the states are
not known, but can be expressed in terms of the states of the system before the
perturbation is applied through an expansion in the basis states. Hence,

where uk exp(-jωkt) is one of the basis states with the time dependence explicit-
ly included. Multiplying through by the complex conjugate of a state u*

m and
integrating over all space is equivalent to calculating the expectation value of the
state m. Orthogonality can be used to eliminate all states that do not interact with
m, leading to the transition probability expressed by the golden rule. Hence, B21
can be determined. 

Recognising that

the photon density can be expressed as a function of energy rather than frequen-
cy and Fermi’s golden rule becomes

The Einstein transition probability is therefore

so it remains to determine the transition matrix. Recall that the electric field is
given by

so that

and
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Matching the energy flux, hωc/n, to that derived from the Poynting vector [10]
allows E0 to be expressed in terms of known parameters and

After some manipulation,

where

is known as the dipole matrix element.
It is but a short step from here to the final result. First, though, it is neces-

sary to look at the density of states function in Fermi’s golden rule. This is not
just the density of states in the semiconductor, but the density of pair of states
over which the transition occurs. There are essentially two circumstances to dis-
tinguish. States in the valence band can communicate either with all the states in
the conduction band at the energy, hω, or can communicate with only a limited
set through the restriction of conservation of momentum. The first case corre-
sponds to heavy doping and will not be considered further. The second case cor-
responds to high quality bulk material or quantum wells and the reduced density
of states ρred, must be used. Consideration of a few limiting cases will help to
arrive at a sensible expression for the reduced density of states.

Suppose first that only one conduction band state exists but that every
valence band state can communicate with it. The density of pairs of states will
then be equal to the density of valence band states. This situation is unlikely to
occur. Much more likely, a smaller subset of valence band states will communi-
cates with the conduction band, but we don’t know how many. The density of
states will therefore be smaller than the valence band density but larger than the
conduction band density of states. Similarly, if the situation is reversed and only
one valence band state exists we would expect a reduced density somewhere
between the two. If the densities were identical and a one-to-one correspondence
existed between the states so that one state in the valence band communicated
with only one state in the conduction band we would expect the density of pairs
would be equal to the density of either of the two. We could simply average over
the two densities but, counter-intuitively, this would actually overestimate the
density of states in the case of equal densities.

If we define the density of joint states to be
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where N is the volume density of joint states, then for the limiting case that

the Fermi level will penetrate equally into the valence and conduction bands.
Therefore the photon energy is given by

where ∆Ec is the penetration of the Fermi level into the conduction band. In
terms of the conduction band density of states,

Although the volume density of pairs of states is the same as the volume densi-
ty of conduction band states, in terms of the energy density we find that the den-
sity of pairs of states is, quite surprisingly, halved. This arises because the pho-
ton energy is split between the conduction and valence bands so in effect only
half the states are accessible. In fact the assertion that the volume densities of
conduction band and valence band states are equal is not really an assumption.
Each arises from an atom and there is a fixed number of atoms in the solid, so
recognising in general that

and approximating the density as N/dE (the number of states within a small ener-
gy interval is assumed to be constant), then

and

giving

Gain modelling in bulk semiconductors is most accurate close to the band
extrema because the bands are assumed to be parabolic so that the density per
unit energy varies as ∆E

1/2
[13], where ∆E is the energy from the band edge. This

should not be confused with the effective density of states, which is in effect an
integral of equation (85) over a small energy range close to the band edge. This
gives a reduced density of states for a transition at energy E
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where µ is the reduced effective mass

Non-parabolicity is particularly a problem in the III–V materials where the den-
sity of states in the valence band is much higher than in the conduction band,
principally because of the heavy hole contribution. Charge neutrality is assumed
to exist within the active region so in order to achieve population inversion the
electron quasi-Fermi level often penetrates much further into the conduction
band than the hole quasi-Fermi level penetrates into the valence band. At high
injection levels in particular, deviations from parabolicity become obvious.

4.3.2 The matrix element and densities of states

The matrix element (strictly the oscillator strength 2|M|
2
/m, which has the units

of energy) can be determined experimentally [14] but it can also be estimated
using accurate measurements of the effective mass. It is possible to show [15]
that for light polarized in a particular direction

where ∆ is the split-off energy for the valence band, Eg is the band gap, and m0
is the free electron mass. The polarisation properties of the laser can reduce the
average oscillator strength, and though it is relevant to quantum wells, it is a
complication that need not concern us here.

This formula is not exact but it serves as a good guide for materials that
have not been characterised fully. However, its origins lie in the quantum
mechanical derivation of the valence bands, which is only accurate if all the pos-
sible bands of the semiconductor are considered together. It is common to con-
sider only four; the three valence bands and the conduction band, as described in
appendix III where it is shown that the conduction band effective mass, m*, falls
out naturally from these calculations. In essence, each band makes a contribution
to each other band, especially for values of the electron wavevector k ≠0. Hence
the E - k dispersion of the conduction band changes with more contributions and
for a truly accurate picture of the effective mass, it is necessary to include in the
calculation valence bands lying deeper than the three normally considered.

The result is that the effective mass derived from the four-band models are
underestimates. For example, Yan et al. [15] quote the effective mass of electrons
in GaAs derived from four-band models to be 0.053m0 whereas the
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experimentally measured effective mass, which includes the effect of all the
higher bands, is 0.0665m0. As the matrix element in equation (87) is a product of
only four bands (the inclusion of deeper lying bands would lead to additional
complexity) an effective mass of 0.053 should be used, otherwise the matrix ele-
ment is underestimated. A comprehensive summary of the most important opto-
electronic III-V compounds is provided by Vurgaftman et al. [16] from which the
data in Table 4.1 has been selected. Ternary and quaternary compounds of the
above can be treated using a parametric model for the band gap, effective mass,
and split-off energy and the reader is referred to Vurgaftman for details.

Finally, it remains to modify equation (40) to derive the gain. Following
Coldren and Corzine, [14, p 128].

where

In GaAs quantum wells about 10 nm wide gmax ≈ 10
4

cm
-1
. The actual gain is

modified by the Fermi levels at the two levels involved in the transition, but it
should be noted that these are electron Fermi levels in both cases, so that for a
hole quasi-Fermi level pushed deep into the valence band f1 ≈ 0 at the valence
band edge.

4.4 Summary

In this chapter some of the essential physics behind optical transitions in semi-
conductors has been reviewed. A damped harmonic oscillator model of the elec-
tron bound to an atom can be used to explain the origin of the refractive index,
and in particular such a model can be used to explain why decreases in the real
part of the refractive index can be expected as the band-gap reduces and
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the carrier density increases, and why increases in the refractive index can be
expected as threshold and gain are achieved.

This can be applied to the p-n homojunction laser. In equilibrium, bandgap
narrowing on the p-side of the junction and high dopant concentrations on both
sides of the junction lead to a reduction in the refractive index of the semicon-
ductor, but the index is lower on the p-side than on the n-side. In the junction
itself, the effect of carrier depletion negates the decrease due to high carrier con-
centrations and a slight increase in nr is apparent in the centre of the junction.
Therefore there is a wave-guide present, although it is asymmetric, and this will
affect the propagation of the modes down the guide, as discussed in the next
chapter.

In operation, the increase in carrier density due to the high current density
required for lasing will bring about a general decrease in the refractive index, but
this is more than offset by the increase in resonant frequency caused by trans-
parency, and the increase due to gain. Under operating conditions, therefore, the
wave-guiding structure is enhanced slightly, though it must be emphasized that
confinement in this type of structure is by no means large.

Moving on from the refractive index, the quantum mechanics of optical
transitions has been developed to allow an understanding of absorption and gain.
The matrix element has been defined and related to the Einstein coefficient for
stimulated emission and the gain function for a semiconductor in which k-selec-
tion occurs has been developed.
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Problems

1. Using the damped harmonic oscillator model, n2 = 1 + Nα, calculate the
dielectric constant and the complex refractive index at: (a) resonance cor-
responding to 1.5 eV; and (b) at γ/2 below resonance for a system of 10

27

oscillators with γ = 5 x 1014 Hz.
2. The onset of transparency shifts the resonant frequency upward by 0.05
eV. Recalculate the refractive index to show that both the real and imagi-
nary parts decrease.
3. Calculate the change in refractive index in the above example due to a
change in the carrier density of ∆N= 10

18
cm

-3
. Hint: use the identity

to calculate a total change ∆n = dn/dN. N, and assume an effective mass 
of 0.068 corresponding to GaAs.
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Chapter 5

The double heterostructure laser

5.1 Introduction

The use of heterojunctions in lasers was first demonstrated in 1968 and showed
immediately that a significant reduction in threshold current ensues [1] (see fig-
ure 5.1). The threshold current is one of the principal figures of merit in semi-
conductor laser technology. A lower threshold current means significantly
reduced power losses through heating, and the introduction of the heterojunc-
tion therefore made the prospect of room temperature operation much closer.

A heterostructure, or sometimes simply a heterojunction, is a junction
between two different materials. A semiconductor structure in which the chemi-
cal composition changes with position in this manner is usually achieved by dep-
osition of a thin film from its constituent components onto a substrate. Atoms
arriving at the substrate surface from a vapour or liquid source adhere

Figure 5.1. Progress in the lowest threshold current over time. (After Kressel and
Butler.)
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to the surface, but normally there is not a unique position at which the film is
nucleated. Nucleation can occur at several places at once and a random distribu-
tion of nucleation sites over the substrate surface will result in islands of materi-
al which spread laterally until eventually they join to make a continuous cover-
ing. Within the separate nucleation centres the material may be crystalline or
amorphous, depending on the arrival rate of atoms at the surface and their abili-
ty to take up an equilibrium lattice position. The lateral mobility at the surface
has to be high compared with the rate of arrival. If the material within the nucle-
ation centres is crystalline it does not necessarily follow that the orientation of
one crystallite will be identical to the orientation of another crystallite.
Crystallites of different orientation meeting at some point must form a grain
boundary, which is a region of material over which some atomic disorder occurs
as the orientation changes. A film so constructed is said to be polycrystalline as
it is made up in effect from myriad smaller crystals (figure 5.2b).

The term heterojunction does not necessarily imply therefore that the two
materials making up the junction are single crystal, but for most opto-electronic
devices single crystal material is essential and semiconductor lasers are no
exception. It should already be clear that a high crystalline quality is vital. The
growth of single crystal material requires that individual nucleation centres take
up a particular orientation so that when separate islands meet there is complete
registry of the lattice from one crystallite to the next and no grain boundary is
formed. Some of the techniques for achieving single crystal films will be
described within this chapter.

The first heterojunction laser used only a single heterojunction, however.
The junction consisted of p+-AlGaAs/p-GaAs on n+-GaAs and was introduced
specifically to contain the electrons injected into the p-material. Band-gap nar-
rowing in n+-GaAs resulting from heavy doping leads to a higher barrier in the
valence band than in the conduction band, so electrons were injected into the n+-
GaAs while the holes were confined somewhat by the valence band barrier. The
introduction of a wide band-gap material such as AlGaAs served to confine the
electrons, thereby restricting the depth over which they could diffuse (figure 5.3),
and defined more precisely the width of the active region.

Figure 5.2. Schematic development of polycrystalline material from island growth.
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The carriers that would otherwise have diffused beyond the active region and
recombined without producing stimulated emission were utilised more effective-
ly in producing coherent radiation. In addition the introduction of the hetero-
junction allowed the photons generated by stimulated emission to be used more
effectively. AlGaAs has a larger band-gap than GaAs and hence a smaller refrac-
tive index at wavelengths corresponding to near band-gap emission in GaAs. The
waveguiding effects described chapter 3 are much enhanced thus confining the
radiation to the active region.

The single heterostructure (SH) laser, as this particular design was named,
was rapidly succeeded by the double heterostructure (DH) laser, in which the
active layer was low-doped n- or p-type GaAs sandwiched between two AlGaAs
layers. So rapid was this development that the SH laser was rendered obsolete
before it could be fully characterised, and now it is little more than a historical
curiosity. The advantage of the DH laser was two-fold; first, though the over-
whelming need for improved confinement lay within the p-side of the junction,
the hole confinement was by no means complete, and a second heterojunction
improved the confinement dramatically; second, the SH structure gave rise to an
asymmetric wave-guide, with the refractive index difference at the heterojunc-
tion far exceeding that at the p-n homojunction. The significant differences in the
propagation of TE and TM modes that occurred as a result were corrected by the
addition of a second heterojunction to make a symmetrical waveguide. Improved
wave propagation, particularly at small core (active layer) thicknesses, in con-
junction with the better optical confinement meant that the DH laser exhibited
lower threshold currents than the SH laser.

5.2 Materials and epitaxy

The heterojunctions described above require very careful preparation in order to
ensure crystalline perfection across the junction. A large number of defects will
provide a clear route for non-radiative processes and effectively prevent laser
action, but a high quality, defect free interface will allow effective

Figure 5.3. Schematic band diagram of the single heterostructure (SH) laser.
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confinement and efficient radiative recombination. Epitaxy is the term used to
describe the growth of one material on top of another such that the thin film is sin-
gle crystal with a lattice structure matched to the substrate. Hetero-epitaxy fur-
ther describes the production of a junction between two different materials, for
example AlGaAs-GaAs, whereas homo-epitaxy describes the growth of like
upon like, e.g. GaAs on GaAs. While hetero-epitaxy is clearly important, so too
is homo-epitaxy because it is often necessary to grow an initial buffer layer on to
the substrate.

Homo-epitaxy is straightforward to understand, as the thin film and sub-
strate materials are identical and there is no question of the thin film taking any
structure other than the substrate structure, provided the conditions at the surface
exist to allow the incoming atoms to migrate across the surface and find the cor-
rect position relative to the substrate atoms. Hetero-epitaxy is more difficult to
envisage because different materials have different lattice parameters. Not only
must the correct surface conditions exist, but in taking up a lattice position dic-
tated by the substrate the thin film might well be taking up an artificial structure
in so far as the equilibrium position of atoms within the bulk single crystal is
often different from that assumed in the epitaxial thin film.

It is not strictly necessary for the two materials in question to have the same
lattice structure. It is possible for example to grow thin films of single crystal sil-
icon, which has a zinc blende structure, on top of sapphire, which has a hexago-
nal structure. However, the sapphire has to be oriented such that it appears cubic
to the silicon. In conventional III-V materials such as arsenides, phosphides and
antimonides, no such problem exists. The constituents of any particular hetero-
junction system of technological interest have the same crystal structure and only
the lattice parameters are different. GaAs, for example, has the zinc blende struc-
ture with a lattice parameter of 5.65359 Angstrom [2] while AlAs has an almost
identical lattice parameter at 5.6605 Angstroms [3]. InAs, however, has a much
larger lattice parameter of 6.05838 Angstroms [4]. Solid solutions of any two
compounds will have both a lattice parameter and a band-gap intermediate
between the two. Hence a solution of GaAs and AlAs, forming the ternary com-
pound AlGaAs, will have a lattice parameter very nearly identical to that of GaAs
over the whole range of composition from 0% Al to 100%. On the other hand,
InGaAs will have a much larger lattice parameter than GaAs and forcing the ter-
nary compound to take the same lattice parameter will cause a significant com-
pressive strain to develop within the film. Conversely, thin films can be grown
that have a smaller equilibrium lattice parameter than the substrate, which will
lead to tensile strain in the film plane, as illustrated in figure 5.4.

There is a limit to the elastic strain that can be incorporated in such struc-
tures. An atomic displacement of a few percent or less represents an enormous
mechanical deformation and there comes a point when such deformation can no
longer be sustained. For InGaAs grown on GaAs, the
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mismatch in lattice parameters is too large to allow reasonable growth of high
quality semiconducting layers. InGaAs and InGaAsP are important materials for
longer wavelength lasers in the near infra-red so it is necessary to use an alter-
native substrate material. Fortunately InP provides a very good lattice-matched
substrate for which the materials technology is sufficiently well advanced to pro-
duce InGaAs lasers emitting at 1.6 µm, and InGaAsP lasers emitting at both 1.3
µm and 1.55 µm. These are both important wavelengths in fibre communica-
tions.

Strained layer systems do have a place in diode laser technology, but it is
usually limited to quantum well systems in which the active layer is much small-
er than in the conventional double heterostructure laser. Quantum well lasers will
be dealt with in a separate chapter. For the DH laser the layer thickness can be
quite large, and if strain exists it is important in such systems to ensure that the
critical thickness of the layer is not exceeded. The critical thickness effectively
defines the upper limit of film thickness for a given lattice mismatch. The
mechanical energy stored within the deformation increases with film thickness
until at a certain point the structure is no longer able to support the deformation.
It is possible to show [5] that the energy per unit area increases linearly with film
thickness, so at the critical thickness it becomes energetically more favourable to
form dislocations rather than to continue to deform the crystal mechanically. A
dislocation is essentially a line of atoms which terminates (or originates) within
the lattice, so a dislocation allows an extra row of atoms and hence a smaller lat-
tice spacing (figure 5.5).

The presence of dislocations gives rise to undesirable electrical effects, par-
ticularly the presence of alternative, non-radiative pathways for recombination.
For a misfit with the substrate of 10-2 on GaAs the critical thickness is calculat-
ed at 5 nm, rising to 0.92 µm at a misfit of 10-3 [5]. For a DH laser with an active
layer thickness up to a few hundred nanometres the maximum

Figure 5.4. Schematic deformation of the lattice in hetero-epitaxy. This particular
example shows tensile strain in the plane of the film but compression is equally possi-
ble.
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permissible mismatch is therefore of the order of 10-3, which is of the order of the
mismatch between GaAs and AlAs. For ternary compounds of AlGaAs, howev-
er, the mismatch will be smaller since the lattice parameter will be intermediate
between the two. The situation is further complicated by the fact that impurities
effectively change the lattice constant by as much as 10-3 Å[6]. Epitaxial growth
on p+-GaAs is therefore different from epitaxial growth on n+-GaAs, and both are
different in turn from growing on intrinsic GaAs.

An additional complexity is introduced when the thermal expansivity is
considered. Epitaxial layers are always produced at elevated temperatures,
though for some methods of epitaxial growth the temperatures are considerably
higher than for others. The lattice parameters deduced at 300 K will not apply at
the growth temperature and indeed in some cases the mismatch might change
sign. Cooling to room temperature can then induce compressive stresses where
consideration of the lattice constants at room temperature might indicate tensile
stresses, and vice versa.

Strain at an interface, then, is invariably accompanied by the creation of dis-
locations which relieve the strain. This is called plastic relaxation since the defor-
mation is permanent, and is illustrated in figure 5.5. The thin film is still single
crystal but with a different lattice parameter from the substrate. If the relaxation
is complete the lattice parameter of the layer will be the equilibrium lattice
parameter of the bulk solid. From the foregoing, a misfit of 10-2 or greater will
produce dislocations at the interface in GaAs, and these will effectively destroy
the operation of the laser because recombination at the dislocations, whether
radiative or not, and usually it is not, will compete with, and dominate, the radia-
tive band to band recombination. Lattice matching is therefore vitally important
in the DH laser, but for a ternary compound at a given composition fixed by the
lattice parameter the band gap is also fixed and this will determine the wave-
length of the emission (figure 5.6).

The materials of greatest interest are GaAs/AlAs and InAs/GaAs/GaP/InP,
and InAs/InAsSb for mid-infra-red devices. The In-Ga-As-P combination is

Figure 5.5. Strain relief by plastic (non-reversible) deformation.
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used extensively in lightwave communications technology where quaternary
compounds of InGaAsP are lattice matched to InP. The ternary compound
InGaAs, by its nature, will always have a larger lattice parameter than GaAs. The
composition lattice matched to InP, In0.53Ga1.47As, corresponds to an emission
wavelength of 1.67 µm, which is longer than either of the two most desirable
wavelengths for fibre communications, 1.31 µm and 1.55 µm at the loss minima
in silica fibres. The lack of a simple lattice matched ternary with suitable band-
gaps for these wavelengths has driven research to understand and control the
quaternary system, which has the advantage of having four components and
therefore independent control over lattice parameter and band-gap. Solid solu-
tions of InAs/GaAs/GaP/InP can lie anywhere within the lines joining the pure
compounds whereas ternary compounds are constrained to lie on those lines. The
disadvantage of the four-component system is that it is much harder to obtain the
desired ratio of four components. However, the growth technology is well devel-
oped and GaInAsP lasers are an established component in high bit rate long haul
fibre communications systems.

Several methods of depositing these alloy materials have been used over the
years; liquid phase epitaxy (LPE), molecular beam epitaxy (MBE), and several
vapour phase techniques, including organo-metallic vapour phase epitaxy
(OMVPE), sometimes also called MOCVD (metallo-organic chemical vapour
deposition). MBE and MOCVD are the dominant growth technologies today.
LPE was common certainly around the late 1980s and possibly still has its place
today as a technique for fabricating high quality epitaxial layers, but there are
problems with the surface morphology of the layers, and the technique is not
suited to large area, high yield, high throughput production.

Figure 5.6. The band gap vs. lattice parameter for III-V compounds historically used in
lasers.
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LPE will not be described in any detail here. Undoubtedly it has its place in the
history of the diode laser, but the technology has been largely superceded.
Moreover, a full understanding of the technique requires a knowledge of phase
diagrams, which are graphical representations of the stability of mixtures of
solids and liquids at various temperatures over a range of compositions. As such
they are essential to a detailed understanding of growth from the melt, but such
detail is a distraction here. Rather a brief overview will be given so that the lim-
itations of the technology can be appreciated.

Historically, LPE was one of the first commercially viable techniques for
producing high quality thin films, having been established in the 1960s. The prin-
ciple is illustrated in figure 5.7, where four chambers containing melts of differ-
ent compositions are shown. However, for complicated structures six may be
used [7]. The substrate, or growth seed, is slid underneath to make contact with
the melt and at each chamber a film is deposited. This simple statement of prin-
ciple hides a number of difficulties, not least because this is a near equilibrium
technique. The deposition has to take place close to the melt temperature and for
any molten solution in contact with a solid there is a tendency either for materi-
al to be deposited or for solid material to be dissolved.

Ideally the composition of the melt is designed to be in equilibrium with a
solid of known composition at a certain temperature, so that there is no net trans-
fer of material across the melt-solid interface. This is actually very hard to
achieve, and in some cases impossible. A solution of a ternary, such as AlGaAs,
or quaternary, such as InGaAsP, cannot be in equilibrium with a binary solid,
such as GaAs, so some etching of the surface on contact with the melt must
occur. For example, suppose AlGaAs with 1% Al on GaAs is desired. It can be
shown (with the aid of the phase diagram) that the only solid composition in
equilibrium with this solution at 900°C is Al0.63Ga0.37As. That is, a solid of this
composition can co-exist with a melt containing 1% Al without etching or depo-
sition onto the solid. Thus, when a solid GaAs substrate is brought into contact
with the melt containing 1% Al the solid will react and if left would dissolve
completely.

Etching occurs whenever the composition of the melt is different from the
substrate, i.e. whenever a heterojunction is grown, but it is only temporary while
the temperature is lowered to induce supercooling and force growth. It

Figure 5.7. Schematic of a sliding LPE system using four chambers.
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has the unfortunate consequence, though, that the surface is roughened. An alter-
native method is to cool the melt to a lower temperature before contact is made
with the substrate, so the driving force for crystal growth exists prior to the driv-
ing force for dissolution of the solid. The amount of cooling that can be induced
is only a few degrees (maximum 10°C in GaAs) otherwise nucleation occurs in
the melt itself rather than on the substrate. This type of growth tends to result in
smoother surfaces but the initial growth rate is rapid, and very thin layers are dif-
ficult to produce. Growth rates can be as high as a few micrometers per minute,
so accurate control of the time and temperature are needed. Nonetheless the very
thin layers needed for quantum well lasers cannot be grown

The technique is a near equilibrium method, with the crystal growth occur-
ring close to the melting temperature. This has the disadvantage that defects will
be present in the film in quite high densities. The formation energy of the Ga
vacancy in GaAs has recently been measured at 3.2 eV, which means that close
to the melt temperature there may be something in the region of 1017 vacancies
cm-3 [8]. The number of As vacancies may be even higher. If the material is
cooled rapidly this vacancy concentration can be frozen in. Nonequilibrium
growth techniques such as MBE use much lower temperatures and the rate of
arrival of atoms at the surface can be varied independently, so the concentration
of defects is correspondingly reduced.

One of the big developments in LPE was the growth of InGaAsP on InP.
The advantages of the quaternary over the ternary have already been discussed,
and this material system allowed the growth of DH laser structures that could be
used at wavelengths of 1.31 µm and 1.55 µm in both loss minima of silica fibres
[9]. The growth of InP by LPE was developed in the 1970s and because P is so
volatile special precautions had to be taken against its preferential loss from the
melt. Usually a tight fitting lid or an InP cover slice had to be used to maintain a
P overpressure. Failure to do so leads to etching of the InP surface to replenish
the P lost to evaporation.

LPE growth technology proved very successful for the growth of high qual-
ity luminescent material, i.e. material with long minority carrier lifetimes, and
also for the growth of complicated layer sequences. For example, in 1979 the
threshold current of 1.3 µm emitting lasers grown by LPE was reported to be
670 A cm-2 [10], but that grown by CVD was 1500 A cm-2 [11]. By contrast the
MOCVD technique in 1983 [12] allowed a threshold current of 800 A cm-2 and
in 1982 the MBE technique [13] gave rise to a device with a threshold current of
1800 A cm-2. LPE was clearly producing better devices, but two essential diffi-
culties led ultimately to its demise as a favoured technique. First, as mentioned,
the high growth rates made the technique unsuitable for quantum well structures,
and second, the lack of control over the surface morphology, particularly over
large areas, made large scale production a problem. MBE and OMVPE do not
suffer from these problems, and these two techniques will be described in some
depth.
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5.2.1 Molecular beam epitaxy

Molecular beam epitaxy (MBE) is a vacuum deposition technique utilising ther-
mal beams of atoms impinging on a substrate. It is in essence an advanced form
of evaporation but differs in important respects. First, the base pressure is in the
range known as ultra-high vacuum (UHV) in order to allow the crystal surface
to be cleaned of overlying oxides and impurities so that a crystalline surface can
be presented to the incoming atoms. The low pressure also minimises the incor-
poration of impurities from the background gas into the growing film, and cryo-
genic panels around the substrate help to reduce further the impurity incorpora-
tion by providing a cold surface on which impurities can condense. Second, ele-
mental sources, such as Ga and As, rather than a single compound source, e.g.
GaAs, are usually used, but compound sources that evaporate congruently, i.e.
where the constituents of the compound are vapourised together, are sometimes
used in conjunction with other sources to control the composition of the film.
Differences in sticking coefficient and reevaporation from the surface of the
growing film often lead to significant densities of vacancies within the film,
especially if that element has a relatively high vapour pressure. Phosphorous is
a particular problem. An overpressure of the element can provide an increased
flux of atoms impinging on the surface to replace those lost. Ternary compounds
of differing compositions can be grown simply by varying the flux of the third
element relative to the other two. Quantum wells and multiple quantum well
structures can be grown using shutters to close off the flux periodically.

Figure 5.8 shows a schematic of a typical MBE growth chamber. Three
evaporation (effusion) cells are shown, along with the substrate holder mounted
on a rotary drive, the cryogenic panelling, and a RHEED gun. RHEED -
Reflecting High Energy Electron Diffraction - is used to monitor the quality of

Figure 5.8. Schematic of an MBE growth chamber with three effusion cells.
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the growing surface. The angle of incidence is very shallow so the electrons
barely penetrate more than a few atomic layers and a highly ordered surface
gives rise to strong diffraction peaks. The rotary motion on the substrate helps
to ensure uniform deposition across the wafer, as effusion cells are highly direc-
tional and there is a strong likelihood of non-uniform growth across a wafer oth-
erwise.

This equipment is quite complicated, as well as expensive, which is the
principal disadvantage of MBE over other growth techniques. In many ways,
though, the technique is one of the best for producing high quality heterojunc-
tions with abrupt interfaces. Growth occurs at a slow rate and layer by layer
growth can be monitored using RHEED. Moreover, the growth temperature can
be very low compared with OMVPE or LPE so doped layers can be grown with-
out fear of the dopants diffusing across interfaces, so that not only can atomi-
cally abrupt heterojunctions be grown but so also can p-n junctions. The use of
molecular beams ensures not only that uniform composition can be achieved
across a layer, but also graded compositions can be achieved if desired. Last, the
surface morphology of epitaxial layers is usually very good. For these reasons
MBE has been the preferred technique for experiments in heterojunction and
quantum well physics, but the expense and low throughput have limited the
commercial applications of the technique. Nevertheless, commercial MBE sys-
tems do exist and are used to produce complex heterojunction devices, includ-
ing lasers.

UHV conditions are not easily achievable when pumping directly from
atmospheric pressure - the vacuum chambers have to be baked at temperatures
in excess of 100°C for many hours while being pumped, and if oil based pumps
are used the oils are specially formulated to have a low vapour pressure - so the
important functions of substrate preparation and growth are done in chambers
maintained under UHV conditions and only rarely opened to the atmosphere for
cleaning or replenishment of the evaporation sources. Therefore the elemental
sources have a large capacity which enables them to operate for many months
without interruption. The substrates are introduced into the system via a load
lock - a small chamber which can be isolated from the main system and which
has its own pumps - and then manoeuvred through the various chambers by a
complicated magnetic or mechanical transport system. In this way the substrate
preparation is often done in a separate chamber so that the growth chamber is
not contaminated.

The key to epitaxial growth lies in achieving as clean a surface as is phys-
ically possible while at the same time presenting the crystal structure to the
incoming atoms. In some cases the cleanliness can be achieved simply by ther-
mal desorption of a surface oxide, but this might have to be prefaced by sacrifi-
cial oxidation of the surface prior to loading so that transition metals, and also
ambient contaminants such as lead, sulphur, carbon, etc., are removed with the
oxide. In other cases the cleanliness is achieved by ion beam cleaning of the
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surface followed by annealing to restore the lattice. Ion beams physically knock
atoms off the surface and so impurities are removed along with a surface layer of
material, but the process is damaging to the surface crystalline structure. This
obviously needs to be restored before epitaxial overgrowth can be achieved. The
precise details of the procedures employed vary from material to material. The
preparation chamber would normally be equipped with a variety of diagnostic
tools, among them Auger/ESCA spectroscopy, and RHEED. ESCA (electron
spectroscopy for chemical analysis) is a technique whereby electrons liberated
from the surface atoms following excitation are analysed according to their ener-
gies to determine their chemical origin. Auger is similar, so the two are often
lumped together. Using these techniques the trace elements present on the sur-
face can be detected, and the success of the cleaning process evaluated.

In GaAs technology, however, such elaborate processes are now redundant.
It is possible to buy factory packed and processed clean wafers with only a pro-
tective oxide, which still has to be desorbed at about 600°C but it is no longer
necessary to clean the wafer. The only diagnostic that is required is RHEED to
ensure that the oxide has fully desorbed and that what is left is an atomically
ordered and abrupt surface on which an epitaxial film can be deposited. InP is
also available in epi-ready form so neither is it not necessary to clean these sub-
strates. For InP desorption of the oxide presents some problems, because the tem-
perature required for desorption is higher than that required for incongruent
evaporation, and loss of P from the surface can occur. If InGaAs devices are
being grown then desorption can be done under an As overpressure, which has
been shown to be effective in reducing the loss of P. Alternatively a P overpres-
sure can be applied.

Surface preparation is only one aspect of high quality epitaxial growth.
Growth rates must be calibrated accurately to achieve high quality material and
the flux from each source accurately controlled. The use of independent sources
of material provides the grower with tremendous flexibility, not only to change
the alloy composition but also to change the properties of binary layers such as
GaAs, by controlling for example the number of point defects created. Although
a material such as GaAs is nominally stoichiometric - that is to say it has equal
numbers of Ga and As atoms - in reality there is a limit to the precision with
which this occurs and vacancies of one element or the other can be created in suf-
ficient quantity to alter the electrical or optical properties of the material.
Independent control of the fluxes of each element arriving at the surface provides
a means whereby the concentrations of such defects can be controlled accurately.

5.2.1.1 MBE of aluminium gallium arsenide

A typical MBE system might have five effusion cells. Not only are Ga, Al, and
As required but also dopants. Shutters over the effusion cells are operated to
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turn on and off the flux from a particular cell and create heterojunctions. The
evaporation rate is often measured using a variation of an ionisation gauge which
measures the beam equivalent pressure (BEP). An ionisation gauge is a fairly
simple device in concept, consisting of a hot filament which emits electrons by
thermionic emission, and an anode. The electrons are accelerated towards the
anode and any residual gases within the path of the electrons are ionised. Extra
electrons are liberated which contribute to the total current reaching the anode.
If such a device is placed within the beam of material evaporated from an effu-
sion cell then there will be an increased ionisation current and an equivalent pres-
sure associated with that current. It is not a real pressure - the atoms do not occu-
py the whole of the chamber but are localised to the molecular beam - but the
measurement is nonetheless proportional to the flux from the cell.

Beam equivalent pressure provides a direct measurement of the rate of
arrival of atoms at the surface, but this is not always directly related to the growth
rate. The rate of growth also depends on the rate at which atoms are re-evapo-
rated from the surface. The difference between the two is the so-called sticking
coefficient. For GaAs, Ga atoms have a near unity sticking coefficient for tem-
peratures up to - 650°C, and for Al on AlGaAs the sticking coefficient is near
unity even above 700°C. Arsenic tends to desorb from the surface at tempera-
tures used for growth (typically ~580°C<T<650°C) so an As overpressure is used
to prevent the surface becoming Ga-rich. It is an empirical observation that the
As2 and As4 sticking coefficients increase with the presence of Ga adatoms on a
GaAs surface. In short, as many As atoms as are required for stoichiometry tend
to stick at the surface, so, provided the Ga atoms stick, which they do with near
100% probability at the growth temperatures, the As will also stick. The growth
rate, and alloy composition, is therefore determined entirely by the rate of evap-
oration from the cells provided there is an As overpressure, which is determined
in turn by the temperature of the cells. In the case of As a valved cracker source
is often used. A solid source of As is heated to provide an As vapour, and the flux
is controlled by means of a valve. The As species are passed over a hot filament
- usually an inert material such as boron nitride - in order to crack the species and
produce As2 from As4. However, the As4 can be also be used directly.

The surface mobility of the group III atoms plays a crucial, but not exclu-
sive, role in the surface morphology and quality of the layers. Ga tends to be
mobile at typical growth temperatures and is able to move from islands to steps
and hence fill in the missing parts of an atomic layer. Al is not so mobile, so
while it is possible to grow smooth layers with good properties, the control of the
conditions for growth has to be much tighter. RHEED can be used in situ during
growth to monitor the surface quality via the strength and clarity of the diffrac-
tion pattern. Growth of thin films is ultimately an art in so far as it depends very
much on the skill of the operator, though there are, of course, strong scientific
principles behind it.
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5.2.1.2 MBE of indium gallium arsenide phosphide

The ternary compound InGaAs is included in this material system as well as the
quaternary InGaAsP. The principal difficulty with this system is the volatility and
high vapour pressure of P, which causes problems both for the growth of phos-
phorus containing layers and for indium phosphide substrates. InP starts to sub-
lime incongruently above 360 °C but growth temperatures over 100 °C higher
than this are often required to achieve good growth of the lattice matched terna-
ry In0.53Ga0.47As. As an elemental source, solid P is usually a mixture of
allotropic forms of P, each of which has a different vapour pressure and precise
control of the P flux is therefore difficult. Elemental source (ES) MBE, as the
technique described above for the AlGaAs system is called, is therefore not suit-
ed to the growth of phosphide based materials. Variants can employ hydride
source (HS) MBE in which the effusion cell is replaced by a gas source of AsH3
and PH3 which are mixed in the right ratio by the gas handling system outside
the MBE chamber, and a thermal cracker is used to decompose the hydrides to
produce As2 and P2.

Elemental sources for the group III elements can be used in conjunction
with gas sources, but an important variation employs metallo-organic (MO)
sources. MOMBE, as the technique is called, has the important advantage over
ESMBE that the flux of group III elements is controlled outside the vacuum
chamber as the uncracked MO sources are mixed outside in the gas handling sys-
tem. The ratios of group III fluxes is therefore fixed and there is no need to rotate
the substrate. Substrate rotation is only important whenever elemental sources
are used because the output from an effusion cell is highly directional, and if the
substrate were not rotated uniformity over a relatively large area would not be
possible. In MOMBE this geometric constraint is removed. The metallo-organic
sources - compounds such as tri-methyl gallium (TMG), tri-ethyl gallium (TEG),
trimethyl indium (TMI), etc. - react on the hot surface of the substrate and gen-
erate the group III elements for epitaxy. Thus for a difficult quaternary system
such as InGaAsP four sources are replaced by two - a single hydride source for
As and P and a single gas source for In and Ga - and the complexity of the sys-
tem is reduced enormously. The control of the composition is then reduced to a
problem in controlling the gas handling and mixing, which, though still compli-
cated, is easier than independent control of elemental fluxes via precise control
of the temperature.

5.2.2 Chemical vapour phase epitaxy

Chemical vapour deposition techniques can be roughly divided into two;
hydride/halide CVD and metallo-organic (MO) CVD. MOCVD, sometimes
referred to as OMVPE, utilises essentially the same reaction as described in the
MOMBE of InGaAsP. For the deposition of AlGaAs trimethyl aluminum
((CH3)3Al), trimethyl gallium ((CH3)3Ga), and arsine AsH3 react together to
form the compound, and to first order the composition is determined by the
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compositional mixture of gases. Organo-metallics other then TMA and TMG
may be used but these are the most common.

The difference between the MOMBE and MOCVD processes lies entirely
in the operating conditions. CVD processes occur under conditions of viscous
flow, where the mean free path between collisions in the gas phase is much short-
er than the dimensions of the reactor vessels and tubes. A molecular beam is
completely different; the mean free path between collisions is very much longer
than the dimensions of the vessel - the condition of so-called molecular flow -
and the molecular beam impinges on the target essentially unimpeded by the
ambient (figure 5.9). The low pressures used in MBE are therefore not so much
concerned with transport of atoms and molecules but with the purity of the films
via the incorporation of background species. CVD, on the other hand, is entirely
concerned with transport. It is essentially a diffusive process. There will always
exist a boundary layer of gas next to the substrate which, by the laws governing
fluid flow, will be static with respect to the substrate. The reactive gases must
therefore diffuse through this layer and react at the surface to deposit the layers.

5.2.2.1 Hydride chemical vapour deposition

The hydride process, along with the trichloride process, has been in existence a
long time because of its success in the fabrication of GaP and GaAsP light emit-
ting diodes. Here I shall concentrate on the InGaAsP system, since that is the
more general. The hydride system is a hot wall epitaxial process, i.e. it takes place
in a quartz tube placed inside a furnace. Gaseous sources of HCl, AsH3, and PH3
are introduced at low partial pressures in a hydrogen carrier gas. The arsine and
phoshine decompose on entry into the hot vessel and produce As and P vapours.
The HCl reacts with solid In and Ga sources at 700°C to produce InCl and GaCl
vapour which is then transported to a mixing region held at 800°C. Here they
combine with As and P vapours. The mixture flows onto a polished substrate
wafer held at 700°C where InGaAsP is deposited. The mole

Figure 5.9. Illustration of molecular and viscous flow.
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fraction of Ga in the layer is determined to first order by the ratio of GaCl to InCl
and the mole fraction of As is similarly determined by the ratio of As to P.

The reactions involved in the hydride process are reversible, for example,

so the deposition is actually competing with the reverse process, i.e. etching.
Controlled deposition of very thin layers is possible through the slow net depo-
sition rates consequent upon the controlled etching process, and this is one of the
principal advantages of this technique. One of the disadvantages is the reactivi-
ty of HCI gas in the presence of the slightest trace of moisture, and background
doping concentrations better than 1015 cm-3 are difficult to achieve.

5.2.2.2 The trichloride process

The trichloride process is essentially a variant on the above, but has the advan-
tage that the hydrogen chloride gas is produced in situ and so is very pure, not
having been transported through pipes where contamination can occur. The reac-
tions

and

are promoted by introducing AsCl3 and PCl3 vapours at low partial pressures in
a hydrogen carrier gas from their respective liquid sources. The reaction occurs
on heating and essentially goes to completion, the solid element (As or P) being
condensed out. The HCl reacts with the metal source to produce a volatile chlo-
ride, as before, but also the the arsenic and phosphorus chlorides react with the
metal sources to produce metal chlorides and P and As allotropes. Again, the
growth processes are reversible so controlled etching is possible.

5.2.2.3 MOCVD

As described, MOCVD uses essentially the same reactions as occur in MOMBE.
Various metal alkyls can be employed as sources of In or Ga and phosphine and
arsine are common sources of group V elements. The reactions are not reversible,
so controlled etching is not possible. Control of layer thickness has to be
achieved entirely through control of the gases and through the reactor conditions.
Further, preparation of the substrate surface has to be much more stringently con-
trolled since it is not possible to etch the surface in situ.
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The technique is generally a cold wall technique, i.e. the vessel itself is not
heated, only the substrate holder. This is usually achieved via RF induction heat-
ing (figure 5.10), which is not normally accurate to more than 10° so mass trans-
port limited growth is desirable. Mass transport limited means in this context that
the reactive gases are assumed to react instantaneously on the surface so the
arrival of the reactive species at the surface limits the growth rate. This is only
weakly dependent on the temperature of the gases and is preferred to the alter-
native; a surface reaction rate limited regime. In the surface reaction rate limited
regime mass transport is considered to supply species at an abundant rate and the
reactivity at the surface limits the growth. Surface reactions are activated
processes and therefore depend exponentially on temperature. If these were to
dominate the growth process then the control of the surface temperature would
have to be much more accurate in order to achieve reproducibility from run to
run.

Mass transport is hindered by a high vapour pressure so ideally growth
would occur at atmospheric pressure rather than under low pressure conditions.
However, the cold wall/hot substrate arrangement produces convective eddy
cells which can disturb the mass transport and result in less abrupt interfaces. For
this reason low pressures are preferred, though the systems can become very
complex in their operation. It is absolutely essential, for example, to avoid gas
phase reactions lest a low density film is formed. MOCVD is perhaps the hard-
est of the CVD techniques to control but it holds out the greatest promises for
growth of complicated structures, particularly for InGaAsP lasers for lightwave
communications. As will be shown, these structures require low capacitance
insulating regions in order to confine currents to particular areas of the device
and a simple reverse biased p—n junction, which can be grown by any of the
techniques described, is not suited. A reverse biased junction certainly is insulat-
ing enough but unfortunately it has a high capacitance. What is desired is the
deposition of insulating material, and with MOCVD this can be achieved through
the use of organo-transition metal compounds, such as ferrocene to introduce
iron into the deposited layers. Transition metals produce deep centres near mid-
gap which pin the Fermi level and render the material as near insulating as is pos-
sible, so the current confinement is achieved without

Figure 5.10. Schematic of an RF heated CVD system.
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the expense of a high capacitance. The versatility afforded by MOCVD makes
this technique a strong commercial technology.

5.3 Electronic properties of heterojunctions

Although the term heterojunction does not in itself say anything about the crys-
talline quality of materials, the term is usually reserved for abrupt epitaxial inter-
faces in which traps play a negligible role. Traps at interfaces arise from a vari-
ety of sources but especially from a disruption of the crystal lattice and the lack
of long range order. In a system where lattice matching has not occurred inter-
face states will exist as a result of the disorder and these might be quite different
from the states associated with specific defects such as dislocations, vacancies,
and foreign atoms. The last can arise from the cross diffusion of atoms in mate-
rial systems of unlike chemical nature, for example, group II elements acting as
acceptors and group VI elements acting as donors in III-V’s. In III-V/II-VI het-
erojunctions, e.g. GaAs-ZnSe, cross diffusion of the chemical species will
change the electrical properties of the junction. There may even exist a transi-
tional region of intermediate chemical composition such as Ga2Se3.

In the heterojunctions of interest here interfacial compounds will not form.
Interface states will still exist because of the change in chemical species and
hence the change in potential, but they are considered to play an insignificant
part in the electrical properties of the junction. In high-quality AlGaAs-GaAs
heterojunctions, for example, it has been found that the interface is essentially
atomically abrupt and the transition from one material to another occurs over the
space of one atom. It depends very much on the growth method, of course. In
LPE the etching of the surface prior to growth can lead to roughness and some
gradation in the chemical composition across the junction. In MOCVD the
abruptness of the junction depends very much on how quickly the gas mixtures
can be changed over, and again some gradation in the interface is possible. In
MBE the interfaces are usually abrupt, especially in elemental source MBE
where shutters over the sources can shut off the flux completely.

The central feature of a heterojunction is that the bandgaps of the con-
stituent semiconductors are usually different. The difference in energy gaps
means that there must be a discontinuity in at least one of the bands, and usually
in both. These discontinuities are the origin of most of the useful properties of
heterojunctions and the reason why heterostructure devices attract so much inter-
est so the question of how the discontinuities are distributed between the valence
and conduction bands has been a subject of intensive study for well over forty
years. The first, and simplest, model of heterostructure line-up was Anderson’s
electron affinity rule [14] based on experimentally measured electron affinities.
The electron affinity is defined as the energy required to
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remove an electron at the bottom of the conduction band to a point outside the
material (figure 5.11a) where it is said to have zero energy (the vacuum level).
The electron affinity is therefore analogous to the workfunction in metals, and is
used in semiconductors because the workfunction changes with doping density
as the Fermi level moves.

According to this model when two materials are brought together to form a
heterojunction the vacuum levels align (figure 5.11b) and the conduction band
and valence band offsets are then defined. The Fermi levels in the two materials
must align in order to achieve thermal equilibrium and some band bending will
occur, as in the p—n homojunction described in chapter 3. It has been found
experimentally that the a priori relation between the band-edge energies implied
by the electron affinity rule does not exist. This model is not a very accurate
description of heterojunctions, but it stood until the early to mid-1970’s after a
new approach to the problem of band line-ups was adopted. That approach
involves a self consistent quantum mechanical calculation of band structure on
either side of the junction using pseudopotential methods and is therefore beyond
the scope of this book. For our purposes it is sufficient to recognise that the band-
edge energies can be regarded as fundamental properties of the semiconductors
so it is possible to calculate them from first principles and hence determine the
band offsets at the heterojunction. Experimentally, band offsets are measured
using a variety of approaches that vary in accuracy. Estimates of band offsets are
continually revised in the light of new experimental findings, as the history of the
AlGaAs-GaAs system shows. In this system the band gap of AlxGa1-xAs varies
with x as

for x <0.45. In this compositional range the band gap is direct. The absolute band
offsets will vary with energy gap but the percentage of the total offset appearing
in the conduction band appears to be constant. Initially this was

Figure 5.11. Anderson’s electron affinity rule for heterojunction line-up.
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thought to be 85% but in 1984 new experiments revealed a figure of 57%, and
the most recent results indicate a figure of 60%. This is the commonly accepted
value for the offset in this system.

For practical purposes it is not necessary to know the detailed arguments
behind heterojunction theories. It’s enough to know that it is possible to predict
offsets theoretically. The test of the theory lies in the experiment, and therein lies
the uncertainty. In the following paragraphs, the band offsets of some important
heterojunctions will be presented. Many band offsets have been taken from the
tabulations by Yu  et al. [15]. In some cases, where there is conflicting data in the
literature, more than one value of the offset is presented.
1. AlxGa1 - xAs - GaAs
Yu et al. take the band gap of AlGaAs to first order in x only and the offsets cor-
respond to ∆Ec = 0.616 ∆Eg and ∆Ev = 0.384 ∆Eg (figure 5.12). Furtado et al.
[16] measure the conduction band offset between alloys of differing aluminium
content to be ~ 0.6 ∆Eg.
2. InGaAs-InP
This system has been measured by Guillot et al. [17, 18] using capacitance-volt-
age (C-V) profiling. At room temperature the conduction band offset is reported
to be 200 meV but decreases to 120 meV at temperatures less than 150 K due to
a complicated effect concerned with the filling of traps located at the interfaces.
At room temperature ∆Ev = 0.4eV, but Yu et al. reported ∆Ec = 0.26 eV and ∆Ev
= 0.34 eV.
3. In1-x GaxAs - In1-yGayAszP1-z
This system has been measured by Hall et al. [19] using a quantum well (QW)
structure, i.e. a thin layer (9nm) of In1-xGaxAs sandwiched between barriers of
In1-yGayAszP1-z 540 nm thick on the bottom (substrate side) and 50 nm thick on
top (toward the surface). The fractions of As and Ga varied slightly from run to
run, but the average values were 0.49 and 0.23 respectively, so chosen as to give
a nominal transition energy (band gap) of 1.03 eV in the barrier layers. The prin-
ciple variable was the fraction of Ga, x, in the quantum well, and consequently
the strain varied as well. Five structures were used in all and the

Figure 5.12. Band offsets for GaAs-AlGaAs. (After Yu [15].)
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fractional offsets shown in figure 5.14 were obtained. This is a system suscepti-
ble to accurate modelling.

4. In0.53Ga0.47As - In0.52Al0.48As
Investigated by Yu et al., the band lineups are ∆Ec = 0.47 eV, ∆Ev = 0.22 eV

5. InAlAs-InP
This system has also been investigated by Abraham et al. [20] using a very sim-
ilar composition of 46% aluminium. The offsets reported (∆Ec = 0.35 eV, ∆Ev =
-0.27) differed considerably from those presented by Yu et al. [15] (∆Ec = 0.25
eV, ∆EV = -0.16 eV), where the negative sign means a type II alignment as illus-
trated in figure 5.14.

5.3.1 Band bending at heterojunctions

Band offsets are just one of the important electrical properties of heterojunctions.
These give rise to a discontinuity in the potential across the junction, at

Figure 5.13. The conduction band offset as a function of InGaAs composition [19].

Figure 5.14. A type II alignment in InAlAs-InP.
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least on a macroscopic level. The charge distribution in the vicinity of the junc-
tion is the key determinant of the potential profile, commonly known as the band
bending. Charge neutrality across the junction must exist in equilibrium since
there are no externally applied voltages. Maxwell’s equation for the continuity of
the displacement vector applies, i.e.

where

and εr is the relative permittivity, ε0 is the permittivity of free space, ξ is the
external electric field, and ρ is the charge density. In the presence of interface
states, which represent a sheet of charge localised at the interface, D will be dis-
continuous. However, interface states are not considered to play a significant part
in these heterojunctions, so D is continuous across the interface. It can be shown
that this leads to the condition that the total charge on either side of the hetero-
junction is equal in magnitude, but opposite in sign. If this charge is distributed
uniformly in space a parabolic potential is superimposed on the band structure.
Thus, for n-GaAs/p-AlGaAs, for example, the band diagram at equilibrium is
similar to figure 5.15.

The depletion width on either side of the junction is determined by the con-
dition for the equality of the total charge on either side of the junction, i.e.

where Nd,a are the doping densities for donors and acceptors respectively and
w1,2 are the depletion widths. Hence, if Nd >>Na then w1 << w2. Doping densi-
ties may differ by orders of magnitude across the junction, for example p+-
AlGaAs doped to greater than 1019 cm-3 might form a heterojunction with
undoped GaAs. Undoped GaAs is in fact a misleading term since it implies
intrinsic material. It should be understood that “undoped” means that dopants
have not been introduced intentionally but a background density of 1013 impuri-
ties cm-3 is common. The density of states in the conduction band of GaAs is such
that

Figure 5.15. Band bending at an isotope heterojunction.
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the intrinsic carrier density is very low, ≈ 2× 106 cm 3, and it is not possible to
achieve background impurity levels comparable to this. A doping density of 1013

cm-3, represents an atomic purity of 1 part in 1010. MOCVD and gas source MBE
utilise very pure starting materials but even so the material will still be very low
doped n- or p-type, usually n-type. This should not be confused with semi-insu-
lating (SI) GaAs produced by doping with transition metal ions such as iron or
vanadium, both of which pin the Fermi level close to mid-gap by means of deeps
states. The depletion region of “intrinsic” or semi-insulating GaAs will corre-
spondingly be many orders of magnitude larger than in the AlGaAs, and may
extend many tens or even hundreds of microns.

The GaAs region in a DH laser does not, however, extend this far. For rea-
sons which will become apparent, it is usually no more than ~ 200 nm wide, after
which another heterojunction with oppositely doped AlGaAs occurs. The two
possible types of heterojunction - isotype, where the doping is of the same type,
and anisotype, where the doping is of opposite type - will exist together in the
DH laser. Assuming that the GaAs layer is residually doped n-type, the n+-
AlGaAs/GaAs junction is isotype and the p+-AlGaAs/GaAs junction is aniso-
type. Figure 5.16 shows a typical isotype junction in this system. Equilibration
of the Fermi levels leads to the formation of severe band bending in the GaAs
close to the junction, such that the conduction band can dip below the Fermi
level. In this case a two dimensional electron gas (2-DEG) will exist at the sur-
face of the GaAs. The electrons originate on the donors present in the AlGaAs
but reside in the GaAs, their presence at the interface ensured by the coulombic
attraction between the ionised donors and the electrons. Ordinarily, the appear-
ance of a 2-DEG will effectively terminate the electric field arising from the
ionised donors but in the case of the DH structure the field terminates instead
within the p+ -AlGaAs. The system is effectively a p-n junction in AlGaAs with
a thin, insulating layer in between (figure 5.17).

Comparing the above diagrams with those of the p-n homojunction laser,
the differences in the positions of the Fermi level are immediately apparent. In
the homojunction laser a pre-requisite for population inversion is doping heavy
enough to push the Fermi levels into the bands edges. In the DH laser, large den-
sities of electrons and holes can be injected without this initial condition, which
is an advantage because it is to some extent counter productive to try to dope the
AlGaAs cladding layers to this extent. In common with many wide

Figure 5.16. An isotype junction showing a 2-DEG at the interface.
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band gap semiconductors, both acceptors and donors can be deep lying with rel-
atively high ionisation energies in AlGaAs. The ionisation energies vary with Al
mole fraction [21], so for Ge doped p-AlGaAs the ionisation energies varies lin-
early from 4 meV in GaAs to ~ 110 meV at 55% Al. In Te doped n-AlGaAs the
behaviour is more complicated. The ionisation energy remains constant at 6 meV
up to just under 30% Al, then rises dramatically to a maximum of ~150 meV at
just under 40% Al, and then drops linearly to 50 meV in AlAs. These large ion-
isation energies cause the ionisation fraction to decrease dramatically as the
Fermi energy moves towards the band edge in accordance with Fermi —Dirac
statistics, so pushing the Fermi energy into the band doesn’t actually achieve
much. For this reason most early depictions of the band diagram of AlGaAs-
GaAs DH lasers show the Fermi level to be in the conduction band but not in the
valence band, but the precise doping densities are rarely mentioned in detailed
discussions of the physics of the DH laser. If the Fermi level is pushed into the
conduction band the 2-DEG at the interface is accentuated, but a corresponding
hole gas is unlikely to exist.

5.4 The double heterostructure under forward bias

Under forward bias the total voltage dropped across the junction will decrease.
Figure 5.18 illustrates several features of the heterojunction under forward bias.
First, the injected carrier densities in the GaAs active region are seen to be high-
er than either carrier density in the AlGaAs regions. Second, the quasi-Fermi lev-
els are shown as constant across the active region, which will be the case if the
active region is much shorter than the diffusion length. This normally applies but
there are some laser designs employing large optical cavities where the active
region may be 2 or 3 µm wide. Third, the bands are depicted as flat within the
active region, indicating that there is no net electric field inside this region. The
presence of such large densities of carriers means that the effects of the space
charge regions on either side of the junction, which

Figure 5.17. Band diagram of the AlGaAs-GaAs DH laser in equilibrium.
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are in any case diminished because of the forward bias, will be screened out.
Moreover, equal densities of free electrons must be injected otherwise charge
would build up. For thin active regions, then, the carrier density can be assumed
to be uniform across the region and equal to the hole density, but in general
numerical calculations which take into account a variety of transport phenome-
na are necessary. For example, electrons diffusing across the active region will
be almost entirely reflected off the opposite barrier owing to their wave-like
nature [22], and therefore generate a reverse diffusion current that virtually can-
cels out the forward current except for the effects of recombination in the bulk
and at the interfaces. The recombination rates themselves are concentration
dependent (heavy injection) and are further affected by the onset of laser action.

Figure 5.18 also illustrates two possible variations of the quasi-Fermi lev-
els with the barrier regions. The first shows the quasi-Fermi levels changing dis-
continuously at the barrier and the second shows the quasi-Fermi levels chang-
ing smoothly with distance inside the barriers. In any junction under forward bias
the quasi-Fermi levels must eventually meet as the excess carrier density decays
through recombination. A discontinuous change can only occur if the confine-
ment is absolute and there are no carriers injected over the barrier. In such a case
the excess electron and hole densities inside the barriers are zero and the quasi-
Fermi levels drop abruptly to meet the majority carrier Fermi levels. However,
in the realistic case that some carriers are injected, these will diffuse away and
recombine and the quasi-Fermi level will decay with distance.

Considering electrons only, the diffusion current away from the junction
and into the barrier is given by

Figure 5.18. The quasi-Fermi levels under forward bias.
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where Dn is the diffusion coefficient for electrons and xn is the position of the
junction. The electron density is

where LD is the diffusion length of the electrons. Therefore

and at x = xn

Therefore

The density of electrons can be evaluated from the interfacial band offsets.
Figure 5.19 shows a schematic diagram of the conduction band under the condi-
tion that forward bias across the junction is sufficient to eliminate any band bend-
ing. Regions (1) & (3) correspond to the confining layers and region (2) to the
active region. The electron density in region (3) is

where

This can be written in terms of the total band gap difference and the valence band
offset as

Figure 5.19. Confinement parameters in the conduction band.
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The valence band offset can be written in terms of the hole densities, where, to a
first approximation,

assuming both that the hole quasi-Fermi level lies close to the band edge, which
can be justified in GaAs where Nv >> Nc, and that the barrier valence band is
similar to that in the active region. Hence

and

Therefore

where d is the diffusion length of the electrons in region (3) or, the width of the
layer, if smaller, on the assumption that anything reaching the GaAs substrate
recombines, and p2 is the total density of holes in the active region.

This form of the electron leakage current [23] or similar [1, p 74] is used
because it depends only on the total band gap difference and not on the detail of
the distribution between the conduction band and valence band. As discussed
previously, these parameters may be known in some cases but not all, and even
where experiments have been performed there may be uncertainty over the
results. The hole leakage current can be formulated similarly but holes generally
have much smaller mobilities, and hence smaller diffusion coefficients, and so
hole leakage is not as important as electron leakage.

Looking in detail at equation (19) the term in the exponential offsets the
coefficient, and both must be considered. Fn2 (in eV) can be calculated from the
Fermi integral and is approximately [1, p 73]

where m*
e is the effective mass and n is the injected electron density. In GaAs

m*
e=0.068m so for an injected electron density of 1018 cm-3 Fn2 ≈ 0.05 eV at

T=300 K. This is quite small compared with a total band offset of say 0.3 eV,
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which is typical, and means that the term in the exponential will always be neg-
ative for any reasonable heterojunction design. The magnitude of the exponen-
tial is determined by the magnitude of this coefficient, so if this is large the band
offset must be large to reduce the total leakage current. The worst case occurs if
region (3), the p-doped AlGaAs layer is both relatively low doped and narrow. It
is straightforward to show that for the above example ∆Eg must be ≈ 0.32eV for
room temperature operation, corresponding to an aluminium mole fraction of
~25% in order to reduce the total leakage current to something below 100 A cm-

2. In practise, diode lasers do not operate at room temperature because of the
problems associated with thermal dissipation. An operating temperature of
100°C leads to the requirement that the total band offset be ~ 0.4 eV, correspon-
ding to ~ 32% Al. These are of course only estimates. A thicker p-AlGaAs layer
with higher doping will reduce the requirement, but for more complete confine-
ment, i.e. lower leakage current, the requirement is increased. However, con-
finement of the electrons and holes is but one consideration in the design of the
heterojunction, and lasers with an AlAs content as high as 65% have been used
[24] in order to increase the refractive index difference at the heterojunction.
Such high Al content alloys can be grown without difficulty because of the lat-
tice match, and the large band offset is a particular advantage. In other materials
systems, however, the introduction of strain and non-radiative defects limit the
composition.

The diffusive leakage of carriers over the barriers is one of the principle
causes of a high temperature sensitivity in the threshold current of lasers. Carrier
leakage over the barriers is both diffusive and activated. There is a net diffusive
motion of carriers toward the barrier but only those with sufficient energy can
cross. Far from the Fermi level the distribution of carriers will be given by the
Boltzmann distribution, exp(—E/kT), so if the barrier is lowered by the action of
the forward bias, or if the temperature is increased, the density of carriers able to
cross the barrier is increased exponentially. For low-doped barriers, however,
there may be a significant field inside the cladding material, and the diffusive
component can be augmented by a drift component [25]. These considerations lie
behind the empirically observed relationship

There is no particular physical significance to the terms J0 and T0. They are sim-
ply parameters that characterise the laser structure such that the lower the sensi-
tivity to temperature results from a higher value of T0.

5.4.1 Recombination at interfaces

In the active region of the laser, carriers injected at one heterojunction either dif-
fuse across to the other or recombine radiatively along the way. Those that

© IOP Publishing Ltd 2005



reach the second junction will suffer one of three fates; traversal of the hetero-
junction as part of the leakage current, reflection, or interfacial recombination,
usually assumed to be non-radiative. Interfacial, or surface, recombination is
characterised by a recombination velocity S, such that the total recombination
current is defined as,

If the injected current is Ji, the total fraction of electrons available for radiative
recombination is

Considering only injection at one heterojunction and recombination at the other,
the density of electrons at the second heterojunction is

where ni is the density of injected electrons and d is the width of the active
region. Equations (12), (22), and (23) give

If d<<L, which will be the case for active regions less then ~ 0.5 µm then

for one interface. Under these circumstances the electron concentration will be
uniform and the second interface can be taken into account simply by doubling
the recombination term, i.e.

Using typical values for L and D in GaAs results in the condition that S must be
less than ~ 103 cm s-1. There is no such thing as a typical surface recombination
velocity; two nominally similar heterojunctions can have vastly different recom-
bination properties because of the densities of traps that might exist. However,
Nelson and Sobers [26] have reported values for AlGaAs/GaAs junctions of
~450 cm s-1, well within the limit for efficient laser action in thin double het-
erostructure lasers. Van Opdorp and t’Hooft [27] have made a systematic study
of 30 devices made by LPE and VPE by measuring the recombination lifetime in
the high injection regime p ≈ n, which is important

© IOP Publishing Ltd 2005



because these conditions relate much more closely to the operation of a laser than
the low injection conditions. They concluded that methods based on lumines-
cence decay at lower values of the carrier density, as performed by Nelson and
Sobers, may significantly overestimate the surface recombination velocity and
concluded that for their best LPE devices S ≤ 270 cm s-1, while for VPE devices
S ≤ 350 cm s-1. These values lie significantly below the required threshold and
can be contrasted with S ≈ 106cm s-1 for a bare GaAs surface [1, p 75]. For the
Al-free heterojunction, Ga0.5In0.5P-GaAs, [28], recombination velocities as low
as 2 cm s-1 have been measured for low-doped GaAs, rising to ~ 200 cm s-1 for
heavily doped GaAs.

5.5 Optical properties of heterojunctions; transverse mode
control and optical confinement

The GaAs-AlGaAs heterojunction is the most widely investigated so it is a nat-
ural choice with which to illustrate the principles. The energy dependence of the
refractive index and extinction coefficient have been given in figures 4.7 and 4.8.
The band gap transition, which appears in the refractive index as a small kink in
an otherwise smooth variation in a region of normal dispersion, and is shown in
greater detail in figure 5.20 for low concentrations of aluminium (≤ 15%). Also
shown by way of contrast is the index for heavily doped GaAs. Figure 5.21
shows the variation of refractive index with mole fraction of aluminium at a pho-
ton energy of 1.38 eV. The variation is not quite linear, but very nearly so.
Recalling the discussion in chapter 4, the formation

Figure 5.20. Normal dispersion around the band gap in low Al content AlGaAs.
Heavily doped GaAs is shown as the dashed line, and has a much smaller resonance
and a slightly lower index.
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of a heterojunction leads to much larger changes in refractive index than occur
in the homojunction laser. In consequence the confinement of the optical field is
that much greater.

A typical near field pattern of the fundamental mode of a symmetric wave-
guide is illustrated in figure 5.22 for a wide active region laser (also called, “large
optical cavity”  — LOC) with a refractive index change of 0.1, corresponding
from figure 5.21 to an Al content of ~12%;. This is a transverse mode and not to
be confused with a lateral mode, which describes the variation in light intensity
at the output facet in the plane of the heterojunction. The intensity of the optical
field at the core-cladding interface is ~5% of the maximum intensity, correspon-
ding to a very strong confinement. Nearly all the photons generated within the
laser are utilised for stimulated emission. Integration under the intensity distri-
bution shows that the confinement is ~96%.

The near field pattern closely resembles the distribution of light within the
waveguide. However, the far field pattern is more complicated. In a lengthy treat-
ment which will not be reproduced here, Kressel and Butler [1, p 191] have
shown that the emitting facet can be treated as a classical antenna aperture and
that the radiation pattern is proportional to the Fourier transform of the aperture
electric field.

where g(θ) is a so-called “obliquity factor” but in fact is closely approximated by
cos(θ), and G(sin θ/λ) is the Fourier transform of the near field distribution.
Numerical calculations are usually required to solve for I(θ). In general, large

Figure 5.21. Refractive index as a function of Al mole fraction at 1.38eV. (After
Kressel and Butler [1, p 206].)
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cavities have side lobes associated with each of the transverse modes, so for the
fundamental mode in figure 5.22, the far field pattern is as demonstrated in fig-
ure 5.23. There is a considerable angular deviation of the radiation pattern, which
is essentially related to the aperture width. A narrower aperture (smaller cavity
width) has a lower threshold current but will lead to a larger angular spread and
conversely a narrower angular spread requires a higher threshold current. The
radiation pattern of an antenna aperture generally gives rise to two sidelobes, and
in fact the dominant mode, of number m, can be estimated from the far field pat-
tern, by m = 2 + 1, where 1 is the number of minor lobes between the two major
lobes. Thus in the first order transverse mode and far field pattern illustrated in
figures 5.24 and 5.25, there are two major lobes only with no

Figure 5.22. The fundamental transverse mode in a LOC DH laser. (After Kressel and
Butler, p 206.)

Figure 5.23. The far-field pattern of the fundamental mode in figure 5.22.
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minor lobes in between. For large optical cavity lasers the output beam pattern
can be very complicated.

There are a lot factors all pointing towards the use of a narrow active
region. The charge uniformity within the active region is improved, and the far
field pattern, whilst more divergent, is simpler. The physics of gain and thresh-
old also point in the same direction. Kressel and Butler have conveniently cal-
culated the modal threshold gain for a similar LOC laser corresponding to a
refractive index change of 0.06, and whilst it is not identical to the laser corre-
sponding to figures 5.22–5.25 it is sufficiently similar to allow meaningful com-
parison. For a large cavity, the fundamental mode is not the first to be excited.
Figure 5.26 shows the threshold modal gain for the first three modes

Figure 5.24. The first order (m = 2) transverse mode of a similar waveguide in a DH
laser.

Figure 5.25. Far field pattern of the first order transverse mode.
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and for a cavity width  > 1.2 µm the first order (m = 2) mode has a lower thresh-
old gain than the fundamental. For cavity widths > 1.7 µm the second order (m
= 3) mode has a lower threshold gain. Other modes follow in sequence. At ~2 µm
the order of modal excitation would be m = 2, m = 3, m=1, presuming that once
a mode were excited others could also be excited. However, these are active
waveguides and if the electron density is depleted by one mode others will not
achieve threshold. In general, a wide cavity will operate at the highest mode, and
where the cavity width corresponds to a crossover between modes, e.g. at ~1.2
µm or ~2.3 µm above, other factors such as the facet reflectivity may tip the bal-
ance in favour of one or the other.

The facet reflectivity has not been considered in figure 5.26 because the
gain illustrated is actually the material gain Gth. Let the threshold condition be
written as,

where αc is the absorption coefficient of the cladding, assumed to be identical on
either side in a symmetrical waveguide, Γ is the optical confinement, and αfc is
the absorption coefficient of the free carriers in the inverted medium, and gth is
the threshold gain coefficient, and aend is the effective absorption coefficient of
the end of the cavity, which is simply the mirror loss.

Figure 5.26. Modal threshold gain as a function of cavity width. (After Kressel and
Butler.)
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The cladding losses are identified from the fractional powers in the respective
regions of the guide, a1, 2, 3, giving a total attenuation coefficient for the mode

For a symmetrical structure

and, in terms of the confinement,

Instead of the round trip losses, consider instead the losses occurring on reflec-
tion from one interface only and on traversing the cavity once only, i.e. αfc = 0.

For a very large cavity length the facet reflection becomes less important and in
the limit of an infinite cavity length α = 0. For a non-zero value of α1 α2 < 0.
At threshold,

so

Thus defined, Gth represents the recombination region gain coefficient at thresh-
old for no free carrier absorption and no end loss. It is thus a property of the
waveguide structure and the material, and therefore allows direct comparison
between modes without having to consider the variation in facet reflectivity that
inevitably occurs between modes.

Choosing a cavity width corresponding to a low threshold gain for the fun-
damental mode also ensures a high threshold gain for the first order mode so only
the one mode will propagate. The far-field radiation pattern will also be the sim-
plest possible, simpler even than indicated in figure 5.23. Botez and Ettenberg
[29] have shown that for thin active regions the far-field pattern approximates to
a Gaussian distribution. Defining the normalised thickness D of the active region
to be

where n1 is the refractive index of the core (actual thickness d) and n2 is the
refractive index of the cladding in a symmetrical junction, the Botez—Ettenberg
approximation applies to 1.8<D<6. By way of comparison the cavity illustrated
in figure 5.22 has D ~ 12.
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Within this approximation the field distribution in the waveguide is quite
accurately described by a Gaussian function with the angular beam width per-
pendicular to the plane of the junction, θ⊥, given by

where

For D < 1.5 the electric field in the guide approximates to a double exponential
as the field extends out into the cladding layers. Then,

with

Furthermore, the confinement factor can be expressed as [30]

Equation (chapter 3, 33) showed that the threshold current is inversely propor-
tional to the optical confinement. For narrow active regions, Γ << 1, and a high
threshold current can be expected. The offset current, Jt, required to bring about
transparency, depends directly on the width of the active region via the number
of carriers. This leads to the sort of behaviour illustrated in figure 5.27, where the
threshold current at low d is dominated by the loss of optical confinement, but at
high d is dominated by the transparency condition. The precise details will vary
from laser to laser, but the trends are general among double heterostructure
lasers. The optimum of low threshold current and fundamental transverse mode
of the active region occurs at the point at which loss of optical confinement starts
to become significant. This is usually at an active layer thickness of around
100–200 nm and the approximate expressions for the confinement and beam
properties apply.

Although the concept of the double heterostructure laser is quite old, it is
still far from obsolete, despite the many advances in laser technology that have
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taken place in the intervening years. For many applications and material systems
the straight-forward double heterostructure design is still appropriate. For many
years it has been the work-horse of optical communications systems, for exam-
ple, and is still used in mid-infra-red applications. It is still the basis of many high
power broad area devices, and though separate chapters will be devoted to some
of these applications, a brief description of the materials and wavelength ranges
of the lasers will be given here.

5.6 Materials and lasers

The wavelength ranges of some common III–V materials at 300 K is shown in
figure 5.28. For the ternary compounds the end points represent either the band
gaps of the binary components, e.g. GaAs, or the cross-over point from the

Figure 5.27. Illustration of the dependence of threshold current on active layer width.

Figure 5.28. Wavelength range of some typical III-V laser materials. (After Casey and
Panish.)
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direct to indirect band gap. The data is taken from Casey and Panish and is by no
means comprehensive. Developments in GaN, described in chapter 11, allow
lasers out into the blue and developments in InAsSb lasers allow operation out to
3.4 µm [31] in double heterostructure systems. The particular feature of DH
lasers which is relevant to figure 5.28 is the band gap and lattice parameter of the
materials systems. The wavelength range of DH lasers is determined by the band
gap of bulk-like material, for which a suitable lattice matched substrate must
exist. This limitation does not apply to the use of very thin materials in quantum
wells where so-called “strained layer” systems allow not only variations in com-
position outside the range of lattice matching but also emission at shorter wave-
lengths than would be expected from the bulk-like properties due to quantum
confinement effects (see chapter 6). Here the emphasis is on lattice matched
materials. The properties of the AlGaAs-GaAs system have already been
described at length and will not be repeated. AlGaAs devices are currently grown
by a number of methods, as described by Depuis in a personal historical per-
spective which not only describes the first growth of device quality AlGaAs by
MOCVD but also includes a description of the MOCVD growth of other mate-
rials [32].

5.6.1 InP systems: InGaAs, InGaAsP, AlGaInP

InGaAs lattice matched to InP does not feature heavily in DH laser technology
as the band gap corresponds to emission at ~1.7 µm, at the extreme of the range
of wavelengths useful in lightwave technology. Historically the wavelengths
1.31 and 1.55 µm have been very important for long haul, high bit-rate commu-
nications systems because of the low loss and low dispersion achievable with
suitable fibre designs. The emergence of erbium doped fibre amplifiers (EDFAs)
with broad band gain makes this particular wavelength interesting again, but the
current technological focus is on the design of monolithic tunable lasers rather
than emitters at a single wavelength. Other applications might exist for 1.7 µm
lasers in chemical spectroscopy but the focus is on longer wavelengths in the
region of 2–5 µm. Lattice matched InGaAs is more commonly found in quantum
well lasers.

This aside, room temperature operation of lattice matched InGaAs DH
lasers was reported in 1976 (see [33] and references 17–19 therein). Operating at
1.67 µm, lasers fabricated by LPE had relatively high thresholds compared with
lasers fabricated by MBE. Since then, growth of double heterostructures by
MOCVD [34] resulted in material with a minority carrier lifetime (at low level
injection) of ≈ 18 µs, clearly very good quality material. Chemical Beam Epitaxy
(CBE) was used by Uchida et al. [35] to produce a structure with an active region
2 µm thick. The lattice mismatch was less than 5 × 10-4 and the output powers
were comparable to LPE grown devices. Uchida’s motivation was the desire to
use CBE as a growth tool for quantum well devices in the surface emitting con-
figuration, and so prepared DH lasers by way of a
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demonstration. Not surprisingly, the 2 µm device had a high threshold current
density but normalised to the active layer thickness it was reasonable at 7.9 kA/
cm2. µm. Normalising the threshold currents in this way is a technique that
allows comparisons between different devices provided the threshold current is
proportional to active layer thickness, which is true for d >0.2 µm.

Nee and Green [36] have measured the optical properties of In1-xGaxAs lat-
tice matched to InP (x = 0.47) by measuring the reflectivity and transmittivity of
800 nm thick undoped epitaxial layers on Fe-doped InP. The wavelength deriva-
tive of the spectra were measured simultaneously using phase sensitive detection
techniques, and the spectra fitted to theoretical line-shape curves over the range
0.6 eV to 3.1 eV (figure 5.29). The fundamental band-gap is at 0.75 eV and over
the near infra-red region the refractive index is close to 3.4 while that of InP [37]
is ~3.1.

Martinelli and Zamerovski [38] studied long wavelength In0.82Ga0.18As
lasers emitting at 2.52 µm. In order to overcome a 2% lattice mismatch to the InP
substrate a layer of graded InGaAs 20 µm thick was grown in which the In con-
tent ranged from 0.53 to 0.82. Graded layers in this manner have been used for
many years in the manufacture of light emitting diodes (LED’s) where a maxi-
mum gradient in the lattice of 1% per µm is used. The rate of change of crystal
structure with thickness in this device is 0.1% per µm, ensuring a low density of
dislocations over the gradation. The device characteristics were as follows: a
cladding layer of InSb0.1As0.14P0.76 provided a conduction band offset of 0.11
eV, a valence band offset of 0.3 eV, and with an active layer thickness in the
range 0.5–0.7 µm, the optical confinement factor was 0.5 or more. The threshold
current exhibited a strong temperature dependence with two characteristic T0
temperatures; 41 K for T < 180 K and 29 K for T> 180 K. At

Figure 5.29. The refractive index of lattice matched InGaAs (solid line) and InP
(dashed line).
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80 K, however, the threshold current was 0.41 kA cm-2 averaged over 40 µ wide
emitters with 200 µm long cavities.

By contrast, InGaAsP has been investigated extensively. The growth of this
quaternary by LPE was a major advance in the development of this material sys-
tem and because lattice matching can be achieved over the entire wavelength
range 0.92 µm to 1.67 µm, lightwave communications technology received a
considerable boost. Nahory and Pollack [39] reported detailed studies of the
thickness dependence of the threshold current in devices grown by two-phase
solution LPE at 635°C. In a two-phase solution the P is provided by solid single
crystal platelets of InP floating on a melt consisting of accurately weighed In and
undoped polycrystalline GaAs and InAs. As described earlier, phosphorus is very
volatile and there are difficulties controlling the composition of the melt, but this
method is automatic. The InP is dissolved at high temperatures but upon cooling,
when supersaturation sets in, the InP acts as a seed for the deposition of InGaAsP,
thus relieving the supersaturation. As an aside, it was not in fact until 1990, some
12 years later, that Thijs et al. [40] claimed the first report of an atomically abrupt
InGaAsP-InP interfaces grown by OMVPE. Control of the phosphorus content
was the essential difficulty and LPE remained the technique of choice for a long
time. More information on MOCVD of InGaAsP can be found in a paper by
Holstein [41].

The devices made by Nahory and Pollack, contained an active layer of
In0.75Ga0.25As0.54P0.46 (nominally undoped, n~2 ×1016cm-3) corresponding nom-
inally to emission at 1.23 µm, but experimental wavelengths ranged from 1.21 to
1.24 µm. The thickness of the active layer ranged from 0.14 µm to 1 µm, the for-
mer being the smallest achievable with this method of growth. The devices were
modelled by rearranging the basic condition for the threshold current to give

where d and Γ are respectively the active layer thickness and optical confine-
ment, and a and b are adjustable parameters, determined as a = 1.91 kA cm-3 and
b = 3.0 kA cm-3. This results in the curve shown in figure 5.30. The optical con-
finement was calculated assuming a refractive index for the quaternary active
layer interpolated from refractive index of the four constituent binaries,

where y is the As fraction. The minimum threshold current occurs at ~ 0.2 µm
active layer thickness and is ~1.5 kA cm-2.

Nelson [42] reported the near equilibrium growth of InGaAsP emitting at
1.35 µm. Using a very similar device structure (typically 4 µm Sn-doped n-InP,
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undoped 0.2 µm InGaAsP, and 2.5 µm Zn-doped p-InP, with a lattice mismatch
for the active region of less than 2 x 10-4) median threshold currents of 920 A cm-

2 were obtained, the lowest being 670 A cm-2 at an active thickness of 0.1 µm.
Arai and Suematsu [33] reported devices prepared by LPE with varying compo-
sitions capable of emitting over the range of 1.11-1.67 µm, the last representing
lattice-matched InGaAs. Again the two-phase technique was used to produce
solid solutions with the compositions shown in table 5.1. For the lasers emitting
at 1.1 µm, the threshold current increased by 50% to about 8 kA cm-2 µm-1 com-
pared with ~ 5 kA cm-2 µm-1 for longer wavelength emitters. Loss of electrical
confinement occurs at λ=1.1 µm as the difference in band gap between the active
and cladding layers is only 0.23 eV.

Nelson and Dutta [25] reported compositions of In0.74Ga0.26As0.6P0.4 and
In0.6Ga0.4As0.9P0.1 lattice matched to InP emitting at 1.3 µm and 1.55 µm

Figure 5.30. Optical confinement and threshold current for 1.23 µm emitting InGaAsP
devices grown by LPE.
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respectively. For the 1.3 µm device, the surface recombination velocity was reck-
oned to be ≤ 1000 cm s-1, and the recombination current contributing less than
5% to the threshold current at 300 K. The calculated diffusive leakage current
was less than 2% of the threshold current. For devices 380 µm wide and 250 µm
long and with active thickness 0.15 µm ± 0.05, the threshold current was 840 A
cm-2 with an above threshold quantum efficiency of 0.22 mW mA-1 per facet.

InGaAsP lasers also exhibit low values of T0, and for low-doped p-cladding
layers field assisted carrier leakage may well be responsible. For higher doping,
alternative mechanisms for the temperature sensitivity have been investigated.
Non-radiative Auger recombination, in which an electron and hole recombine
and transfer their energy to another carrier, is recognised as the main mechanism.
As three carriers are involved the rate can be proportional to n3, but it is often
proportional to n2, particularly in degenerate semiconductors. There are three
main Auger mechanisms to consider, CCCH, CHHS, and CHHL, illustrated in
figure 5.31 and defined as follows:

• CCCH involves a recombination transition from the conduction band to
the heavy hole band at a different momentum, and subsequent transferral
of the photon energy to a low lying conduction electron which is promot-
ed to a higher energy within the conduction band. This last process neces-
sarily requires a change in momentum, hence momentum is not conserved
in the initial recombination event.
• CHHL and CHHS involve momentum conserving recombination from
the conduction band to the heavy hole band. A light hole is promoted to
the heavy hole valence band for CHHL and a hole in the split-off band is
promoted to the heavy hole band for CHHS.

Figure 5.32 shows the temperature dependence of the recombination lifetime for
the three processes calculated by Dutta and Nelson in direct band gap

Figure 5.31. Auger process (a) CCCH, (b) CHHL, and (c) CHHS involving recombina-
tion and transfer of energy to other carriers.
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material corresponding to 1.3 µm emission. The lifetime rapidly decreases with
temperature and hence the efficiency of the stimulated emission process is dras-
tically reduced, resulting in a low value of T0.

The optical confinement was not described in detail by Nelson and Dutta.
There have been numerous calculations of the refractive index as a function of
the As fraction at specific wavelengths, some of which were compiled by Amiotti
and Landgren for comparison with their own ellipsometric measurements [43].
Lattice matched films of In1-xGaxASyP1-y grown on (100) InP by MOCVD were
measured at 1.3 µm, 1.55 µm, and 1.7µm. The data for 1.3 µm is shown in fig-
ure 5.33 by way of example, but the trends are similar for the other two wave-
lengths. Implicit in these curves is the application of Vegard’s

Figure 5.32. Temperature dependence of the three Auger recombination lifetimes in
InGaAsAsP. (After Dutta and Nelson.)

Figure 5.33. Refractive index vs. As fraction for lattice matched InGaAsP layers at 1.3
µm, where the legend A 10, for example, corresponds to reference 10 in Amiotti’s
paper. (After Amiotti et al. [43].)
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law to quaternary InGaAsP [44] in which the lattice parameter a(x, y) can be
expressed in terms of the lattice parameters of each of the binary constituents

which becomes,

The lattice parameter a(x, y) is known from the condition of lattice-matching so
specification of y allows specification of x and the complete composition. All the
data from A10 to A19 has been calculated theoretically, which illustrates the dif-
ficulty of characterising the optical properties of epitaxial layers for design pur-
poses. Whilst there is good agreement among the theoretical calculations, there
are also clear differences, and the ellipsometric data does not agree with any of
the calculated data. The differences may be small but comparable to the refrac-
tive index difference within the waveguide. The solid line corresponding to the
quadratic equation is my average over all the data.

At visible wavelengths InGaAsP is used in a variety of optical data storage
and processing applications. Lattice matching to the AlGaAs system provides
much better material than matching to InP. Although AlGaAs itself, and even
GaAsP, can be used at wavelengths around 650 nm InGaAsP has a higher quan-
tum efficiency [45]. Figure 5.34 shows the quaternary system in greater detail.
Lattice matching to InP is illustrated, as is lattice matching to the AlGaAs sys-
tem. In principle wavelengths out to ≈ 630 nm are possible but the difference in
band gap between the InGaAsP and AlGaAs would then be so small as to render
the devices inefficient. For this reason interest is centred on λ ≈ 670nm.

Chong and Kishino [46] report a remarkable reduction in threshold current
from over 5 kA cm-2 to 1.7 kA cm-2 just by increasing the Al content of the

Figure 5.34. Close up of the GaInAsP quaternary lattice parameter vs. band gap.
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cladding layers from 0.7 to 0.9 (figure 5.35). The composition of the active
region was Ga0.52In0.48As0.03P0.97 emitting at 670 nm with an active layer thick-
ness of 0.2 µm. Associated with the improvement in threshold current was an
increase in the characteristic temperature, which Chong and Kishino took to be
a consequence of the increased band offset from ~ 0.2 eV to ~ 0.3 eV. In an
analysis of the leakage currents in this system, Lan et al. [45] reanalysed the data
of Chong and Kishino and presented a different scheme for the band offsets
based on the transitivity rule, which is nothing more than a method for estimat-
ing band offsets using Vegard’s law. Whereas Chong and Kishino took as their
basis band offsets of 0.22 eV for the GaAs-In0.5Ga0.5P conduction band and 0.24
eV for the valence band, Lan et al. took 0.137 eV for the conduction band and
0.339 eV for the valence band and showed that the valence band of the AlGaAs
matches the valence band of the Ga0.52In0.48As0.03P0.97 at an Al concentration of
65%, thereby explaining the high threshold currents reported by Chong and
Kishino at an Al content of 70%. Lan’s scheme seems to fit not only the data of
Chong and Kishino but also a number of other measurements presented by Lan
and would seem to be better. Nonetheless, the difference in opinion highlights
again the fundamental difficulty in choosing between apparently conflicting data
published in the open literature and it is important to keep an open mind.

AlGaInP is a direct competitor of InGaAsP for some wavelengths (~ 670
nm) but is better suited to red lasers emitting at ~ 620-640 nm. Kobayashi et al.
[47] report the first use of an Al containing active layer in a DH laser. Ga0.5In0.5P
active layers with cladding layers of (Al0.4Ga0.5)In0.5P operating CW at room
temperature and emitting at 689.7 nm were reported by the same authors earlier
in the same year [48]. The addition of Al to the active layer is essential to short-
en the wavelength, and Kobayashi et al. managed to add 10% aluminium by
MOCVD to produce (Al0.1Ga0.9)In0.5P emitting

Figure 5.35. Threshold current reduction in visible GaInAsP laser as a function of A1
content in the cladding lyers. (After Chong and Kishino.)
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661.7 nm at room temperature. This was shorter than the shortest wavelength
achieved in InGaAsP at that time. The threshold current density was 6.7 kA cm-

2.
Achieving shorter wavelengths in this system is not straightforward. The

work by Hino et al. [49] on yellow emitting lasers at low temperatures demon-
strates very well all the difficulties posed by this material system. The addition
of Al to the active layer reduces the luminescence intensity through the creation
of non-radiative recombination pathways, and a tenfold reduction in lumines-
cence output with the inclusion of 15% Al was reported. At the same time, acti-
vation with zinc doping appears to be less effective so the cladding layers, which
necessarily require even higher concentrations of Al than the active layer,
become resistive [49, 50]. An additional problem arises from the sensitivity of
the Al containing materials to environmental oxygen and water, which was over-
come [49] through the use of Ga0.5In0.5P capping layers. The developments in
this system during the 1980’s up until 1990 using MOCVD are shown in table
5.2 [49, 51-56].

The optical properties of the AlGaInP alloy system have been measured by
various authors. Moser et al. [57] have measured alloy compositions (AlxGa1-
x)In0.5P for x = 0, 0.33, and 0.66 using a combination of transmission and ellip-
sometry for photon energies ranging from 0.01 to 2.2 (see figure 5.36). Kato et
al. [58] measured the complex refractive index from 0.5 eV to 5.5 eV over the
whole composition range, but only the end compositions are shown here (figure
5.37). Estimates of the variation of refractive index with Al fraction x for the
important wavelengths 583 nm, 640 nm, and 660 nm are shown in figure 5.38
based on the data from Kato et al. As with InGaAsP, developments in this mate-
rial system are now centred on quantum wells rather than strictly DH lasers.
Indeed, with an active layer thickness of 0.08 µm for some of the devices in table
5.2, the tendency toward the thin active regions that define quantum well systems
was already in evidence in 1990. These developments in quantum well lasers will
be dealt with in chapter 6.
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5.6.2 InAs-InSb lasers

InGaSbAs injection lasers emitting between 1.8 µm and 2.4 µm have been
around for many years. The first report of uncooled operation occurred in 1987
[59] with a threshold current density as low as 5.4 kA cm-2 at λ = 2 µm, and 7.6
kA cm-2 at λ =2.4 µm. These devices were made by LPE and utilised confining
layers of GaAlAsSb. Longer wavelength DH lasers based on InAsPSb grown by
hydride vapour phase epitaxy [60] emitting at 2.52 µm at 190 K have also been
demonstrated, but the most significant developments have occurred but lately in
high power DH devices emitting out to 5 µm [61].

Figure 5.36. Refractive index of AlGaInP as determined by Moser et al. [57].

Figure 5.37. Complex refractive index of GaInP and AlInP (after Kato et al.). The vari-
ation in band gap is evident from the onset of absorption.
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High power devices constitute a class of lasers in their own right and will be
described in chapter 10.

5.7 Lateral mode control

The final topic of this chapter concerns the lateral modes, not to be confused with
transverse modes, which are controlled by the thickness and refractive index of
the active region and can lead to complex far-field patterns perpendicular to the
junction. Similarly, complex far-field behaviour in the plane of the junction is
also possible due to the lateral modes. In other laser systems, for example HeNe
gas lasers operating cw, or solid state lasers such as Nd: YAG, spatial modes arise
from misalignment of the resonator reflectors. Confusingly, however, these are
referred to as transverse modes in conventional laser technology. An example of
such transverse modes is shown in figure 5.39 from a HeNe laser. The term “mis-
alignment” can imply unwanted, but it is perfectly possible of course that trans-
verse modes in the output beam are

Figure 5.38. Refractive index against Al fraction based on the data of Kato et al. [58].

Figure 5.39. Transverse (lateral) mode structure of a HeNe laser showing regularly
spaced bright spots in the output. The yellow colour is an artefact of the intensity.
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desired. Nonetheless, the term “misaligned” will be used. Perfectly plane reflec-
tors slightly off parallel will not lead to the transverse modes shown in figure
5.39 but if the reflectors are concave, as is commonly the case, misalignment can
lead to closed round trip paths. That is, a beam traced round the cavity might
make several trips striking the reflectors at several different points before return-
ing to the original position. The output from the partially reflecting output cou-
pler will therefore consist of regularly spaced bright spots, the number of which
depends on the extent of the misalignment.

In a diode laser lateral modes do not arise from misalignment of the reflec-
tors - these are always parallel because of the fabrication method - but from fil-
amentation of the current. Filaments are spatially localised regions exhibiting
high current flow and hence high brightness due to localised stimulated emission.
In a broad area laser the near field pattern, which is essentially a representation
of the lateral variation of light intensity within the active layer, can be compli-
cated and exhibit chaotic behaviour in the time domain. Filaments are not nec-
essarily static but can move across the active region, disappearing and “igniting”
apparently at random. The subject of filamentation will be dealt with in more
detail in relation to high power laser diodes, in which it is a common feature. It
is sufficient to say here that historically the appearance of filamentation in the
output led to severe problems in telecommunications where the core diameter of
a single mode fibre was of the order of 10 µm across and coupling the output of
broad area lasers to fibres was made difficult by the random location of the out-
put along the facet. The answer lay in the use of a stripe contact in which the cur-
rent is confined to a narrow region extending the length of the cavity (figure
5.40). The stripe is wide enough to ensure that the full width of the laser over
which the current flows is illuminated. Sometimes the stripe is defined by an
insulator, sometimes by implantation of hydrogen to render the semiconductor
semi-insulating or diffusion of dopants to alter the conductivity type. Whatever
mechanism is employed, it has become common practise to incorporate the stripe
geometry into the routine fabrication of DH lasers, and indeed all the AlGaInP
lasers, and most of the InGaAsP lasers, described within this chapter have used
this configuration. This represents an extra complexity in the design and fabrica-
tion

Figure 5.40. Schematic stripe contact in which the current is confined to flow in a con-
fined region.
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of the lasers but does not alter the physics of the optical and electrical confine-
ment or the details of the threshold current.

5.8 Summary

This chapter has described the electrical and optical properties of heterojunctions
in a variety of material systems. As well as the basic properties such as band
bending and recombination, specific properties such as band offsets and refrac-
tive index differences are presented in detail.

For many of the DH lasers mentioned in this chapter technology has moved
on. Whilst the lasers may still be fabricated and found commercially the current
focus in research and on developments in fabrication revolves around other laser
structures such as single or multiple quantum well devices. Even for these
devices, however, the growth, refractive index profiles, carrier confinement, and
optical confinement described here are all relevant to these devices also, and in
the case of the mid-IR antimonide lasers, the double heterostructure is still the
most important laser geometry.
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Problems

1. Calculate the band gap of Al0.4Ga0.6As at room temperature, and assum-
ing 40% of the band offset lies in the conduction band, calculate the posi-
tion of the electron Fermi level relative to the bottom of the conduction band
in the active region of a GaAs-Al0.4Ga0.6As DH laser with an electron con-
centration of: (a) 10

18
cm

-3
; (b) 2 x 10

18
cm-3; (c) 5 x 10

18
cm

-3
; (d) 10

19
cm

-3
.

2. Plot n against Fn2 on the same graph as p against (Ev — Ef) to find the
transparency density in GaAs.
3. Calculate the density of electrons injected over the barrier for the laser in
(1). (Assume Nc = 4.7 x 10

18
cm

-3
and kT= 0.0258 eV.)
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4. Assuming charge neutrality in the active region calculate the hole densi-
ty in this region of the DH laser.
5. Hence calculate the electron leakage current assuming a layer 1 µm wide
with Dn ≈ 90 cm

2 
s

-1 
and Nc = 4.7 x 10

18 
cm

-3 
for the four cases above.

6. Consider the InGaAsP-InP laser described by Nahory and Pollack (equa-
tion 43 and ref. [39]). Figure 5.33 shows the median refractive index to be
3.44 at 1.3 µm, but it could be higher by at least 0.01. Assuming a refrac-
tive index for InP of 3.18 calculate the optimum thickness of the active
region for both of these values. Hence show that D < 1.5 in both cases and
calculate the optical confinement. Hint: use the Botez approximation for
the confinement to express the threshold current as a function of the active
region thickness da, and differentiate to find the minimum.
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Chapter 6

Quantum well lasers

The quantum well laser has much in common with the double heterostructure
laser. Both have active regions constructed from thin epitaxial layers of narrow
band gap semiconductor sandwiched between wide band gap layers. The current
flow is perpendicular to this layer and the optical emission is parallel to it. Both
devices are therefore edge-emitting. Many of the materials are also common
between the two. The differences between the two stem from the thickness of the
active layer, which is 150-200 nm thick in the DH laser, but no more than 15 or
so nm thick, and often much less, in the quantum well laser. This difference is
sufficient to warrant a whole new approach to the emitting material, with a set of
energy levels different from the bulk material of the DH laser and dependent on
layer width. This affects the density of states and introduces a polarisation
dependence into the stimulated optical transition that does not exist in bulk mate-
rial. In addition, with such a thin layer there is the question of how effectively,
and efficiently, are carriers captured and retained by the active region, as well as
the question of the effectiveness of the optical waveguiding. These issues are dis-
cussed in this chapter, but we start with a description of exactly what is meant by
the term “quantum well”.

6.1 Classical and quantum potential wells

A “quantum well” is a potential well in which quantum effects occur. A particle
confined to such a well cannot be treated using the laws of classical mechanics
as developed by Newton. Such laws apply to the problems of our experience
where we can define forces, calculate accelerations, and work out trajectories.
Even then, Newton’s method is not always the most appropriate, particularly for
potential well problems. Take for example, a ball that rolls freely on a surface
with negligible frictional loss. We can easily define the forces acting on it given
the angle of the surface, but if the angle changes with distance the forces change.
So, if the ball is contained within a vessel, say a bowl with sloping sides, then in
trying to work out its motion it is necessary to account
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for the variation in force as the ball moves. This is not an easy problem to for-
mulate generally. However, a force acting over a distance does work, so in mov-
ing away from the centre of the bowl the ball must do work against gravity and
increase its potential energy. If it is then left to move freely from a position away
from the centre it will move towards the centre and recover the potential energy
in the form of kinetic energy. If the problem is formulated in terms of the inter-
change between kinetic and potential energy it becomes quite simple. We can
work out how high the ball will ascend by working out how much energy it has
to start with and comparing this to the total change in potential energy. It is obvi-
ous from this that the potential is a minimum at the bottom of the bowl, hence
the term “potential well”.

In quantum potential wells pretty much the same considerations apply. A
total energy approach, rather than a force-based approach, allows for sensible
solutions. For example, one of the simplest quantum wells in nature is the hydro-
gen atom, consisting of a positively charged nucleus and a single electron. The
force between the nucleus and the electron is given by Coulomb’s law and the
potential energy arising from this force decreases with increasing distance, r,
away from the nucleus as 1/r. In principle any atomic system can be treated the
same way but the presence of multiple charges distributed in space - the orbiting
electrons - complicates matters enormously. With the hydrogen atom there are
only two charges in the whole system so it is much simpler. Moreover, the mass-
es of the two charges are very different, which further simplifies the problem.
Were the mass of the electron and the nucleus equal, the mutual effect of each
particle on the other would cause them both to accelerate towards each other and
to orbit round a common centre of mass lying equidistant between the two.
However, a nucleus is approximately 2000 times heavier than an electron so the
effect of the electron on the nucleus is insignificant compared with the effect of
the nucleus on the electron. The electron is therefore accelerated toward a nucle-
us which is effectively at rest relative to it.

So far there is nothing about this system that makes it appear different from,
say, a gravitational system in which a planet orbits a star. Of course, electrostat-
ic forces are much stronger than gravitational forces, so the masses are very
much different and the distances involved are very much smaller. The scale of
the problem is different but otherwise we would expect, by analogy with gravi-
tational systems, to be able to calculate an orbital path for the electron. However,
an electron is a charged particle, and according to classical electrodynamics an
accelerating charge radiates electromagnetic energy. An electron orbiting a
nucleus is, by definition, accelerating and according to classical physics, there-
fore, the atom will collapse as the energy is radiated away. It does not, though.
Atoms are stable and when they do radiate energy it is at well defined wave-
lengths. Early in the development of quantum mechanics it was postulated that
electrons have stable orbits and only exchange energy with their environment
when changing orbits, but there was initially no.
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explanation put forward as to why this should be so. This was the problem that
Schrödinger set out to solve, and for which he developed his wave mechanics.

The wave equation exploits the conservation of energy, as described in
chapter 4. The sum of kinetic and potential energies in a mechanical system is
constant such that a body moving in a potential field exchanges kinetic energy
for potential energy. You might argue that although the ball rolling in the bowl
will ascend the sides of the bowl gaining potential energy as it does so the gain
in potential energy will not be the same as the loss in kinetic energy because
energy is dissipated through friction. This is true. As the ball ascends the sides it
slows down, stops, and begins to move the other way. In an ideal system it moves
from one side to the other ad infinitum, but of course we know in practice the ball
eventually stops moving completely. The system is described as dissipative. The
energy is transferred via friction into small scale random motions of the atoms of
the bowl, and as such is not recoverable by the ball. The energy is lost rather than
destroyed, so in this sense it is conserved, but it is not conserved by the ball,
which is the body of interest to us. In the hydrogen atom, however, there are no
other interactions and therefore energy is not dissipated.

This method of treating mechanical systems by conserving energy was
developed by Hamilton, an Irish mathematician of the nineteenth century. The
sum of kinetic and potential energies is known, therefore, as the Hamiltonian. It
should be emphasised that Hamilton’s mechanics does not fundamentally differ
from Newton’s in so far as the underlying concepts of position, velocity, momen-
tum, etc. are all the same. It is a different approach that is better suited to prob-
lems of constraint (the particle is constrained to move within the well) and
Schrödinger adapted the mechanics of Hamilton to describe quantum systems,
developing wave mechanics in the process. Schrödinger explained the quantisa-
tion of atomic orbitals by treating the electron as a wave and assuming that the
orbital path must equal a whole number of wavelengths, so the electron con-
structively interferes with itself. Schrödinger’s wave equation was developed in
chapter 4 and the treatment will not be repeated here. A reminder about some of
the important points will be useful, however.

Wave mechanics uses the idea of a wavefunction to describe the basic prop-
erties of matter, but it should be emphasised that the wavefunction is a mathe-
matical construction that has no particular physical significance. Whatever the
reality of an electron may be, there are circumstances where it behaves either as
a wave or as a particle. The physical reality lies in the square of the wavefunc-
tion, which, by analogy with a classical wave, represents intensity. In quantum
terms the position dependent intensity represents the probability of finding the
particle at a particular position, but it should be noted that there are other for-
mulations of quantum mechanics that do not use wavefunctions, and it is not nec-
essary to describe matter as a wave in order to solve quantum mechanical prob-
lems. Nonetheless, wave mechanics is one of
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the most common and easily understood formulations and is well suited to quan-
tum well problems.

A plane wave propagating in the x direction, has the form

where ψ0 is an amplitude and k is the wavevector. For convenience the time-
dependent term (ωt) is usually omitted. The wavevector is given in terms of the
energy of the particle relative to the potential, i.e.

If the total energy E < V the wavevector is imaginary. From equation (2) this will
lead to a real exponential decay in the wavefunction. Classically this would be
interpreted as attenuation. The amplitude of the wave would decrease the further
it propagates, but for a single particle this concept is meaningless. Either the par-
ticle exists or it does not; no physical meaning can be attached to the idea that it
fades away to nothing as it propagates. We return, then, to the notion of proba-
bility and to the idea that the intensity of the wavefunction represents the proba-
bility of finding the particle. If the wavefunction decays to zero it indicates a
decreasing probability of finding the particle in this region of space.

The wavefunction of equation (1) is simple to deal with; it is harmonic, has
a fixed amplitude, and represents a travelling wave. Not all particles can be
expressed by functions of this sort, though, especially if the particle is confined
to some region of space. The travelling wave solution clearly will not apply, and
in general the wavefunctions are more complicated. An arbitrary wavefunction
can be constructed from other, known, wavefunctions according to equation 65
of chapter 4.

where n is an integer and an is a coefficient. The wavefunctions ψn(x) are said to
form the basis set and (x) is said to be expanded in the basis set.

Equation (4) can be used to explain the very important property of ortho-
normality. The probability of finding the particle at any position in space has
already been defined as the intensity (chapter 4, equation (41)). Integrating over
all space,
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where the index of the complex conjugate has been changed to distinguish it
from the wavefunction. This leads to a series of terms of the form

which leads to the interesting question of what happens if m ≠ n? The integral
has no physical meaning. Whereas we can appreciate that the integral over all
space of one wavefunction multiplied by its complex conjugate represents the
certainty of finding the particle a similar integral of the product of the wave-
function and the complex conjugate of an entirely different wavefunction can
have no such meaning. Therefore

This is ortho-normality. For m ≠ n the states are orthogonal and for m = n the inte-
gral over all space is normalised to unity. Therefore

which is what we would expect intuitively. If the wavefunction is constructed
from a basis set the probability of finding the particle is given by the weighted
sum of the probabilities of each of the wavefunctions in the basis set. This is an
immensely useful property of real quantum systems as often we do not know the
form of the wavefunction. It has to be constructed from other known functions
and the property of ortho-normality allows many terms to be eliminated and sim-
plifies much of the mathematics.

To recap, there is a quantum particle moving in a potential. Its wavefunc-
tion may be harmonic or it may be a superposition of states. Its wavevector can
be calculated from equation (2). Essentially this is all we need to know in order
to treat a range of problems. If the particle is travelling in a region of space where
the potential changes abruptly, known as a potential step (figure 6.1), the
wavevector must change. By analogy with an optical wave incident on a refrac-
tive index step, some reflection will occur. Again, the reflection has to be inter-
preted in terms of probability. It makes no physical sense to suppose that the par-
ticle is divided into two with one part propagating onward and the other part
being reflected. Instead, the reflection represents a probability that the entire par-
ticle is reflected at the boundary.

A quantum particle incident on a potential step such that the wavefunction
changes from real to imaginary penetrates into the potential to some extent, and
there is a finite probability of finding the particle inside the potential step. There
is no classical analogy to this phenomenon. A classical particle incident
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on such a potential step would be entirely reflected. In quantum systems the par-
ticle is also reflected if the potential step is thick, but if the potential extends over
a limited distance, such that it is said to form a barrier, there is a probability that
the particle will appear on the other side of the barrier. This is known as quan-
tum mechanical tunnelling (figure 6.2).

The behaviour of an electron inside a quantum well can now be understood.
The simplest quantum well is a square well, of width 2L, centred on x = 0 such
that V = 0 for | x |< L and V= ∝ for | x |  >L. The electron inside the well has a
finite energy greater than V such that the propagation constant is real,

but within the barriers of the well the propagation constant is not only imaginary
but infinite. The penetration into the barriers is therefore zero and can be neg-
lected in this problem. This doesn’t tell us the mathematical form of the wave-
function but the solution to Schödinger’s equation is particularly simple in this
problem. Putting V = 0 leads to

Figure 6.1. An electron incident on a barrier being reflected. For E < V the amplitude
decays to zero inside the barrier.

Figure 6.2. Partial reflection becomes tunnelling for a thin barrier.
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which is the equation of a simple harmonic oscillator with a known solution

The boundary conditions are similarly simple; because the wavefunction does
not penetrate into the barrier the wavefunction goes to zero at x = ± L. That is,

and

from which it is easy to show that

The trivial solutions occur when A or B are zero, but these are mutually exclu-
sive. If A = 0 then B ≠ 0, by definition, otherwise the total wavefunction is zero
and the particle doesn’t exist. A similar argument applies to the condition B = 0.
Taking the odd functions first, i.e. A = 0, then

where n is an integer, so that the sine function is zero to satisfy (16). Therefore,

This  wavefunction has to be normalised so that equation (6) applies, leading to

Similarly, for B = 0, the quantisation condition becomes

Figure 6.3. An electron in a well is confined by reflection at both barriers.
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and

Normalisation again leads to

Therefore the general solution to this particular problem is

with

Equation (21) expresses the fact that the particle may be in any one of a number
of states so the coefficients an and bn represent weighting factors that partition
the probability among the states.

Several things stand out immediately from this solution.

• the wavefunctions are harmonic;
• each harmonic is associated with a higher energy;
• the energy is therefore quantised;
• the lowest energy state (n=1, even function) lies above the zero potential

level by an amount

called the zero point energy

• the energy depends inversely on the electron mass
• the zero point energy increases as the well width is reduced
• the separation between the states increases as the well width is reduced.

6.2 Semiconductor quantum wells

Real quantum systems do not have an infinite potential outside the well. Even
natural wells, such as the hydrogen atom, which is in fact approximated very well
by the infinite square well despite its 1/r dependence, do not have an infinite
potential. The ionisation potential for the latter is 13.6 volts, and this is
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effectively the depth of the well. All real wells therefore have a finite potential,
but not all real wells necessarily have a square potential profile. The semicon-
ductor growth technology described in relation to the fabrication of double het-
erostructure lasers provides the ideal method for manufacturing artificial finite
potential square wells simply by reducing the thickness of the active region until
it is no more than a few nanometres across. The spatial variation in the conduc-
tion and valence bands defines the quantum well system.

Of course, semiconductors are themselves quantum systems, irrespective of
the dimensions of the layers. Energy bands are quantum constructs, but in con-
ventional semiconductor physics this fact is often overlooked as the effective
mass approximation allows the electron to be treated as a classical particle. This
approximation no longer works in a quantum well system, and it is necessary to
go back to the quantum basics in order to develop the system. Electrons in the
conduction (c) or valence band (v) are described by wavefunctions of the form

where k is the wavevector and r is a 3-dimensional position vector. B is a nor-
malisation constant that satisfies equation (6). This is essentially the wavefunc-
tion for a plane wave but with a coefficient u(c, v)k(r) that has the same periodic-
ity as the lattice. It describes an electron that extends throughout the volume of
the crystal but with a spatially modulated probability density corresponding to
|u*(c, v)k(r). u(c, v)k(r)|. Equation (23) is known as a Bloch function and u(c, v)k(r)
is a unit cell function (see appendix III), and is formally the solution to an elec-
tron propagating in a periodic potential (figure 6.5). This, rather than a constant
potential, is the most realistic representation of the potential inside a crystal lat-
tice where the presence of spatially distributed charges on the atoms has to be
taken into account in the motion of the electron. Band structure calculations
based on equation (23) lead to well defined parameters such as the effective mass
and the band gap.

The concept of effective mass is very useful. The conduction band and the
valence band are regarded as being parabolic with k, which will always be true

Figure 6.4. Wavefunctions in a square potential well.
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for a limited range of energies, as can been seen by expanding the energy in a
Taylor series about the wavevector. To second order,

At the centre of the Brillouin zone (k = 0) or at the edge (k = ± π/a), in fact wher-
ever a minimum in the conduction band occurs,

and hence

Assuming k0 = 0 so δk = k, and writing the electron energy

it is apparent that the effective mass is inversely related to d2k/dE2. In short, pro-
vided the variation of E with k is approximately parabolic the Taylor expansion
is valid to second order, an effective mass can be defined without difficulty. In
essence such a mass is defined because the semiconductor is treated as a one par-
ticle system, the particle in question being either an electron or a hole. In reality
the semiconductor is a many-body system and each electron interacts with every
other electron via Coulomb and exchange forces, the combined effect of which
is to cause the electron to behave as if it has a mass different from the free elec-
tron mass. The effective mass is therefore an approximation that allows us to
ignore all the other electrons or holes.

Figure 6.5. A plane wave in a constant potential (2) and its modification to a Bloch
function in a periodic potential (b).
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The bulk effective mass is defined by the band structure and is derived nat-
urally from the detailed quantum mechanics. The difficulty in a quantum well is
that not only that the material properties change abruptly at the interfaces so that
an electron traversing the interface must also change its properties, but also that
quantisation of the electron wavevector occurs so that the behaviour in the x, y,
and z directions become very different. It is not clear, therefore, what effective
mass is appropriate in a quantum well, but it is clear that the electron or hole must
have an effective mass. Not only does it determine the quantisation energy (equa-
tions 15 and 18) but as the electrons and holes are essentially free to move in the
x-y plane of the well there will also be dispersion in E(k) (equation 27). Appendix
III gives some insight into the origins of the conduction and valence bands and
the derivation of the effective mass. For the remainder of this chapter it will be
taken that an effective mass can be defined inside the well in both the plane of
the well (called the in-plane effective mass) and in the growth direction of the
quantum well (quantisation effective mass), though these may not be the same.
The in-plane effective mass determines the threshold condition, and the quanti-
sation effective mass determines the energy levels and therefore the lasing wave-
length.

The effective mass approximation effectively smoothes out the potential
fluctuations inside the semiconductor. The presence of the lattice is ignored and
the electron is regarded as a particle propagating freely through the solid at a spe-
cific energy determined by its wavevector. In effect the conduction band is
assumed to have a constant energy throughout real space rather than the rapid
variations on the scale of the lattice. The only fluctuations of note are therefore
the real variations introduced by a change in the material properties, such as the
presence of an atomically abrupt interface between two materials. This leads to
well-defined conduction and valence band offsets, as described in chapter 5. A
single heterojunction therefore provides a potential step, and two heterojunc-
tions in close proximity form the quantum well system comprising the well in
both the conduction and the valence bands.

In this sense a quantum well laser is a natural extension of the DH laser. An
electron injected into the active region of the latter enters a potential box defined
by the heterojunctions, but the width of the active region is such that this is con-
sidered a bulk, rather than a quantum, system. Therefore the electron resides at
the bottom of the conduction band and not at the zero point energy. However, if
the dimensions of the low band-gap active region are reduced from a few hun-
dred nanometres down to just a few, usually less than 20 nm or so, the double
heterostructure becomes a quantum well. The nature of the semi-conductors used
in heterojunctions means that the band offsets are commonly no more than a frac-
tion of an electron volt, perhaps 0.1 or 0.2 eV, depending on the materials used.
With such a small potential step the wavevector within the barrier, where E <V,
is finite but imaginary. The penetration depth of the wavefunction into the barri-
er, given by the inverse of the wavevector, is non-zero and may in fact be quite
large. Therefore it is necessary in a finite well to
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match the wavefunctions at the boundaries of the well (figure 6.6) in order to
solve Schrödinger’s equation. This is an additional complication over the infinite
well that makes the solution of the equations much more difficult to understand
mathematically and to visualise.

Before going into detail, it is instructive to employ intuitive arguments to
understand the influence of the well width and the potential height on the ener-
gy levels. Suppose for example, a GaAs quantum well is grown within AlxGa1-
xAs barrier layers. The conduction band offset depends only on the composition,
x, of the AlxGa1-xAs, and once the structure is made both the width and the depth
of the well are fixed. Imagine, however, that it is somehow possible to reduce the
dimensions of the well smoothly until the well disappears, as in figure (6.7a), and
the material becomes the same as the bulk AlGaAs. We would expect a smooth
transition in the wavefunction of the electron from a confined state of the quan-
tum well to an extended state at the bottom of the conduction band in the AlxGa1-
xAs. As the well width decreases the zero point energy increases until at the point
of well closure the energy of the electron coincides with the top of the well, cor-
responding to the potential of the bulk material. Obviously higher energy states
will also rise in energy until they too no longer correspond to bound states of the
well.

As the zero point energy increases, the penetration of the wavefunction into
the barrier also increases as the difference |E-V| decreases. The electron is said
to be less bound. At the point when E = V the wavevector will of course

Figure 6.6. Matching the wavefunctions at the edge of the well.

Figure 6.7. Changing a quantum well to bulk material.
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be zero, and the penetration of the wave into the barrier will effectively be infi-
nite. This corresponds to the extended state wavefunction of an electron in the
conduction band, which, through Heisenberg’s uncertainty principle, is regarded
as occupying the whole of the crystal. Similarly, if the width of the well were to
be kept constant but the height reduced, the energy of the first quantum state of
the well would rise but the magnitude of the zero point energy would actually
decrease relative to the bottom of the well. Thus, the state will eventually become
indistinguishable from a conduction band state of the bulk barrier material.
Similar arguments apply to the penetration of the wavefunction into the barrier.
For finite quantum wells, then, both the width of the well and the depth of the
well are important in determining the energy of the electrons and holes within the
well. The arguments given above have of course been developed for electrons in
a conduction band well but essentially equivalent arguments apply to holes with-
in the valence band. However, the valence band of typical III-V materials is con-
siderably more complex than the conduction band, and there are additional fac-
tors to be considered, such as the existence of three bands, two of which are
degenerate in the bulk. The electronic structure of the valence band is described
in more detail in appendix III, where the effect of the bulk band structure on the
quantised states is also described.

The steady evolution of the quantised state to a bulk state as the well is
extinguished also has implications for the effective mass. In GaAs, for example,
the conduction band effective mass is 0.0665 but in Al0.3Ga0.7As it is 0.095 [1].
Suppose in the analogy above that we start not with a quantum well but with a
double heterostructure in AlGaAs-GaAs and reduce the width of the active
region so that the system changes from bulk GaAs to a quantum well and then to
bulk AlGaAs as the well is extinguished. It is clear that the effective mass must
change from that of GaAs to that of AlGaAs. Moreover, in the quantum well the
mass becomes anisotropic as the in-plane effective mass is distinguished from
the quantisation effective mass in the growth direction. The quantisation effec-
tive mass is often taken to be the effective mass of the well material. However,
for the in-plane effective mass, which describes the propagation of the particle
within the plane of the well, it would be reasonable to suppose as the state rises
in energy and the wavefunction penetrates further into the wide band gap mate-
rial it assumes more of the characteristics of this material. Indeed, Bastard [2]
gives the in-plane effective mass of the nth quantised state in terms of the well
barrier masses as

where
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is the integrated probability of finding the electron in the barrier. Here χn is the
envelope function for the nth state. Envelope functions are derived from the prop-
erty of the Hamiltonian that the x, y, and z, dependences can be separated out.
The physical justification for this is that the x and y directions lie in the plane of
the well and are distinguished from the z-direction. Therefore

so if the wavefunction is expressed as a z-dependent amplitude with an x-y
dependent oscillatory term,

where the index of the state, n has been dropped for convenience and ψxy(rxy) is
a Bloch function. Then

and

The solution to equation (32) is

and for equation (33) the solution is the quantised energy of equation (22) sub-
ject to the finiteness of the well potential. The envelope functions are therefore
seen to be the wavefunctions described in equations (11) to (13) and depicted in
figure 6.6.

Returning to the effective mass in equation (28), you may query why the
barrier and well effective masses should be combined in this way. Even though
the electron propagates partly within the barrier and partly within the well, it
does not appear to be propagating in the conduction band of the barrier, but at
some energy substantially below it. Hence it is not clear that barrier effective
mass is appropriate or that the weighted average of the well and barrier effective
masses is strictly valid. However, envelope functions are formally constructed
mathematically from admixtures of conduction band states from both the barrier
and the well materials, so in this sense it is not inappropriate to use the conduc-
tion band properties of the electron.

An alternative view has it that the non-parabolicity of the bands determines
the effective mass. It has been shown [1] that the in-plane effective mass of a
conduction band electron is increased in an infinite quantum well by
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where E is the energy of the electron, and α and β are constants, equal to 0.64
eV-1 and 0.70 eV-1 respectively for GaAs. The quantisation effective mass, which
is applicable only to the calculation of quantisation energies, is

In a finite well the expressions are more complicated, but essentially similar
results hold, as shown in figure 6.8 for GaAs. Measurements of the in-plane
effective mass via electrical measurements have been compared with values
reported in the open literature and with the non-parabolicity theory [3]. Although
the experimental data is scattered there is broad agreement, and moreover, the
quantisation effective mass doesn’t change by very much with well width and
therefore supports the idea that the quantisation effective mass can be approxi-
mated by the bulk effective mass of the well material. Similar trends have been
reported for InGaAs quantum wells confined in GaAs barriers [4]. Additionally,
the effects of band non-parabolicity were shown to be similar to the effects of
wavefunction penetration into the barrier (equation (28)) for

Figure 6.8. The effective mass of an electron in a GaAs quantum well as a function of
well width. (After Ekenberg [1].)

Figure 6.9. Illustration of a type-II quantum well where I represents the cladding layers
and II and III the electron and hole confining layers respectively.
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the in-plane effective mass in the conduction band. The in-plane mass of the
heavy hole was measured as a function of well-width and indium content, and
again the mass increased as the well width decreased.

So far attention has been focused on the conduction band, but of course a
heterojunction will also imply some sort of offset for the valence band. Not all
heterojunctions are well suited to the formation of quantum well systems,
though. The division of the offset between the conduction and valence bands may
well mean that the valence band is not confined, in which case a second hetero-
junction is needed (figure 6.9). In such a system, called a type-II quantum well,
the confined electrons are spatially separated from the confined holes so the
probability of recombination is generally much reduced. Much more common is
the type-I quantum well in which the offsets in both the valence and conduction
bands lead to confinement within the same layer. The quantum well systems
described in this chapter are of this type.

The hole states are in general more complicated than the electron states.
Appendix III contains a detailed discussion of the valence band structure, the
hole effective masses, and the effects of confinement. Here it will simply be
recognised that there are three valence bands corresponding to the light and
heavy holes, and the split-off band. The split-off band can be ignored for most
purposes because the split-off energy ∆ is often such that the split-off holes are
not in an energy region of interest. For example, in GaAs ∆= 0.341 eV [5], which
for many quantum well structures will be more than the valence band offset. That
still leaves the light and heavy hole states, each of which gives rise to a set of
quantised levels in its own right (figure 6.10).

6.3 Quantised states in finite wells

Looking at the states themselves, for the conduction band the envelope functions
are essentially odd or even with respect to the centre of the well. For even func-
tions,

Figure 6.10. A type-I quantum well with the first and second confined electron and hole
states. The light hole states lie deeper in the valence band.
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for |z|  <L, and in the barrier

for z <L, and

for z <L. κ is the propagation constant inside the barrier. Similar arguments apply
to the odd functions. The barrier wavefunctions are identical to (38) and (39), but
within the well

The energy of the electron within the well is given by

where V0 < 0 is the potential confining the electron, but the energy inside the bar-
rier (V=0) is

for bound states where the energy is less than zero. m*
w is the effective mass

inside the well and m*
B is the effective mass inside the barrier. Both the wave-

function and

must be continuous at the boundary z = ± L. Continuity of the wavefunction is
obvious as the square of the wavefunction is related to the probability of finding
the electron and a discontinuity would represent a physical impossibility. The
second continuity condition is different from the standard condition quoted in
quantum mechanical texts because the electron has an effective mass. A single
electron moving along x gives rise to a current

where e is the electronic charge and p is the momentum, which must also be con-
tinuous across the boundary. The momentum operator is proportional to the dif-
ferential of the wavefunction, and as the effective mass changes also at the
boundary the continuity condition must also consider this.

For even functions, these continuity conditions yield
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from which, by straightforward division,

Similarly, for the odd functions,

There are no simple solutions to these equations. They have to be solved numer-
ically or graphically, which is a big difference between the idealised infinite
potential well and the finite well. Some further manipulation is required. Setting

allows κ to be expressed in terms of k by setting the energy of the levels within
and without the well equal to each other. Therefore

and hence, for the even wavefunctions,

Figure 6.11 shows the graphical form of this equation using kL/2 as the variate
and making the assumption that the ratio of effective masses is unity, and taking
values of (k0L/2)2 of 1, 2, 3 and 10, by way of illustration. Note that only the
ratios of k0 to k are important in (50), hence the transformation to k0L/2 to match
the left-hand side. It is evident that there is always at least one energy level given
by the intersection of the LHS and RHS terms. In fact, by making the assump-
tion that the effective masses in the well and the barrier are equal, which will not
always be the case but simplifies the problem, it is possible to transform equa-
tion (50) further using the identity

to give
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Similar manipulations are possible for the odd wavefunctions, giving

Equations (52) and (53) are simplified eigenvalue equations for the electron
wave-vectors.

6.4 The density of states in two-dimensional systems

Having discussed in detail the nature of the quantised states, and the modifica-
tions brought about by a finite potential of the conduction band, it is necessary
then to consider the density of such states as a prelude to the calculation of gain.
The assumption of a parabolic in-plane dispersion makes the density of states
calculation very simple, and is one of the reasons that such an approximation is
preferred in quantum well laser structures. Treating the electron as a particle in a
box of dimension L, the wavevector must be quantised in each direction accord-
ing to

where m is an integer. This is a purely general statement and applies as much to
a bulk semiconductor in which L is large as it does for a quantum well

Figure 6.11. Graphical solution of the eigenvalue equation (50) for the energy levels in
a finite well.
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sample for which L is small in one direction but large in the other two. Sticking
with the bulk case for now, the wavevector is also quantised

The energy of the electron is

and in three dimensions this represents any point on the surface of a sphere of
radius k (figure 6.12). Strictly, kx, y, z <0 are not of interest as the quantised states
are standing waves and back propagation is implied, so in fact only the octant of
the sphere corresponding to positive k is important. However, k is quantised, so
in order to calculate the density of states it is necessary to calculate the number
of quantised states, Z, that can fit into a particular volume. Then

where the coefficient 2 arises because there are 2 spin states (↑↓) per quantum
state, and the coefficient 1/8 accounts for the octant. This leads to a total number
of states that depends on E3/2, but the density of states between energies and E +
dE is given by

which gives the well known E1/2 dependence for bulk semiconductors given in
chapter 4. In two dimensional systems, though, the wavevector in the growth
direction is quantised so rather than considering the surface of a sphere, the sur-
faces of constant energy lie on the circumference of a circle denned by kx

Figure 6.12. Constant energy surfaces in bulk and in 2-D where kz is quantised.
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and ky at a specific value of kz. Again, only positive values of k are of interest,
leading to an available fraction of 1/4 rather than 1/8 for the bulk states.

Hence the number of states Z is, for a particular value of kz,

where L2 is the cross-sectional area of the quantum well system. In terms of the
energy of the electrons,

The density of states per unit area per unit energy is thus

and is therefore constant within a particular value of kz. If the Fermi energy is
increased such that additional quantised values of kz are allowed, the density of
states increases in a step wise manner.

Throughout this chapter it has been emphasised that the quantisation prop-
erties of the semiconductor would change smoothly to the bulk properties if the
dimensions of the active region were to be varied smoothly. The same is true of
the density of states. Using equation (15) for the energy of the first quantised
state, and substituting into the 3-D density of states it can be shown that

In short, if the bulk density of states is normalised to the thickness of the quan-
tum well it becomes equal to the 2-D density of states at the energy of the con-
fined state. Therefore, if the width of the quantum well were to be increased
smoothly the spacing between quantised levels would decrease and the density
of states would become equal to the bulk density of states (figure 6.13).

This simple picture is somewhat of an idealisation. It is a pretty good
approximation for the conduction band but, as already discussed, the valence

Figure 6.13. The density of states in a 2-D system.
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band is much more complicated. The density of states depends upon the effective
mass (equation (61)) so both the light and heavy hole densities are different. If
the states were parabolic we would expect step-wise increases in the density of
states of each, the sum of which gives rise to the total density of states as illus-
trated in figure 6.14. In addition, any deviation from parabolicity, and the valence
band states in quantum wells very often are not parabolic over a wide range of
energy, will mean that the constant energy surfaces are not circles, leading to a
density of states that is not constant in energy. As well as the complicated step
structure the density of states may increase between steps and smooth out the
profile somewhat. The net result is that the valence band density of states is often
much higher than the conduction band density of states, with the result that the
quasi-Fermi level for electrons penetrates the conduction band far more than the
hole quasi-Fermi level penetrates the valence band.

6.5 Optical transitions in semiconductor quantum wells

The energies of the quantized states determine the emission wavelength, and the
density of states contributes to the gain, as described in chapter 4. The strength
of the optical transitions is determined by the matrix element, and quantum wells
differ substantially from the bulk in this respect. Of primary interest is the
process of stimulated emission, but many texts on quantum wells deal with
absorption. Bear in mind that absorption and stimulated emission of radiation are
essentially the same interaction in quantum mechanics. Which of the two
processes occurs depend only on the initial state of the electron, with the matrix
element for the two processes being identical.

In the description of bulk transitions given in chapter 4, the Hamiltonian for
the interaction of electromagnetic radiation with electrons and holes was

Figure 6.14. The total density of states in the valence band is the sum of the light and
heavy hole contribution and can be quite complicated.
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shown to be proportional to A. p, where A is the vector potential of the electro-
magnetic field and p is the momentum operator. Clearly, A is related to exp(jk0.r),
where k0 is the wavevector of the optical radiation and r is a position vector. In
general the wavelength of light involved in bandgap absorption is long compared
with the dimensions of the quantum well so we can regard the exponential as
approximating to unity and only the amplitude of the optical field need therefore
be considered.

For the sake of definiteness, assume that the incident light is plane polarised
in a particular direction, say x. This means that the light can be incident either in
the plane of the quantum well and propagating in the y-direction, or it can be
incident perpendicular to the plane of the quantum well and propagating in the z-
direction. In either case the interaction Hamiltonian will contain a term of the
form A0 .  px, because the electron momentum must be acting in the same direc-
tion as the optical electric field for an interaction to occur. Fermi’s golden rule,
also given in chapter 4, gives the probability of an interaction in terms of the ini-
tial (I) and final (f) states according to the matrix element

where some of the coefficients have been left out for convenience. The exact
nature of the initial state is important here. So far the nature of the Bloch func-
tions has been glossed over, and whilst it is not the intention to describe their ori-
gin in great depth, some recognition of their properties is important. Specifically,
as we are concerned with transitions from the light and heavy hole states to the
conduction band, the Bloch functions relevant to these bands are needed. There
are two Bloch functions per band corresponding to the two spin states, and the
Bloch functions themselves are constructed from linear combinations of the basis
functions ux, uy, and  uz [6]. The basis Bloch functions are related to the p-
orbitals of the atomic wavefunctions and have similar symmetry properties. It is
the directionality of the basis Bloch functions that is key to understanding the
optical transitions.

Dealing with only one spin state (the opposite spin state differs only in the
signs of some of the terms) the heavy hole Bloch function can be written as

and the light hole Bloch function is

Looking first at the heavy holes, the Bloch functions contain no z-dependence so
the states can be split into their separate x-y and z dependences as before
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(equation (33)). Recognising that the momentum operator is a differential, the
term in ψi of equation (63) becomes

where the envelope χ(z), being independent of x, can therefore be taken out of
the integral. The integral over all space can then be separated into a product of
integrals over x-y and z, i.e.

where rxy is the position vector in the x-y plane. Concentrating first on the terms
in x-y, expansion of the wavefunctions into their plane wave form using the com-
plex exponential (equation (28)) leads to a product of the form

where - kf arises because of the complex conjugate. This is an oscillatory term so
the integral over all space must average out to zero for any non-zero value of (ki
- kf). Therefore any states for which ki ≠ kf can be disregarded. In short, momen-
tum is conserved in the x-y plane. If ki= kf, however, the complex exponential
simply becomes unity and the matrix element is greatly simplified. After further
manipulation it can be shown that

where the subscripts have been changed from I (initial) to hh (heavy hole) and
from f (final) to c (conduction), and pc-hh is the momentum matrix element (the
first integral) as defined in equation (11) of Appendix III. This integral is nonze-
ro because, from equation (62), uhh has a component in the x-direction. The inte-
gral over the envelopes χ is known as the overlap integral and is non-zero only
if the states have the same parity. That is, a transition from the n = 1 state of the
valence band to the n= 1 state of the conduction band (hh1→e1) is strongest,
hh2→e1 is forbidden as the integral goes to zero, and hh3→e1 may occur if the
bound states exist but will be weak. However, hh2→e2, hh3→e3, are allowed
because of the overlap, provided, of course, that the states are bound. Light hole
to conduction band transitions can also occur because the Bloch functions uth
also contain terms varying in x that can interact with the momentum operator.
However, the prefactor 1/√ 6 means that the transition is weaker by a factor of
three [2, p 236] as the transition probability is related to the square of the matrix
element. In addition, the light hole state is at a higher energy in the valence band
so the heavy hole transition is the more prominent.
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It is possible therefore to sum up the selection rules for normal incidence:

• transitions are allowed for plane polarisation in both the x and y direc
tions (only x has been treated above but y is identical);
• momentum must be conserved in the x-y plane;
• the overlap integral restricts transitions among states of similar parity
and in practice this usually means from the lowest lying heavy hole to the
lowest lying conduction band.

For light incident in the plane of the well polarised in the z direction it is the
heavy hole Bloch function rather than the envelope function that can be taken out
of the integral as being independent of z.

Therefore the matrix element contains a term of the form

It is now the plane wave terms that appear as an overlap integral but these states
are orthonormal and all the integrals go to zero. Therefore the transition proba-
bility goes to zero, so an electric vector in the growth direction cannot interact
with heavy hole states (figure 6.15). For light hole states, though, the Bloch func-
tion contains a term in uz. Therefore the Bloch functions cannot be extracted
entirely out of the integral which then becomes non-zero. For light hole states
transitions between the valence band and conduction band are therefore possible
for light polarised perpendicular to the well. The implications for the operation
of a laser are as follows:

• Light can propagate perpendicular to the plane of the well or in the plane of
the well.

• For light propagating in the plane of the well, the laser is a conventional
edge-emitting device.

Figure 6.15. Polarisation selection rules for heavy holes.
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• As with a DH laser the light must be guided by a refractive index difference
and will propagate as either a TE mode or TM mode.

• The TE mode will dominate as the heavy hole transition is more probable
than the light hole transition and is at a lower energy.

•The output from an edge-emitting quantum well laser is therefore predomi-
nantly polarised in the TE mode.

• Light propagating perpendicular to the well requires a different cavity to be
constructed. Such lasers, called vertical cavity surface emitting lasers
(VCSELs), are indeed possible but will be described in chapter 7.

Before leaving the topic of polarisation selection rules it is appropriate to men-
tion the intra-band transitions that occur when the polarisation lies in the growth
direction, i.e. from n=1 in the conduction band to n=2 in the conduction band and
similarly for electrons. These transitions are not involved in the lasers discussed
in this chapter, but they are exploited in the quantum cascade laser (chapter 12)
and it makes sense to deal with the physics behind the transition selection rules
at the same time as other transitions are described. In essence, the overlap inte-
grals do not all go to zero as the confined states, being within the same band, are
derived from the same basis set. Moreover, the momentum operator, being a dif-
ferential, flips the parity of the initial state so transitions between sub-bands, as
these states are called, of different parity are made possible.

6.5.1 Gain in quantum wells

Equations (86) and (87) of chapter 4 give the gain in a semiconductor when the
light is polarised in a particular direction. A slight modification is required for
heavy hole states in a quantum well. In bulk material the electron wavevector is
not constrained but only those electrons with wavevector in the same direction
as the electric vector of the incident radiation can undergo a stimulated transition.
Hence the matrix element has to be averaged over all directions and is reduced
by a factor of 1/3 (the factor of 1/6 appears because of an existing factor of ½).
For heavy holes in a quantum well, however, there are no electron wavevectors
in the z-direction so the averaging has to be performed over only two directions.
Therefore the gain is increased by a factor of 3/2 over the bulk. Furthermore, the
matrix element decreases with the total energy of the electron, and becomes [7]

where Ez is the quantised energy of the electron, Ee is the total energy of the elec-
tron
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and Eg, c is the conduction band edge. The matrix element enhancement will be
different for light holes because the electron wavevectors will average over space
differently according to the different selection rules.

The matrix element is also polarisation dependent. Quite general expres-
sions exist for the matrix elements when the electron wavevector lies at an arbi-
trary angle to the electric vector [8], but the simplest and most convenient is a
matrix element of the form

for heavy holes and

for light holes, where ez is the unit vector along the direction of the vector poten-
tial A. For TE polarised modes ez=0 leading to a matrix element for heavy holes
that is a factor of three greater than for light holes. For a TM mode where ez=1
the matrix element for the heavy hole transition is zero but the matrix element
for the light hole transition is two. These forms take into account the enhance-
ment due to averaging of the polarisations in the quantum well.

With these ideas it is now possible to look at the gain spectrum. We can
define a maximum gain from equation (chapter 4, 89) when the difference
between the quasi-Fermi levels is + 1. The reduced density of states is simple to
derive in a quantum well because the step increase in the idealised density of
states for both electrons and holes differs only by the mass, which can be fac-
torised out in the form of a reduced mass (equation chapter 4, 86) with separate
expressions for the light and heavy holes. Typically for GaAs the maximum gain
is ~ 104 cm-1. A difference in Fermi occupations of + 1 implies that the quasi-
Fermi levels are well into the bands but the transition energy is well below the
Fermi level separation. In fact, the minimum transition energy is the quantum
well band gap, i.e. from the first quantised state of the conduction band to the
first quantised state of the heavy hole band (see figure 6.16).

The gain will therefore rise sharply as the density of states increases in a
step-wise manner, but as the photon energy increases the gain will decrease to
zero at the Fermi level separation, where both Fermi functions are equal at ½. At
high photon energies, when the difference in Fermi functions is -1 the gain is a
minimum and becomes equal to the bulk absorption. As the Fermi levels are driv-
en further into the bands the maximum gain remains at the quantum well band
edge but the zero gain is pushed higher in energy. In addition the density of car-
riers in the second quantised state increases, but because of the asymmetry in the
densities of states between the conduction and heavy hole states this is likely to
happen in the conduction band first. Figure 6.17 illustrates the effect on the car-
rier density.
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Once the second quantised state becomes populated transitions from this
state become possible, even if the hole quasi-Fermi level has not penetrated the
second heavy hole state. This sounds counter-intuitive because the overlap inte-
gral only allows transitions from the same principal quantum number,

Figure 6.16. Identifiable points in the gain spectrum super-imposed on the energy level
structure. The Fermi functions for the conduction and valence bands and the correspon-
ding gain are shown.

Figure 6.17. The Fermi functions (dashed lines) and carrier densities (solid lines) for
three quasi-Fermi level positions (vertical arrows) between the first and second quan-
tised states which is shown as the box structure.
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and we would therefore expect both Fermi levels to have to enter the second level
in order to ensure population inversion. However, the condition for positive gain
is that the photon energy must be less than the Fermi level separation so a tran-
sition is possible between two n=2 levels even if the quasi-Fermi levels have not
entered both states. Whether the laser output is dominated by these transitions or
transitions from the n=1 states depends primarily on the gain at threshold,
because the carrier density tends to be clamped at the threshold value and the
Fermi level no longer moves with current. If the gain maximum corresponds to
the n=1 level this comprises the output, but if the gain from the n=2 level is high-
er at threshold then this will dominate. An exception can occur in quantum well
devices operated at high power, where junction heating causes both a reduction
in band gap and an increase in the carrier density of the second level via the
effect of the increased temperature on the Fermi function. If this is sufficient to
tip the gain maximum in favour of the second level the output wavelength will
switch during operation [9].

The expected gain at a moderate carrier density is illustrated in figure 6.18,
along with the maximum gain. The maximum gain depends inversely on the pho-
ton energy and therefore decreases with increasing energy, which trend is accen-
tuated by the dependence of the matrix element on electron energy, until the
increase in the density of states causes the gain to rise. In practice the gain (solid
lines) decreases much more rapidly with energy than the maximum gain because
of its dependence on the Fermi occupation functions, i.e.

This is very much an idealisation, for a number of reasons:

• First, at low levels of injection there will be a single triangular profile
from the n=1 transitions only, but before the injection levels bring the sec-
ond set of transitions into play the light hole states should also contribute.
However, the polarisation selection rules dictate that for TE polarised
radiation the light

Figure 6.18. Schematic illustration of the gain from a quantum well laser.
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hole transitions are a factor of three weaker so at most the light holes rep-
resent a small perturbation. For TM modes, of course, heavy hole transi-
tions are forbidden and only light hole states are observed. Given the dif-
ference in energy between first quantised states of the light and heavy
holes we would expect a similar profile as in figure 6.18 but shifted high-
er in energy.
• Second, the failure of the parabolic band model caused by band mixing
in the valence band (see Appendix III) will mean that the simple step
function approximation to the density of states is unrealistic.
• Third, the finite well height can lead to wavefunctions that penetrate
quite deeply into the barriers so that the overlap integrals are non-zero for
odd-to-even transitions, for example n=2 in the conduction band to n=1 in
the valence band [10]. This is particularly true for non-zero values of the
in-plane wavevector where the total energy of the electron or hole is such
that the confinement is reduced, and these extra transitions should also
contribute to the gain.
• Fourth, the idea of a sharp transition at a well-defined transition energy
is not physically realistic and a finite line width for the transitions leads to
a smoothing of the gain profile.

The last process is generally known as relaxation, and incorporates carrier-carri-
er and carrier-phonon scattering into a single timeconstant. In fact, carrier-carri-
er scattering processes tend to be sub-picosecond whilst carrier-phonon interac-
tions are slightly longer at about a pico-second or more [11]. This leads to a line
width for the transition which is limited fundamentally by Heisenberg’s uncer-
tainty principle, and is inversely proportional to the lifetime of the electron in the
excited state, i.e. h/τ. The most common values lie in the range 0.06 ps to 0.1 ps
for both bulk material and quantum wells [12] with the upper value being com-
monly used [13]. The line width is then ~ 17 meV. The line width represents a
spread of energies for the transition, so for a pair of states at an energy E there is
a chance that the photon will be emitted at an energy hω≠E. However, in order
to use the concept a line width function - an expression for the probability of
finding a transition within this range of energies - is needed. If this function is
L(E) the gain is

It is the effect of the line width that causes the rounding off of the sharp features
in the gain profile, and even leads to a small but non-zero gain below the energy
of the transition where the density of states is zero. The simplest line width func-
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which is quite narrow when plotted on a linear scale but when plotted on a log-
arithmic scale, as shown in figure 6.19 for three different time constants, there is
a small probability of a transition extending out to a few hundred meV from the
central transition energy E=hω. The influence of these low energy transitions on
the total gain is excessive and the Lorentzian function is actually not the best. It
can in fact lead to a small sub-bandgap absorption [11], which is not physical. An
asymmetric function with less emphasis on low energy transitions is better suit-
ed [13]. Alternatively an energy dependent timeconstant can be used in conjunc-
tion with the Lorentzian function to bias the line width in favour of the higher
energy transitions.

Experimentally, gain functions have been measured on a number of differ-
ent systems. In general the findings correspond well with the purely theoretical
expectations given above. The gain in multiple quantum well (MQW) diodes in
GaAs/AlGaAs shows a strong polarisation dependence with the TE polarisation
switching on at a lower energy than the TM polarisation [12, 14]. However, the
strong asymmetry in the gain profile caused by the sharp rising edge at low ener-
gy with the tail at higher energies is not always observed. One of the most com-
mon methods of measuring the gain is due to Hakki and Paoli [15]. The gain is
measured at sub-threshold currents where the carrier density is not clamped and
significant variations in Fermi level position are possible. It is a fairly simple
matter of optics to relate the field amplitude outside the laser cavity to the field
amplitude inside, which of course depends on the gain. The field amplitude
depends on whether constructive or destructive interference occurs within the
Fabry-Perot cavity so by taking the ratio of neighbouring maxima and minima in
the output the gain at a particular

Figure 6.19. Lorenztian functions for three different time-constants from 0.05 ps to 1 ps
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wavelength can be extracted. This is not the material gain defined by equation
(77) but the modal gain G, where

where Γp(λ) is the polarisation and wavelength dependent optical confinement.
The optical confinement is not strongly dependent on the wavelength but it rep-
resents an extra distortion in the measured gain. In consequence the gain from
each transition tends to resemble a smooth, rounded, symmetric peak which sat-
urates as threshold is reached [10]. Fitting equation (77) to the experimentally
measured gain functions allows the timeconstant to be determined.

Finally on the subject of gain, it remains to say something about the effect
of high carrier densities. The foregoing treatment is essentially a one-particle
treatment in which carriers are considered in isolation and the total effect is sim-
ply proportional to the number of carriers, with the exception of the carrier-car-
rier scattering represented by the Lorentzian lineshape function. This is clearly
not a one-particle effect, and in fact, other many body effects can occur. Most
important is the effect of a high carrier density on the bandgap. Typical thresh-
old carrier densities are of the order of ~ 1018 cm-1 and at such high densities elec-
trostatic screening can interfere with the atomic potentials, causing the electron
wavefunctions to overlap to a greater extent and reducing the bandgap. Balle [11]
has considered analytical approximations to the gain equations in quantum well
devices including the effect of bandgap re-normalisation, as the phenomenon is
most commonly known, and shows that apart from a redshift the gain profile is
to all purposes independent of the bandgap shrinkage. Mathematically, the renor-
malisation is considered to be directly related to the average separation of the
carriers and is therefore proportional to the cube root of the carrier density [16].

6.6 Strained quantum wells

The concept of a strained layer has been met already in connection with double
heterostructure devices. To recap, strain occurs in heterostructures when the lat-
tice parameter of the substrate does not match the lattice parameter of the
deposited layer, which therefore deforms in order for the two lattices to register
with each other. However, strained layers must be thinner than the critical thick-
ness, after which plastic deformation occurs via the creation of dislocations.
These can act as non-radiative centres and in most materials will destroy the laser
action. As the critical thickness may be no more than a few nanometers, strain
has to be avoided at all costs in the DH laser, but quantum wells can be fabricat-
ed quite easily below the critical thickness. Such layers are therefore stable and
can be used to construct diode lasers, even for operation at high power.
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Strained layer lasers exhibit improved performance over lattice matched
lasers, principally because of the effect of strain on the valence band, which is
described in more detail in Appendix IV. In essence, strain in bulk material alters
the band gap and lifts the degeneracy of the light and heavy hole bands. The
effect of quantum confinement, which is to separate these states according to
effective mass, is superimposed on this initial separation. The peak in the gain
spectrum is shifted in wavelength to match the bandgap, so the well width has to
be different from that in unstrained material of the same composition to give a
specified output wavelength. In compressively strained materials the band gap is
increased and the light hole band is pushed deeper relative to the heavy hole.
Therefore the quantum confined heavy hole and light hole states are even further
apart in energy. Furthermore, the heavy hole states have their in-plane effective
mass reduced, thereby reducing the density of states. Tensile strain decreases the
bandgap and causes the light hole to rise in energy relative to the heavy hole
band. If the strain is large enough the light hole forms the band gap. In the plane
of the well, however, the effective mass is increased.

The band mixing effects in compressively strained lasers are much reduced
by the greater separation and the valence band therefore approximates much
more to a parabolic dependence of energy on wavevector than in the unstrained
case. This further reduces the density of states, especially in narrow wells. Figure
6.20 shows the valence band density of states calculated by Pacey et al. [17] for
1% compressively strained InGaAsP quantum wells designed to emit at 1.3 µm.
For 2.5 nm wells two levels only contribute to the density of states, the topmost
heavy hole and the topmost light hole states. For the 4.0 nm wide well the sec-
ond heavy hole state contributes before the light hole state and for the 10.0 nm
well the third heavy hole state contributes before the light hole state. The devia-
tion from the simple step function is due to the non-parabolicity

Figure 6.20. The valence band density of states in 1% compressively strained 1.3 µm
InGaAsP quantum well lasers. (After Pacey et al.)
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of the bands, but even so it is clear that for narrow wells the density remains
low over some 30 meV. The condition for charge neutrality within the well
determines the density of holes which, with a lower density of states caused by
the two mechanisms above, can only be achieved by a deeper lying Fermi level
(figure 6.21). Therefore, while the reduction in density of states would appear
to reduce the gain somewhat, the effect is more than offset by a more balanced
distribution of the Fermi levels between the two bands, which means that it is
easier to achieve population inversion and the threshold current is lowered.

The redistribution of the Fermi levels also affects the differential gain. To
recap, the differential gain is the rate of change of gain with carrier density, and
it influences several aspects of diode laser performance. In telecommunications
it affects the modulation rate as well as the output spectrum and in high power
diode lasers it affects the formation of filaments, or lateral modes, observed in
broad area structures. The maximum in gain appears at photon energies corre-
sponding to the band edge in quantum well devices, the smoothing effects of the
time constant notwithstanding, so if the quasi-Fermi level lies high in the con-
duction band but relatively low in the valence band, possibly not even entering
the valence band in the extreme case of a very high density of valence band
states, the change in carrier density at the band edges is relatively insensitive to
changes in the Fermi level. The reduction in the density of valence band states in
a compressively strained quantum well leads to a greater sensitivity to changes
in carrier density.

For the reasons given above, early work on strained quantum wells con-
centrated on compressively strained systems, but in tensile systems the valence
band edge can be changed from heavy hole to light hole. Figure 6.22 shows the
threshold current and polarisation of tensile strained 11.5 nm wide GaAsP QW
lasers as a function of GaP content and shows clearly the switch from TE to TM
polarised output [18]. The rise in threshold current at large GaP

Figure 6.21. A Reduced density of states in the valence band leads to a greater penetra-
tion of the Fermi level into the valence band.
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content is a consequence of the smaller band offset and the loss of carriers from
the well. In lattice-matched quantum wells the matrix element for the TM mode
is larger than for the TE mode so the switch in polarisation should also result in
a larger gain. However, there is an additional effect of strain; strain of whatever
type can also enhance the relevant matrix elements through spin-orbit coupling,
which occurs when the split-off band lies close in energy to the light hole band
[19]. It is not necessary to consider the effect here, but interested readers are
referred to the paper by Chang and Chuang [19] where analytical expressions for
the spin-orbit effect are given in terms of the fundamental material parameters
available in reviews such as that by Vurgaftman et al. [20].

Modelling of InGaAs wells on InGaAsP layers lattice matched to InP
showed that tensile strained lasers emitting in the TM mode can exhibit not only
a high gain but also a high differential gain [21]. The light-hole to split-off ener-
gy separation is 150 meV for InGaAs and 0 meV for InGaP [20] so spin-orbit
coupling will be very strong for the latter, which is often used for visible red-
emitting lasers. In InGaAsP wells in InGaAs barriers, the spin-orbit effect
enhances the TE matrix elements for the light hole under compressive strain by
a factor of three from 0.5 to 1.5 × the bulk momentum matrix element whilst sup-
pressing the TM matrix element almost to zero. Under tensile strain, however,
the inverse applies, with the TM matrix element being enhanced to 3 × the bulk
whilst the TE matrix element is suppressed. By contrast, strain alone has hardly
any effect on the matrix elements near the zone centre (kx y ~ 0). Figure 6.23
illustrates what might typically be expected from strained InGaAsP lasers [22].

Figure 6.22. Threshold current in GaAsP QW lasers showing changes in the output
polarisation with increasing GaP content. The lines are for guidance only. (After Tolliver
et al. [18].)
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6.7 Optical and electrical confinement

This discussion of semiconductor quantum wells and lasers began with the asser-
tion that a quantum well is to great extent a natural extension of the DH.
Although the physics of the energy states and transition selection rules is very
different, as far as the growth is concerned the techniques are very similar. The
essential difference lies in the width of the active layer. Consideration of the opti-
mum active layer dimensions of the DH laser reveals that anything thinner than
150-200 nm is likely to have a large threshold current due to the loss of optical
confinement, and we would expect that to be true also of the quantum well. A TE
mode will propagate in an infinitely thin symmetric waveguide, so we can still
expect optical confinement of some sort, but it will be small, and because of it
the threshold current density will be high. Using multiple quantum wells (MQW)
increases the optical confinement because the presence of several layers of high
refractive index leads to an effective refractive index across a thicker active
region. One of the first reports of multiple quantum well lasers, published in
1979 [23], used 13.6 nm GaAs wells in 13 nm AlGaAs barriers and the combined
effect led to a confinement of ~ 0.35. Incidentally, the authors of this particular
work were keen emphasise the quality of the interfaces in this structure. The
amount of work in the open literature on multiple quantum wells since that time
is enormous and such structures are grown routinely in a wide range of materi-
als. We take it for granted that the quality of the material is high but in 1979 the
increase from 2 interfaces to 28

Figure 6.23. Illustrative effects of strain on the polarised gain as a function of carrier
density. TE polarisation is enhanced under compressive strain and TM polarisation
under tensile strain. The differential gain is given by the slope and is similarly enhanced
by strain. (After Jones and O’Reilly [22].)
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interfaces gave the authors reason to question whether the device would work at
all. It did, and demonstrated the suitability of MBE for the growth of high qual-
ity opto-electronic materials and interfaces.

Although the optical confinement is enhanced in MQW devices, the effect
is most pronounced when the wells and barriers are a similar thickness. If the
wells are thinner than the barriers the effective index is low, and if the barriers
are thinner than the wells the probability of tunnelling between wells must
increase, changing the MQW structure to a superlattice (SL). In a superlattice the
electronic communication between wells leads to the formation of mini-bands of
states rather than isolated states at discrete energies (see chapter 12). Detailed
modelling of MQW structures designed to emit at 830 nm, 130-0 nm, and 1550
nm [24] shows that for total thickness below 50 nm the width of the optical mode
increases rapidly with decreasing thickness as the optical field extends into the
cladding layer. Above 50 nm the optical confinement increases slowly with the
total thickness but the effect saturates with the number of wells, and little is to be
gained from having more than 5 wells. That is not to say that quantum well lasers
having more than five wells are not useful. Increasing the number of wells is an
obvious way to increase the active volume, and hence the power output, without
increasing either the cavity length or the aperture. Obviously, the threshold cur-
rent will increase with the additional wells.

Many multiquantum well devices reported in the literature are intended for
high power use, but in addition to increasing the power output the modulation
bandwidth is also increased with an increase in well number, but the bandwidth
eventually saturates as transport effects begin to limit the response of the lasers
[25, 26]. That is to say, transport is generally considered to be a consequence of
carrier capture, carrier escape, and diffusion across the barriers [27]. The finite
time taken for carriers to diffuse from the contacts to the centre of the quantum
well, overcoming the multiple barriers in the process, increases the turn-on time
and limits the modulation frequency [28, 29]. If the barriers are high, and numer-
ous, then even under steady state conditions there may be significantly more car-
riers at the edge of the MQW structure than at the centre, severely affecting the
gain in the centre wells. Hole transport in particular seems to be the limiting fac-
tor [30, 31]. Multiquantum well lasers therefore do not have large numbers of
wells, and a common geometry is to place the wells in a separate confinement
structure [32, 33].

The separate confinement heterostructure (SCH) concept is illustrated in
figure 6.24 for single quantum wells, though any number of wells can be incor-
porated provided the critical thickness is not exceeded. Additional optical con-
finement can be provided by an extra pair of heterojunctions (figure 6.24a) with
the barrier layers for the carrier confinement lying within these. As the refractive
index is generally inversely related to the bandgap the outer layers form the
waveguide so that the optical field is confined by this junction, whilst the carri-
ers are of course confined within the quantum well. The issues involved in this
structure will not be immediately apparent but they number several.
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• The materials have to be lattice matched across wide compositions so
that dislocations are avoided at every interface. Dislocations generated at
any interface in the structure will be propagated through the epitaxial
growth so even the cladding layers have to be defect free.
• Low refractive index layers can be easily achieved in the AlGaAs-GaAs
system, and with the use of quaternary layers in other materials systems,
but if the band gap is too large contacting the materials becomes difficult.
• Given an upper limit on the bandgap of the cladding layers, the band
gap of the optically confining layer (quantum well barrier) has to be cho-
sen to lie between this and the quantum well band gap. A large offset at
the optical interface will lead to strong optical confinement but possibly
poor carrier confinement, and on the other hand, a high quantum well bar-
rier will lead to good carrier confinement but poor optical confinement.
Low optical confinement will result in a low modal gain, whilst low carri-
er confinement

Figure 6.24. Separate confinement heterostructure configurations, including a step (a)
and linearly (L-GRIN) and parabolically (P-GRIN) graded index structures (b).

© IOP Publishing Ltd 2005



will lead to population of the quantum well barrier, increasing the thresh-
old current.

The SCH therefore represents an additional degree of complexity in the design
and the structure of the laser which ensures that not only is the optical field con-
fined but also so are the carriers, and to some extent these two are mutually
incompatible.

Optimisation can be by experiment or by design. Experimentally, the sim-
ple step GaAs SCH laser has been investigated by Givens et al. [34] who built
five lasers with different barrier compositions but with a fixed cladding compo-
sition of 85% Al. For a total barrier width of 200 nm (100 nm either side of the
quantum well) and for a fixed cavity length of 815 µm, the optimum threshold
current was found to be ~ 150 A cm-2 at a barrier composition of 23%  Al.
Contrast this with the threshold currents  > 104 A cm-2 observed in the first homo-
junction lasers. Clearly, this approach to optimisation is limited because many of
the parameters have to be fixed. An alternative is to model the laser, taking into
account the waveguide structure, the gain, the facet reflectivity, the material
absorption etc. For a discussion of optical modelling techniques the reader is
referred to Czyszanowski et al. [35, 36] who have constructed a comprehensive
optical model of not only the SCH laser but also other optically confining struc-
tures in AlGaAs-GaAs. Finally, it is worth pointing out that the lattice matching
in AlGaAs-GaAs tends to induce the belief that any thickness of AlGaAs is pos-
sible, but dislocations do occur, especially on other growth orientations, and their
formation and avoidance is discussed by Gutiérrez et al. [37].

Two variations on the SCH structure are shown in figure 6.24(b), in which
the band gap, and hence the refractive index, is graded (GRIN) either linearly or
parabolicly. These structures can offer advantages over the step-SCH in so far as
a poor carrier confinement effect can be offset somewhat by the smaller volume
of material at the lower band gap. Thus, if the confinement in the quantum well
is poor because of a low barrier the in-built electric field due to the band gradi-
ent will concentrate the carriers near the edge of the well. This will naturally con-
tribute to a lower threshold current as carriers are not wasted filling up states
within the barrier layer. Yamamoto et al. [38] have defined the optimum struc-
ture for low threshold currents in 1.55 µm GRIN-SCH lasers in strained
InGaAsP, where the GRIN layer was formed by stepped compositional changes.
Formation of a continuously graded structure again implies not only lattice
matching over a wide range of composition, which is relatively straightforward
in AlGaAs-GaAs, but also the control over the growth of a complicated quater-
nary system to get the right grading in the InGaAsP composition. Hence the use
of steps in composition is common in InGaAsP [39]. Detailed modelling reveals
that the optimum is a three-step GRIN layer, each step being 100 nm thick, with
bandgap wavelengths of 1.0 µm, 1.05 µm and finally 1.1 µm at the edge of the
well. The calculated carrier density
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outside the well is minimised in this structure, and fabrication of a 10 nm wide
strained well produced a threshold current of 98 A cm-2. Optimised multiquantum
well lasers can be very stable against temperature variations in the threshold cur-
rent, with characteristics temperatures rising from ~ 150-200 K in a single well
to something in excess of 300 K with multiple wells [31].

GRIN structures can also be exploited in carrier transport across the SCH
layer. Transport across the step-SCH is by diffusion, and is characterised by an
ambipolar diffusion coefficient that averages out the difference between the elec-
trons and holes. The ambipolar diffusion coefficient in AlGaAs is 2.5 cm2 s-1 and
3 cm2 s-1 in AlGaInAs cladding layers in InGaAs lasers [30]. Transport across
GRIN layers is assisted by the in-built field and can be much faster, as demon-
strated directly by time-resolved photoluminescence [40]. Carriers injected into
the structure optically by a fast pulse are transported to the well and captured. It
takes time, therefore, for the photoluminescence from the well to rise to its max-
imum intensity before it decays through the steady radiative recombination of
carriers. Alternatively, or sometimes in addition, the decay of the luminescence
from the barrier can be monitored. An extensive investigation into optically mon-
itored transport in quantum well systems, together with a review of other rele-
vant literature, is provided by Marcinkevicius and co-workers [30, 41, 42].

It is important to distinguish between capture rate and capture efficiency. In
time-resolved luminescence measurements a change in the intensity of the lumi-
nescence may be caused by carrier capture or carrier emission, but other process-
es are occurring and some analysis is required before capture rates can be extract-
ed. The ultimate fate of all carriers injected into the system is to recombine so
there must be equal numbers of electrons and holes injected from each contact.
In the ideal device all of these carriers will end up in the quantum well, so the
charge density will be zero. However, it takes time for the carriers to reach the
well and to be scattered into it, so charge neutrality will not exist initially. The
charge will be distributed throughout the OCL and the quantum well, and will
change with time as the carrier densities change. Moreover, if carriers are re-
emitted from the well, which can happen if the barrier is low, it is unlikely that
equal numbers of electrons and holes will be emitted because the barriers will be
different. Therefore charge neutrality within the well may be violated, but taken
over the whole of the OCL and the quantum well together charge neutrality must
exist. If large numbers of carriers exist outside the well, i.e. if the capture is inef-
ficient, internal electric fields may be set up within the OCL layer as the charges
redistribute themselves. These electric fields affect the transport and the capture
rates. Full dynamic simulations involving time-dependent solution of Poisson’s
equation are possible, but sometimes a simpler approach is adopted.

Morin et al. [40] measured the time-resolved luminescence in GaAs-
AlGaAs step-SCH and GRIN-SCH structures, as illustrated in figure 6.23(a)
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and (b). The evolution of the carrier density within the cladding layer is given by

where z represents the direction of drift. The last two terms represent respective-
ly the decay of the carriers in the barrier and the capture of carriers within the
well, and f(z) is a capture parameter set equal to unity if the carrier is within a
certain distance of the well and zero if the carrier lies outside. The capture area
is similar to the well width and simply represents the reality that a carrier well
away from the well will not be captured whereas a carrier close to the well will.
Quantum wells are extremely efficient at capturing carriers so this simple
approximation is not far from the truth. The time constants τb and τw represent
respectively the lifetime of carriers in the barrier and the capture time into the
well. The first term in (80) is simply a diffusion term with the ambipolar diffu-
sion coefficient Damb, but the second represents the drift caused by the internal
electric field, and is simply the divergence of the particle flux.

where v, the velocity of the carriers, is expressible in terms of the band gap gra-
dient, via

Using this model, in conjunction with experimental data, it is possible to show
that capture times are of the order of 1 ps, possibly varying from 0.8 ps at low
temperature to 3 ps at room temperature, with capture/transport times in the step-
SCH being considerably longer than in the GRIN-SCH. In fact, in both the L-
GRIN and the P-GRIN structures carriers are swept to the edge of the well where
there is a delay of a few ps before capture.

Equation (80) is known as a rate equation. When the carrier density is cou-
pled to the photon density, rate equations can be used to model the modulation
performance of laser structures. Such modelling will be described in detail in
chapter 8, but here a single equation in the carrier density is used to extract time-
constants. It has to be emphasised that this is an indirect technique. Observed
decays have to be modelled in order to extract the time constant for capture and
transport. As well as time resolved photo-luminescence, four wave mixing has
also been used to give capture times in the range 1.5-1.8 ps and escape times of
8 ps in InGaAs wells [43]. By way of analysis, Monte Carlo simulations of cap-
ture yielded capture times into 8.5 nm wells of 0.56 ps for electrons and 0.44 ps
for holes, rising to 1.7 ps and 1.1 ps respectively for 7.5 nm wells. Direct deter-
mination of the modulation response
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using electrical impedance measurements is another method which again
depends on rate equation analysis [44] and this has revealed a carrier dependent
capture time in multi-quantum well InGaAs-AlAs-GaAs devices [45] varying
from 14 ps at low currents (1 mA) to 1 ps at high currents (50 mA). Similarly,
the intrinsic capture time in InGaAs multiquantum wells, separated from any dif-
fusion effects has been determined to be between 0.2 and 0.5 ps [46]. Effective
capture times that include an element of diffusion are, of course, longer at 2-5 ps,
but escape times were found to be very much longer, typically 2 ns. Sometimes
the rise times are reported without any analysis. A characteristic rise time of 45
ps has been observed for as-grown 5 nm InGaAs wells in GaAs barriers falling 
to 20-25 ps for wells mixed by ion implantation [47].

Determination of the capture times in quantum wells is an ongoing subject
of experimental and theoretical research. The capture times, as well as the trans-
port across the OCL directly affects the modulation response of the lasers. The
picture is far from clear. The measured data varies enormously, from fractions of
a picosecond to over 60 ps, and theoretically the picture is just as uncertain. The
earliest calculations, by Brum and Bastard [48], predicted that capture rates
would oscillate with the well width, a prediction that has been reproduced in
more than one theoretical work [49-55]. Others have expressed the phenomenon
as an oscillatory mobility [56]. The principal cause is the wave-mechanical
description of the electron. The electron wavevector changes at the well-barrier
boundary and some reflection is inevitable (figure 6.25) at both interfaces. Phase
coherence between the reflected and transmitted components leads to an oscilla-
tory reflection and transmission which are of course out of phase with each other.
The reflection is high when the transmission is low. If the well width were to be
varied smoothly the transmission would rise and fall as the phases between the
components making up the transmission align, and in the ideal case of normally
incident mono-energetic electrons not scattered this oscillatory behaviour would
carry on

Figure 6.25. Reflection, transmission, and capture of an electron “wave” incident on a
quantum well.
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indefinitely as the well width increased. Two things occur to modify the picture.
First, the phase coherence is reduced somewhat by the variation in incident
angles among the electrons, which leads to corresponding variations in the nor-
mal component of the wavevector, so the maxima and minima are smoothed out
somewhat as well width increases. Second the electrons are scattered as they tra-
verse the well. Without scattering there can be no capture, because to be confined
within the well the electrons must lose energy. Therefore the transmission reso-
nances are damped with increasing well thickness, and the average transmission
probability decreases with well thickness.

The oscillatory capture rate arises from the phase coherence, and is in phase
with the transmission, because a high transmission is also associated with a high
probability of finding the electron within the well, and of course the scattering
probability is related not only to the probability of finding the electron within
well boundaries but also the probability of finding a state into which the electron
can be scattered. Increasing the well width causes virtual bound states - the states
associated with the higher probability of finding the electron within the well - to
descend in energy, eventually becoming bound states. Brum and Bastard
assumed that electrons traversing the well emitted optical mode phonons and
were captured by these newly bound states, after which intra-band scattering
dominates the relaxation to the lowest level of the well. This process was not
considered in detail. A matrix element was defined to describe the probability of
scattering into the newly bound state, but, as you might expect from the above,
the probability of this occurring depends on the state being within an optical
mode phonon energy of the virtual state, and of course the energy separation will
also vary with well width. Therefore there are two oscillatory components to the
capture process; the reflectivity and the scattering.

The theoretical picture is still very much under development. The calculat-
ed capture times tend to lie in the range 10-100 ps, only becoming much lower
at the capture resonances and for wide wells [50, 52]. There are, in addition,
other ways of calculating the scattering probability than defining a matrix ele-
ment and using Fermi’s Golden Rule, which can overestimate the scattering rates
and become unphysical if the coherence length is shorter than the well width [51,
54], but the details are not needed here. Experimentally measured capture times
range the order of 1-2 ps to ~50 ps in InGaAs [57], InAs [58] and InGaAsP [59].
An oscillatory dependence of capture rate on well width is not observed experi-
mentally unless both the carrier density and temperature are low, and Baraff has
considered the question of electron-electron scattering to explain the observa-
tion. At high carrier densities the dephasing time for electrons is less than 10 fs,
and ~ 60 fs for holes, which suggests that for well widths > 5 nm the electron
phase coherence is destroyed and the oscillatory capture rates will not apply in
lasers operated at high temperatures and carrier densities.
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Capture times, then, would appear to be of the order of a picosecond. Many
of the measurements of relatively long capture times have been made on low
doped materials may not be relevant to laser structures where the carrier density
is high. Certainly, the discrepancy between theory and experiment in relation to
the oscillatory capture is almost certainly a consequence of the high carrier den-
sities. However, it is important to distinguish between capture times and capture
efficiency, by which is meant the proportions of carriers within the well com-
pared to those in the optically confining layers. Capture times are intrinsically
fast, but escape times are variable because the electrons and holes have to gain
energy to escape. If they are tightly bound to the well escape times will be long,
but if the quantised levels are relatively shallow re-emission from the well is like-
ly to occur and escape times will be fast. Another way of looking at this is to con-
sider the time averaged occupancy, as expressed by the Fermi function. In a shal-
low well under population inversion such that the Fermi level lies above the first
quantised state, the band edge of the barrier layer will also, by definition, lie
close to the Fermi level and a significant carrier density must exist in the barrier
layers. In short, although quantum wells are intrinsically good at capturing car-
riers the steady state occupancy of the well relative to the barrier layers will
depend on the details of the electrical confinement, on the relative densities of
states between well and barrier, and on the position of the Fermi level relative to
the band edge.

Such a situation can arise if the band offsets are not evenly distributed,
causing one well to be much shallower than the other (figure 6.26) [60]. A large
density of barrier states adversely affects the threshold current and the noise
properties of the lasers because recombination in the barrier layers gives rise to
emission which is well away from the gain maximum and therefore represents a
waste of injected carriers. However, such emission can also be used to evaluate
the capture times into the wells, as demonstrated in step-SCH strained
GaInAs/InP lasers [61], and neatly demonstrates the difference between capture
times and capture efficiency. Spontaneous emission profiles were used to meas-
ure the relative efficiency of compressively strained, lattice matched,

Figure 6.26. A low barrier density of electrons and high barrier density of holes caused
by a difference in band offsets.
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and tensile strained lasers to assess the suitability for high power operation. The
spectrum at low currents consists of emission from the well only, but at higher
currents an emission from the OCL can be seen. At threshold the intensity of the
well emission saturates, as would be expected from the clamping of the carrier
density, but the OCL emission continues to increase in intensity. The fraction of
integrated intensities, IOCL(IWELL +IOCL),emitted from the OCL is a measure of
the efficiency of the capture process, and also of the laser. Fitting theoretical
models to plots of this against the injection current yields 0.1 ps for hole capture,
rising in some cases to 0.25 ps, with an electron capture time estimated at 1 ps,
in agreement with the preceding observations.

Although the capture times are very fast in all the structures examined the
compressively strained laser has a higher proportion of its current going into the
OCL emission than the unstrained and tensile-strained lasers. Lattice-matched
and tensile-strained lasers would therefore be suitable for high power operation
but the compressively strained single quantum well laser would not. The differ-
ence between the structure, of course, lies in the different indium concentration
in the well. Not only are the band offsets altered, but so also is the width of the
well in order to achieve emission at a set wavelength. The tensile strained laser
had an In content of 33% and a well width of 12 nm, but the compressively
strained device had 70% In and a well width of only 3 nm. Not only are the band
offsets changed considerably, but intuitively one would expect a wider well to be
more efficient at capturing the carriers. State filling, as this phenomenon is often
called, affects not only high power operation, but also the modulation response
through the differential gain. With a large number of carriers going into the OCL
layer the gain in the well is relatively insensitive to changes in carrier density so
the differential gain is reduced [62].

One solution to state filling and carrier overflow from the wells is to use
superlattices in the OCL [63]. A superlattice resembles a multiquantum well
structure but the barriers are generally thinner and of the same order as the well
width so that tunnelling between wells can occur. The non-zero probability of
finding an electron in more than one well effectively leads to an overlap of elec-
tron wave-functions and as with the formation of energy bands described in
chapter two, this leads to the formation of energy bands in the superlattice.
Therefore, the electrical confinement is increased, with the effective barrier
height being increased by over a factor of two in some cases [64, 65] (see figure
6.27). The advantage of the superlattice approach is that the use of complicated
quaternaries, especially graded quaternaries, is avoided. The effective index of
the OCL is essentially determined by the ratio of well/barrier width, and if this is
graded the refractive index can also be graded without changing the material
composition. The disadvantages are that the devices are more complicated and
the effective refractive index of the OCL is reduced compared with a step-SCH.
However, the increased confinement can lead to higher powers [66], as well as a
reduced sensitivity of the threshold current to the effects of temperature [67, 68].
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6.8 Optimised laser structures

The preceding discussion on optical and electrical confinement suggests a bewil-
dering array of possibilities for practical laser structures. It is useful, therefore,
to conclude this chapter with a brief look at a couple of optimised laser structures
that have been described in the literature to illustrate how the opposing require-
ments can be balanced.

It is not always necessary to use the techniques described above if the mate-
rials allow for effective confinement. Such is the case in the recently developed
strained layer SCH SQW InGaAs/GaAs laser emitting at 980 nm [69]. High
power lasers emitting at 980 nm are used to pump Er-doped fibre amplifiers and
therefore need to be highly reliable. Such lasers will be incorporated into under-
sea systems, which are expensive to lay, and therefore must last the lifetime of
the cable. Most practical lasers emitting at this wavelength are based on
AlGaAs/InGaAs in order to take advantage of the lattice matching properties of
AlGaAs to GaAs substrates, as well as its low refractive index and high thermal
conductivity. A single pseudomorphic (strained) InGaAs well provides the gain.
The development of GaAs/InGaAs lasers has been described as an obvious step
[69].

In order to design the laser full simulation of the above threshold operation
was undertaken, with Poisson’s equation for the electric field as a function of
charge density, the continuity equations for electron and hole densities, the cur-
rent as a function of quasi-Fermi levels, the gain, and the wave propagation in
the optical guide all being solved simultaneously and self-consistently. The prin-
ciples of all these simulations have been described within these pages. A couple
of simplifying assumptions were made, however. First the effective mass approx-
imation was used as this simplifies considerably the gain calculation with
changes in both well width and composition, and second, the matrix elements
were based on Fermi’s Golden Rule, which strictly applies to a one-electron sys-
tem and does not take into account the many-body effects leading to band-gap
renormalisation. Nonetheless, such simulations provide a good starting point for
determining the effects of design changes without the

Figure 6.27. Increased electron confinement through the use of a superlattice barrier
layer.
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need to grow and fabricate the lasers, and therefore play an important part in the
optimisation of laser structures. There is never perfect agreement between the
simulators and the measured properties, with the practical threshold currents
generally being slightly higher than the predicted threshold because of the
inevitable imperfections in the material, such as well-width fluctuations. Such
simulations therefore provide a lower limit on the performance.

The optimised structure is shown in figure 6.28 and consists of an n-type (5
× 1017 cm-3 Si doping) Al0.3Ga0.7 As cladding layer 1.5 µm thick on a GaAs
buffer, 0.3 µm of undoped GaAs, an 8 nm undoped In0.21Ga0.79As well, 0.3 µm
of undoped GaAs, 1.5 µm of Be doped (5 × 1017 cm-3) Al0.3Ga0.7As, and a Be
doped GaAs (3 × 1019 cm-3) cap to provide the top contact. The measured thresh-
old current was 280 A cm-3 and at 50 mW output, there was no appreciable sign
of degradation after 1000 hours. This is due in part to the choice of 0.3 µm bar-
rier layer. An alternative structure consisting of 0.1 µm barrier with 70% Al
cladding showed a much reduced threshold current with a significantly increased
optical confinement in the well, but for high power operation emission from a
larger, rather than smaller, aperture is better for reducing the chances of cata-
strophic optical damage (see chapter 10). The alternative structure would be suit-
able for high speed modulation at low powers, but transmission of optical signals
at 980 nm is not common.

The second laser structure of interest is red edge-emitting lasers at 630 nm,
650 nm and 670 nm for use at high power output [70]. The basic structure con-
sists of a single GaInP quantum well with an AlGaInP waveguide region and
AlInP or GaInP cladding layers. Some structures included a graded index layer
between the cladding and the waveguide (figure 6.29). If the Al content of the
waveguide layer were to be increased not only would the carrier confinement in
the quantum well increase but the refractive index difference

Figure 6.28. Optimised SCH-SQW InGaAs-GaAs 980 nm laser.

Figure 6.29. Red lasers with a graded optical confinement layer [70].
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between the cladding layer and the waveguide would also decrease. Hence the
optical confinement would decrease as the optical field spreads into the cladding
layer, which has both a beneficial effect and a deleterious effect for high power
operation. Beneficially, the far field pattern is improved because of the larger
effective emitting area of the aperture, but detrimentally, the optical intensity in
the quantum well is reduced and hence so is the rate of stimulated emission, all
other things being equal. Whilst the laser output characteristics may be improved
an increased threshold current density may be expected through the combined
action of reduced carrier confinement and lower optical field (figure 6.30).

The layer structure was therefore modified using a combination of model-
ling and experiment. First a waveguide mode solver was used to determine the
optimum waveguide modes, after which a full laser simulator package was used
to fine tune the structure. The laser simulator took into account carrier transport,
carrier confinement, and optical confinement, and was able to predict the far
field radiation patterns as well as the threshold currents. There was general
agreement between the simulations and the experimentally measured perform-
ance, but not sufficiently so that the simulations could be relied on alone to pre-
dict the optimum structure. The final step, therefore, was to produce some lasers
by solid source MBE around the optimum designs to determine the best per-
formance. The result was the insertion of two additional layers; one to increase
the confinement in the quantum well and one to increase the optical spreading
into the cladding layers whilst maintaining good carrier confinement in the
waveguide.

This type of structure decouples the carrier confinement from the optical
confinement. Carrier confinement in the well is determined by the barrier layer
which is thin enough to have a negligible optical effect, despite having a reduced
refractive index within the optical structure brought about by the larger band gap
of the barrier layers. Carrier confinement within the waveguide is determined
now by the barrier between the waveguide and the confining layers but the thick-
ness of the confining layer is such that it has an optical effect.

Figure 6.30. Increased leakage from a higher Al content in the optically confining layer
of figure 6.29.
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The confining layer has a lower refractive index than either of the adjacent lay-
ers and therefore has no optical confining properties. In consequence the optical
field is diverted in both directions; into the waveguide structure, and into the
cladding layer. The increased optical field inside the waveguide increases the
optical confinement whilst the increased penetration into the cladding increases
the effective area of the aperture and improves the far-field pattern. The precise
thickness and composition of each layer depended on the emission wavelength,
which could be controlled either by the quantum well composition or the width.
The reader is referred to [70] for detailed descriptions of the structures and per-
formances compared with similar lasers in the literature. In general, high power
outputs exceeding 1W were achieved from these broad area structures.

6.9 Summary

Quantum well lasers are fundamentally different from bulk structures by virtue
of the quantum confinement, which affects not only the electron and hole ener-
gy levels but also gives rise to polarisation dependent matrix elements. The tran-
sition energy can be changed not only through the composition but also through
the well width. However, changes in composition also affect the band offsets and
the strain state of the layer, and detailed calculations are required to determine
the effect on the energy levels. Simplifications such as the infinite well approxi-
mation and the effective mass approximation can be used to give an estimate of
transition energies and gain, but for accuracy solution of the k. p Hamiltonian,
including the effects of strain, is required. Strain particularly affects the valence
band structure, which is in any case complicated enough because of the interac-
tion and overlap of the three valence bands; the light and heavy hole bands and
the split-off band. Compressive strain leads to lower threshold currents and high-
er differential gains, while tensile strain can change the polarisation of the out-
put from TE to TM by raising the light hole state above the heavy hole state.

Figure 6.31. The result of optimisation is to introduce extra layers to decouple the opti-
cal and electrical confinement.

© IOP Publishing Ltd 2005



In addition to these fundamentals, real structures can be characterised by
poor optical or electrical confinement. To an extent these are mutually contra-
dictory, and a range of ideas exist within the published literature on the effects
and how to mitigate them. In particular, slow transport can affect the modulation
rate, and carrier leakage and band filling effects can affect the high power oper-
ation. If the material properties of the heterojunctions do not allow for effective
confinement, superlattices can be grown which can improve electrical confine-
ment by increasing the barrier height by a factor of two or more. Other structures
can be grown, however, and an example of a high power red emitting device has
been given in which additional layers decouple the optical and electrical con-
finements.
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Problems

1. Plot the first three wavefunctions (A=0) for an electron in an infinite
quantum well extending from -2.5 nm ≤ z ≥ 2.5 nm and find the positions
within the well where the probability of finding the electron is maximised
and minimised. Give the value of |ψ| 2 at these points.2 .
2. Calculate the energy levels for the three levels above assuming both a
free electron mass and an effective mass of 0.068.
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3. Assuming a 5 nm wide quantum well of GaAs in Al0.4Ga0.6As with 40%
of the band offset in the conduction band, plot the eigenvalue equation to
determine the first quantisation energy. Assume for simplicity that the
effective mass in both the well and the barrier is the same at 0.068.
4. Perform the same calculation for the heavy hole (m* = 0.45) and hence
estimate the transition energy and wavelength for a quantum well laser
based on this system. Contrast this with the emission wavelength for a
bulk GaAs laser.
5. Estimate the penetration depth of both the electron and the hole inside the
barrier.
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Chapter 7

The vertical cavity surface emitting laser

The DH and quantum well lasers considered in the last two chapters are edge-
emitting devices. Light is emitted in the plane of the wafer, so dicing is an essen-
tial part of the fabrication of the cavity. Manufacture of such lasers is therefore a
relatively high cost operation compared with other semiconductor fabrication
technologies. It is not possible to perform the sort of wafer scale quality and reli-
ability checks as part of the manufacturing process that are normally employed
in semiconductor fabrication, nor is it easy to integrate the diode lasers with other
opto-electronic components in a single monolithic fabrication process. The func-
tionality of high speed integrated circuits that can generate and process signals at
several tens of GHz could be increased by integrating laser emitters, but edge-
emitting devices have to be bonded to the circuit. Not only does this provide a
potential mechanism for failure - any external connections that have to be bond-
ed or soldered are potential weak spots - but the number of emitters that can be
incorporated is clearly limited. Surface emitting lasers that do not have to be
diced therefore have the potential not only to be integrated with other functional
devices but arrays can be made and parallel optical processing becomes possible.
Moreover, in the vertical cavity configuration the emitting aperture is often cir-
cular leading to a relatively well conditioned symmetric output beam of low
divergence. By contrast a typical edge-emitting device is essentially a line source
and the output beam is also highly astygmatic, with the divergence in one direc-
tion far exceeding the divergence in the other.

The vertical cavity surface emitting laser (VCSEL) was first proposed in
1977 by Kenichi Iga of Japan [1], who worked pretty much alone on the device
until about 1988 when, significantly, room temperature operation was reported.
A number of other groups began to work on the devices and eventually in about
1999 the technology reached the stage where a number of devices were being
transferred from the laboratory to production [2]. The most common wavelength
at the moment is 850 nm, which is used as a high speed optical source for local
area networks (LANs). What makes this wavelength so attractive is the use of the
well established GaAs/AlGaAs material system. Devices in the visible (650-670
nm) and in the near infra-red (1310 nm and
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1550 nm) have been extensively investigated but as yet have not reached the pro-
duction stage. More recently still, blue-green emitters based on GaN have also
been investigated.

VCSEL technology is still very much under development but aspects of the
technology are sufficiently mature to warrant a fairly extensive discussion.
However, some aspects of this device, such as the definition of the cavity length
and the solution of the electromagnetic equations for the waveguide modes, are
considerably more complicated than their counterparts in edge-emitting struc-
tures. Whilst some of this can be handled analytically other parts have to be treat-
ed using numerical methods, which makes a full description difficult. By their
nature, numerical solutions are specific to a set of circumstances, and extracting
from them ideas and concepts that can be applied more generally is not easy.
Moreover, the computational methods employed to extract the numerical solu-
tions are topics in themselves and are beyond the scope of this book. For this rea-
son, specific examples of numerical calculations will be described where appro-
priate and the reader is referred to more extensive texts for the details. This chap-
ter proceeds with a description of the cavity and some of the issues involved, fol-
lowed by a consideration of the wave guiding mechanisms before finishing with
a description of developments in both long wavelength VCSELs suitable for
optical communications and visible VCSELs.

The vertical cavity

The geometry of the VCSEL is very different from that of the conventional edge-
emitting device (figure 7.1). It is immediately obvious that the VCSEL requires
mirrors and contacts to be fabricated in such a way that epitaxial growth of the
active layer material on top is possible. Needless to say, the

Figure 7.1. Edge-emitting structure (a) compared with VCSEL structure (b).
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fabrication of such mirrors is not straightforward. The difficulties involved are
one reason why it has taken so long for the VCSEL to reach production from the
first proposal, but such mirrors have now been perfected for operation at 850 nm.
They consist of multiple layers of thin films. Partial reflections off each interface
add together to produce a high reflectivity (>95%). However, in the edge-emit-
ting device the reflection occurs at a particular, well-defined point in space (the
mirrors are said to be “hard”) whereas in the VCSEL the optical field penetrates
some distance into the multi-layer stack. The definition of the cavity length is
therefore somewhat ambiguous. Other differences between the two can also be
identified. In the edge-emitting device the current flow is perpendicular to the
optical cavity so population inversion and gain exists over the whole of the cav-
ity. In the VCSEL, the active region forms but a small part of the cavity. This,
together with the ambiguity over the cavity length, affects the threshold condi-
tion as well as the output characteristics of the VCSEL.

In chapter 3, the idea that the threshold gain is proportional to the threshold
current was developed (equation chapter 3, 23) so it is only necessary to identi-
fy the factors that affect the threshold gain to determine the important influences
on threshold current. The cavity can be divided into three sections (figure 7.2).
Suppose for the sake of convenience the active region is situated exactly in the
middle of a cavity of effective length L (“effective” in recognition of the ambi-
guity). Starting at the left mirror the intensity of a beam propagating to the right
will first be attenuated by an amount exp[-α(L - d)/2], then amplified by exp(γd),
attenuated again by exp[-α(L - d)/2], and finally attenuated on reflection by R2.
There will be a slight reflection on crossing from the lossy region to the active
region because of the inevitable refractive index mismatch, but this loss can be
subsumed into the loss coefficient α. On traversing back across the cavity to
complete one round trip the amplitude must be similarly attenuated and ampli-
fied before a final attenuation of R1 at the right hand mirror. At threshold the net
effect of this round-trip must be to restore the intensity to its original value.
Strictly, the optical confinement factor Γ should be included in each of these
arguments but it is neglected here because in the VCSEL the optical confinement
is defined differently according to how much of the active region occupies the
cavity. Moreover, the lateral distribution of light is not so easily defined as in the
DH laser or the quantum well laser with a narrow optically confining layer where
there is a definite wave-guide defined

Figure 7.2. The three-section model of the VCSEL cavity.
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by the geometry of the active region and surrounding layers. In the VCSEL opti-
cal propagation will be occurring within regions where a well defined wave-
guide might not exist, but even if it does exist it is likely to be several microme-
tres in diameter and the lateral optical confinement can be expected to be high.
Taking together all the terms in sequence, the threshold gain γth is therefore
defined by the condition that

which leads to a threshold gain

where the second term is simply the material loss weighted by the length of the
loss region. The threshold current

where, as before, A is a constant. Equations (4) and (5) tell us all we need to
know: the mirrors should be highly reflecting so that the product of their reflec-
tivites is as close to unity as possible to offset the effect of a small d relative to
L. The logarithmic term is then very small and the intrinsic material gain, γ, can
be correspondingly smaller. The magnitude of d is not so obvious. A large d
implies a small loss but the transparency current will be higher. Ideally, d should
be small, especially if the loss coefficient is small and the second term becomes
relatively unimportant. In a double heterostructure system, for example, where
the cavity is composed mainly of a wide band gap material relative to the active
region, the intrinsic material loss can be expected to be almost zero.

The question resolves essentially into the choice between a double het-
erostructure or a quantum well system, a dichotomy which is nicely illustrated
by a couple of papers published within a few pages of each other in the 1991
issue of the IEEE Journal of Quantum Electronics. Iga’s group were reporting the
results of a VCSEL device based on a Al0.3Ga0.7As - GaAs -Al0.3Ga0.7As dou-
ble heterostructure device with a 2.5 µm thick active region defined into a circu-
lar cavity 7 µm in diameter [3], whereas Geels et al. [4] were reporting on the
use of InGaAs quantum wells as active layers for emission at 980 nm. These two
devices provide a good starting point for the discussion on practical VCSEL
devices.

The Iga device (figure 7.3) was constructed upside down by depositing the
DH layers on a GaAs substrate, including a low - Al layer (Al0.1Ga0.9As) to
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assist with current injection from the contact. Etching through the top AlGaAs
layers and regrowing current-blocking GaAs layers on to the etched surfaces
denned the cavity width by means of current restriction. The cavity was formed
by depositing quarter-wavelength pairs of SiO2/TiO2 layers onto the top
Al0.1Ga0.9As layer and the bottom Al0.3Ga0.7As layer after etching through the
substrate and was 5.5 µm long. These layers act as a dielectric mirror. Unlike the
edge-emitting device, there are no cleaved facets. It would be possible to use a
growth surface as a similar reflector, but with the refractive index of a typical
semiconductor being in the region of 3-3.5 in the near infra-red, the reflectivity
of the surface exposed to air will be around 25%-30%;. This works in the edge-
emitting device because the long cavity length allows sufficient amplification at
even a low material gain to overcome the losses, but it is nowhere near high
enough for the short cavity of the VCSEL. In the device illustrated in figure 7.3
one of the mirrors could, in principle, be metallic as it also coincides with the
contact but a simple metal overlayer rarely provides a good contact to a semi-
conductor without some sort of heat treatment which can disrupt the interface. In
Au/Zn alloys on p-GaAs heating will cause an in-diffusion of Zn to form a heav-
ily doped p-type layer with a corresponding out-diffusion of Ga into the Au. Such
diffusion is not uniform and the non-uniform interface has a low reflectivity.
However, Ag on GaAs can be used in this way for LEDs [5] though the technol-
ogy is not employed in lasers.

Even if a metal could be used for the bottom contact, it is inappropriate for
the top contact, which must be partially transmitting. A thin metal layer can be
both reflecting and transmitting but it is also absorbing, which would not only
increase the threshold gain required but would also lead to heating and possible
damage under operation at even moderate output powers. The dielectric mirror
provides a non-absorbing, partially reflecting structure. The principle of opera-
tion is illustrated in figure 7.4 and is very simple. Light incident on any

Figure 7.3. Iga’s bottom-emitting VCSEL [3].

© IOP Publishing Ltd 2005



interface where a refractive index difference exists is partially reflected accord-
ing to the ratios of the difference and sum of refractive indices. For normal inci-
dence, and for simplicity we can assume that the light is propagating normally to
the interface, the well-known Fresnel amplitude reflection and transmission
coefficients are, for a wave travelling from medium of refractive index n1 to n2,

and

Some reflection therefore occurs at each interface, but the key to the quarter-
wavelength stack lies in the phase of each reflection. If n1 < n2 r is positive, but
if n1< n2 r is negative, which simply corresponds to a phase change of radians,
or equivalently one half-wavelength. In crossing a quarter-wavelength layer the
light undergoes a phase change of π/2, so if the total phase of a ray is traced out
from the point of entry to the point of reflection and back, then each pair of inter-
faces reflect in phase. Other interfaces are shifted by multiple of 2π. No matter
from what interface it is reflected the wave will arrive back at the front of the
stack shifted in phase from other reflected waves by a whole number of wave-
lengths. In short the waves constructively interfere and the amplitudes are added.
It is not immediately obvious from the above, but if the stack terminates on air
or a low refractive index material an odd number of layers is required to achieve
a high reflectivity. Dielectric mirrors are therefore constructed with a final half-
pair or single layer.

The number of pairs of thin films required to achieve a high reflectivity
depends on the refractive index difference between the constituent materials.
Silicon dioxide and titanium dioxide are common materials used in dielectric
mirrors for a wide variety of applications because they are transparent over a

Figure 7.4. In-phase reflections from quarter-wavelength pairs.
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very wide range of wavelengths, hard-wearing, thermally stable, do not interdif-
fuse, are easily deposited by sputtering, and have a large refractive index differ-
ence. In fact, rutilated quartz (titanium oxide is also known as rutile) is a natu-
rally occurring state of quartz caused by phase segregation from TiO2-SiO2 mix-
tures which are stable at high temperatures and pressures but which separate out
on cooling, leading to a quartz matrix with rutile inclusions. Titanium dioxide
has different phases with slightly different refractive indices, each of which has
a high dispersion. The refractive index varies from 2.5 to nearly 2.8, depending
on the wavelength, so each interface in the dielectric stack has an amplitude
reflection coefficient at ~ 0.25 or 25%. This means that only five pairs of films
are needed to produce the high reflectivity output mirror for the VCSEL, with a
power reflectivity of >95% and a transmittivity of >5%. For the other mirrors,
the reflectivity should ideally be as near 100% as possible, which requires addi-
tional pairs of films. Iga’s structure actually helps in this regard, because the con-
tact is deposited over the mirror structure, and will provide a highly reflecting
surface for any light not turned back within the length of the dielectric stack. The
metal makes contact with the AlGaAs in the form of an anulus etched into the
mirror stack (figure 7.3). It is imperative in this type of structure that injection
into the active region is uniform so a very low resistivity layer above the active
region adjacent to the contact is required.

It is quite clear from figure 7.3 that no discernible waveguiding structure
exists over the whole of the cavity length. In fact, the bottom AlGaAs layers sur-
rounded by GaAs form an anti-guiding structure because the surrounding refrac-
tive index is higher. Within the active region itself, which forms a little under half
of the total cavity, gain guiding occurs in a similar manner to the p-n homojunc-
tion device. In the top AlGaAs layer next to the output coupling mirror there is
neither gain nor a refractive index difference so there is no mechanism to con-
fine the optical field. Analysis of the optical propagation is therefore quite com-
plex, but the key to the structure is the gain guiding in the active region. Although
the guide is short, there is a clear guiding mechanism and well defined modes of
a cylindrical waveguide must exist. Whatever effects may occur in the rest of the
cavity, these modes, or at least something very similar, must exist throughout the
whole cavity so that radiation reflected from the mirrors can couple into the
waveguide modes of the active region.

Contrast this structure with that published by Geels at the same time. As
illustrated in figure 7.5, the structure is fully integrated with the quarter-wave
stacks (sometimes also called distributed Bragg reflectors, or DBRs) were grown
into the structure as epitaxial AlAs/GaAs quarter-wavelengths pairs. The active
region consisted of two InGaAs quantum wells (980 nm) with Al0.2Ga0.8 As
spacer layers on either side grown between the DBRs. These DBRs are intended
to act not only as mirrors but also as contact layers, so the growth and design of
such structures is made more complicated and demanding than Iga’s structure.
For a start, the refractive index difference (2.95 to 3.52)
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between these mirror materials is not so large as with TiO2-SiO2 so the Fresnel
coefficient is correspondingly smaller (0.0881) and hence more pairs are needed.
In this case 18.5 pairs were grown adjacent to the substrate through which the
radiation is emitted. In common with Iga’s device, this is a bottom-emitting laser
but unlike the device in figure 7.3 it is not necessary to etch through the substrate
as GaAs is transparent at 980 nm. Strangely, the method used to define the cav-
ity width was not described so it is not clear what size aperture was used. Instead
the authors concentrated on modelling the reflectivity of the mirrors and attempt-
ing to measure the intrinsic loss within the cavity, and indeed, this was one of the
first papers in which detailed modelling of the cavity and the threshold condition
was allied to an experimental investigation.

It is apparent that the growth of a laser such as this is inherently more dif-
ficult than the laser in figure 7.3. The mirrors are an integral part of the laser and
have to be grown within the same sequence as the active layers. With a total mir-
ror thickness approaching 3 µm, it is imperative that lattice matching be main-
tained in order to ensure that the active region on top is grown in good quality
material. This effectively restricts the choice of material to the GaAs/AlAs sys-
tem. Moreover, control of the growth rate has to be maintained to an accuracy
greater than 1% so that the peak wavelength of the dielectric stack coincides with
the intended peak wavelength. One of the features of dielectric stacks with small
refractive index differences is that the bandwidth decreases with the number of
stacks. Figure 7.6 shows the effect of increasing the number of AlAs/GaAs pairs
in a free-standing stack (bounded on either side by air) assuming a constant
refractive index for each layer over the calculated wavelength range. Such a
structure is not physically realistic, of course, and the reflectivity of a real stack
has to be calculated taking into account not only the wavelength dispersion but
also the the effect of the layers on either side. The layers within the cavity of a
VCSEL are themselves quite thin and therefore exhibit phase effects in their own
right, which modulates the reflectivity of the dielectric stack and can reduce the
bandwidth further.

Figure 7.5. Schematic of the bottom-emitting 980 nm VCSEL of Geels et al.
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Spectra such as that shown in figure 7.6 can be calculated by a standard
transfer matrix formulation for the reflectivity in which the total amplitude is cal-
culated from the bottom of the stack upwards, taking into account the phase
change traversing each layer. Transmission matrices provide an exact method of
calculating the mirror properties for any wavelength and refractive index, but the
details are complicated and will not be given here. Instead, the reader is referred
to [6], and here the simple formula provided by Geels et al. for such calculations,
which is based on the transmission matrix approach, will be used. Each layer is
exactly a quarter wavelength thick and the phase change on traversing each layer
is exactly π/2, so at the peak wavelength where all the reflections are in phase the
total reflectivity can be calculated simply by adding a series of terms correspon-
ding to the reflections from each interface. For small amplitude reflection coef-
ficients, ri, at each interface, given by equation (6), the effective amplitude
reflectivity of a quarter-wave dielectric stack is

where, for i= 1 r = 0.064 in [4] rather than 0.0881 because the spacer layer is
Al0.2Ga0.8As.

Strictly, equation (8) applies to abrupt interfaces, but the requirement that
the quarter-wave stacks also act as contacts means that abrupt interfaces are not
the most appropriate. Although the total offset will be the same, a graded inter-
face will present a smaller barrier to current flow under the influence of an elec-
tric field (figure 7.7). Recall that the carrier densities will be equal within the
active region in order to ensure charge neutrality. By definition the electric

Figure 7.6. Reflection bands from AlAs/GaAs quarter-wavelength mirrors. Note the
narrowness of the reflection range for 16.5 pairs compared with 4.5 or less.
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field must also be zero and most of the voltage will be dropped across the con-
tacts, even if they are highly doped. For graded optical interfaces it is necessary
to use coupled mode theory in which two counter propagating waves are
described in terms of a coupling coefficient that couples energy from one wave
into the other. This theory is described in greater detail in chapter 9. For an abrupt
interface the coupling coefficient is

and for a graded interface where the grading occurs over a distance 2w the cou-
pling coefficient is

where T is the period of the grating. Geels et al. showed that for an interface
graded over 18 nm

leading to a reduction of the amplitude reflectivity of the matrix from 0.9974 to
0.9970 with corresponding reductions in the power reflectivity from 0.9950 to
0.9941. These are very small reductions but in the context of the threshold of a
VCSEL where the cavity is short, any reduction in the reflectivity manifests itself
as an appreciable effective loss coefficient because the round trip length is so
small. The way to overcome this is to add an extra pair of dielectrics, and for a
19.5 pair stack of graded layers the power reflectivity rises to 0.9958.

Finally, it remains to discuss the nature of the active region within these two
lasers. The volume of the active region in Iga’s device works out at about 96 µm3,
compared with ~ 0.8 µm3 for a similar area in Geels’ device. This is a dramatic
difference and we can expect the transparency current contribution

Figure 7.7. Field lowering of the barrier in a graded DBR.

© IOP Publishing Ltd 2005



to the threshold current to be correspondingly different, all other factors being
equal. In fact, compared with a conventional DH edge-emitting laser with a cav-
ity length say 300 µm, an active region 0.2 µm thick, and a stripe 3 µm wide,
Iga’s device achieves only a factor of two reduction in the active volume. Given
the additional complications in the fabrication, such as etching through the sub-
strate and depositing external mirror layers, there is seemingly little benefit in a
surface emitting laser based on this type of design compared with the conven-
tional edge emitter. Even the possibility of integration seems remote given the
fabrication process. Geels’s device, on the other hand, can be much more easily
integrated with other device technologies as all the growth is done in situ. In
addition the volume of the active region is much reduced, leading potentially to
very low threshold currents.

This doesn’t necessarily answer the question as to whether a quantum well
system is intrinsically better than a classical bulk laser based on the DH struc-
ture. After all, one could just as easily have a double heterostructure system 0.1
µm thick. In fact, anything over 30-40 nm thick will behave pretty much like a
bulk semiconductor, so if it is simply a question of the volume of the active
region there is plenty of scope within the DH structure to have a much smaller
transparency current. As the previous chapter showed, the physics of the quan-
tum well is fundamentally different from from the physics of a bulk semicon-
ductor so it is not just a matter of volume. There are good reasons for supposing
that quantum wells will out-perform the DH structure. In particular, two differ-
ences stand out:

• the degeneracy of the light and heavy hole states is lifted within a quan-
tum well leading to a lower density of states around the valence band
maximum and a more even distribution of the Fermi levels between the
valence and conduction bands;
• the polarisation selection rules for heavy holes, which form the valence
band maximum, lead to an enhancement of the matrix element over bulk
material by 3/2.

A multiple quantum well VCSEL will therefore have a lower threshold current
and a higher gain than a single layer of equivalent thickness. With such thin lay-
ers, however, the position of the layer within the cavity is crucial.

It is easy to forget that the Fabry-Perot cavity modes are standing waves
with nodes and anti-nodes, because in a long cavity edge-emitting device it is
simply not important. Although there will be periodic variations in light intensi-
ty along the cavity, with consequent periodic variations in the rate of stimulated
emission and carrier density, carrier diffusion means that the carrier density will
not simply increase indefinitely at the nodes where the light intensity is lowest,
but will be moderated by diffusion to the anti-nodes. Furthermore there will be
several thousand nodes and antinodes in such a cavity so the net effect along the
cavity length will be an average of all these
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separate nodes. In a VCSEL, however, the cavity length is much smaller (in Iga’s
device it was about 5.5 µm, and in others it is a fifth of this at ~ 1 µm) so there
will be a handful of nodes and antinodes within the standing wave pattern. The
active region is located in space by the position of the quantum well, so if this is
inadvertently placed at a node the gain will be effectively zero until thermal
effects or the high carrier density affect the optical properties of the cavity and
shift the node pattern slightly. Either the device will not lase or the threshold cur-
rent will be very, very high.

Additionally, the cavity resonance has to be tuned to the gain maximum.
Suppose, by way of example, a simplified cavity consisting of two metal mirrors
bounding a quantum well system consisting of AlGaAs barriers approximately
0.5 µm thick, of refractive index 3.4, and InGaAs designed to emit at 980 nm.
We’ll assume that the light propagates paraxially (though it will be shown that
this might not happen in practise) so the cavity modes can be assumed to be true
Fabry-Perot modes. Let’s also ignore the refractive index of the quantum well
because its thickness is much less than that of the barriers. In essence, then, there
is about 1 µm of wide band gap material between the mirrors. It is an easy mat-
ter to show that for a thickness of exactly 1 µm the resonant frequency of the cav-
ity is actually 971 nm, which might well fall within the gain spectrum but will
not coincide with the gain maximum. The laser will work but the threshold cur-
rent will be high. For emission at 980 nm the cavity has to be 1009 nm thick cor-
responding to a mode index of 7, or alternatively 865 nm or 1153 nm thick for
mode indices of 6 and 8 respectively. Conversely, for a cavity at 1009 nm thick,
the resonant wavelengths corresponding to mode indices of 6 and 8 respectively
are 1143nm and 857 nm.

The discrepancy between the cavity resonance and the gain maximum leads
to the concept of the intrinsic voltage, which is the minimum voltage that can be
applied to the device to achieve threshold. It is a more appropriate measure of
the threshold performance than the current density because VCSEL devices often
have large series resistances associated with the DBRs, whereas in edge-emitting
devices the relatively wide cross-section of the active region means that series
resistance tends to be low and most of the voltage is dropped across the active
region. An ideal diode under forward bias will exhibit an exponential dependence
of the forward current on bias, but in the presence of a large series resistance the
forward bias characteristics are almost ohmic as nearly all the additional voltage
is dropped across the resistance rather than the diode (figure 7.8). In a VCSEL
the principal source of series resistance are the mirrors, so if the current-voltage
characteristic is ohmic above threshold the mirror resistance, Rm, can be deter-
mined. If the applied voltage at threshold is Vth and the voltage dropped across
the mirrors is Ith. Rm the intrinsic voltage is then
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The intrinsic voltage increases with the cavity detuning and represents the phys-
ical reality that the carrier density must be higher to bring the gain up to the min-
imum required for threshold. In fact, the intrinsic voltage can be taken to be
equivalent to the Fermi level separation, which must increase if the gain maxi-
mum does not coincide with the cavity resonance. This was demonstrated in
nominally 980 nm VCSELs [7]. These near-IR lasers were designed to have the
same gain maximum but the cavity resonances differed slightly because of
growth non-uniformity across the wafer. Modelling the lasers assuming a Fermi
level separation equal to the intrinsic voltage and using a gain expression derived
from semiconductor Bloch equations (often referred to as SBEs) showed that a
single threshold gain of 500 cm-1 explains all the experimental data (figure 7.9).

The details behind this type of modelling are beyond the scope of this book,
but an appreciation of the ideas is useful. SBEs treat the electromagnetic field
classically taking into account the polarisation but the active medium is treated
quantum mechanically. Also included are expressions for the electron density
(hence the ability to extract the Fermi level separation) as well as many body
effects such as Coulomb enhancement of the recombination. This last is a many
body effect. Free carriers in the conduction band are in fact attracted to free car-
riers in the valance band via Coulomb forces except at very high carrier densi-
ties, when dielectric screening renders the effect negligible. At the carrier densi-
ties typically used in a VCSEL these many body effects still occur. The conse-
quence of Coulomb attraction is to reduce the separation between electrons and
holes and enhance the dipole moment operator for the transition. These ideas are
very important for VCSEL modelling. The conventional rate equation approach
applicable to long cavity edge-emitting lasers is limited, partly because of the
many-body effects, but also because the electromagnetic field within the VCSEL
has a well-defined polarisation and position-dependent intensity.

Figure 7.8. Forward bias characteristics of a VCSEL diode in the presence of the bot-
tom and top mirror resistances Rb and Rt, respectively.
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The calculated mode spacings relative to the cavity resonance illustrate the
need for growth to much greater than 1% accuracy, which is reinforced by the
concept of the minimum voltage illustrated in figure 7.9. However, given accu-
rate knowledge of the layer thicknesses, it is still not clear what the effective cav-
ity length is. Not only does the refractive index change from the barrier layers of
the quantum well system to the mirrors, but the reflection does not occur at a
fixed point in space. The calculation of the mode properties in a cavity with dis-
tributed reflectors is not as simple as the previous calculation suggests, though it
is not a bad approximation for the fundamental mode. Fortunately coupled mode
theory comes to our aid again by allowing the distributed reflector to be replaced
by an effective metal mirror. The details need not concern us here but can be
found in Coldren and Corzine [6, p 93] and [8]. For the central wavelength of the
dielectric stack, the effective length of the mirror is given by

where κ is the coupling coefficient (equations 9 and 10) and Lg is the grating
length where

with m equal to the number of dielectric pairs and r being the amplitude reflec-
tion at each interface. Leff corresponds to the distance a metal mirror

Figure 7.9. Measured intrinsic voltage (symbols) plotted against the laser wavelength as
determined by the cavity resonance for near-IR lasers. The solid line represents a theo-
retical model assuming that the intrinsic voltage is equivalent to the Fermi level separa-
tion. (After Chow et al.)
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would have to be placed in a medium of the same refractive index as the cavity
material in order to produce the correct phase at the boundary between the cavi-
ty and the dielectric mirror. The model of the cavity is therefore as shown in fig-
ure 7.10, with the active region placed at an anti-node of the standing wave. If
more than one quantum well is used, it is not possible to place all the wells at an
anti-node, so Geels et al. modelled the effect of the number of quantum wells on
the threshold current using a self-consistent model of the quantum well gain,
including the energy levels, the density of states, and the strain. They concluded
that the optimum number of wells is three. Any more than this and the standing
wave enhancement is reduced, and most VCSELs today have three wells in the
active region.

7.1 Fabry-Perot and waveguide modes

In any laser structure where waveguiding occurs the Fabry-Perot modes are mod-
ified somewhat. A mode propagating down a guide does so with an effective
wavevector different from the free-space (or free-material) wave-vector by virtue
of the guiding. This complication is not overly important in long cavity structures
such as a p-n homojunction or a DH laser where any number of modes can exist
within the gain region. The detailed mode structure is not usually of much inter-
est except where it is necessary to control the modes, for example to minimise
dispersion in optical fibre systems. Morerover, the waveguide structure in these
devices can often be approximated to a slab waveguide for which the propaga-
tion is consistent with any polarisation selection rules that might apply. In a bulk
active region, for example, both TE or TM modes will experience gain. In a
quantum well laser, on the other hand, the selection rules dictate that only the TE
mode will experience gain, but in either case the mode properties allow gain. In
a VCSEL the situation is somewhat different. A vertical cavity is usually sym-
metric, with either a

Figure 7.10. The effective mirror model of the VCSEL cavity. The hand mirrors are
positioned to maintain the phase Φ.
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circular or square cross-section. The modes, by which is meant the lateral inten-
sity profile, are more complicated, and it is not clear that such modes do corre-
spond to waveguide modes.

In the Iga structure of figure 7.3 we could reasonably expect guiding over
a significant portion of the cavity but in the structure of figure 7.5 no physical
guiding mechanism is apparent. However, these are not passive optical struc-
tures, and do not bear comparison with such as optical fibres, in which propaga-
tion over any distance requires a well-defined guided mode. Propagation of an
arbitrary intensity distribution is always possible over short distances in a fibre
but without guiding the intensity will decay with distance propagated as radia-
tion is lost to the environment. In a VCSEL the propagation distance is very
small but feedback occurs at the mirror and any attenuation will be overcome by
the gain at threshold so intensity profiles that might not be stable in a well-
defined guide might well be stable in a VCSEL. Moreover, the gain profile will
not be uniform across the cavity, and one would expect in the first instance that
gain would be highest in the centre of the cavity, diminishing to zero at the edge
of the active region. One might reasonably expect the intensity profile to match
the gain profile.

Other effects might also occur within the cavity. The gain region itself may
well act as a self-focusing element if the refractive index does indeed vary across
the cavity. A normally incident ray at the edge of the active region will experi-
ence a slightly smaller phase retardation than a ray at the centre, which will of
course have the effect of steering the beam toward the centre of the cavity. In
addition, heat generated by the current in the contact regions will diffuse lateral-
ly and might also lead to a thermally generated refractive index profile across the
cavity. These effects are likely to be small but they might be sufficient to induce
an effective waveguide with an effective mode structure. The word “effective” is
used because the structure acts as if there is a well-defined guide along its whole
length.

The circular aperture is easiest to deal with. Ideally the refractive index pro-
file will be as in figure 7.11, with a core index n2 > n1. For a large core diameter
the mode will be strongly confined and for the lowest waveguide mode the inten-
sity distribution will be almost Gaussian, with the propagation almost paraxial.
There will be a component of the electric field in the direction

Figure 7.11. Non-paraxial propagation as the cavity radius decreases.
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of the guide but it will be small, and to all intents negligible. For a narrower
guide the guiding is weaker and the component of the electric field in the direc-
tion of the guide increases, effectively tilting the direction of propagation. The
mode family can be either TE, TM or hybrid, labelled either HEmn or EHmn. The
subscripts m and n refer to the Bessel functions from which these particular solu-
tions are derived, but this detail will not be described here, where only a descrip-
tion of the modes and the scalar wave equation is provided. The reader is referred
to Snyder and Love [9] for a comprehensive description of waveguide theory.

The lowest waveguide mode is designated HE11 and is sometimes referred
to as a linearly polarised (LP) mode. The electric field is perpendicular to the
direction of propagation (figure 7.11a), uniformly aligned along one direction (x
or y), as illustrated in figure 7.12, and may be described by a scalar equation of
the form [ref 9, p 285]

This mode pattern is consistent with the selection rules for heavy hole transitions
in quantum wells and is therefore ideal for the VCSEL. The higher order mode
HE21 is not strictly linearly polarised because the direction of polarisation
depends upon the radial position within the guide.

The scalar nature of equation (3) allows the mode to be derived from a solu-
tion of the scalar wave equation using an effective index model of the VCSEL
first derived by Hadley [10]. The essence of the effective index model is that an
effective index can be defined for the mode where

and β is the propagation constant, kon1<β< kon2.If n2 ≈ n1 the effective index is
similar to the material index,  but the slight non—uniformity in refractive index
across the guide is sufficient to maintain total internal reflection whilst making
the medium virtually homogeneous as far as polarisation effects are concerned.
Hence the wave equation is written in terms of a scalar rather than a vector, i.e.

Figure 7.12. Linearly polarised modes of a circular guide.
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The effective index method, like any numerical method, is best appreciated
through practise [11]. In fact, there are very few refractive index profiles that
submit to exact solution of Maxwell’s equations and for circular waveguides
with an arbitrary refractive index profile numerical methods are the norm [ref 9,
p 336]. Moreover, if the refractive index profile can be approximated to a recog-
nised form such as a gaussian profile then the resulting electric field distribution
also has a recognisable form. An example of a gaussian refractive index profile
within a VCSEL will be given later.

Numerical methods do not therefore involve any extra complexity over
what might be expected for a well defined refractive index profile. Indeed, the
weakly guiding approximation that leads to the use of the scalar wave equation
is itself a simplification over the vector wave equation, which is needed if a sig-
nificant component of the electric or magnetic vector lies in the direction of prop-
agation, but with modern computers even this extra complexity can be handled
relatively easily. Examples of the successful application numerical methods to
the description of waveguiding in VCSELs can be found in [12, 13]. A detailed
comparison of the various electromagnetic methods available to the VCSEL
modeller can be found in [14].

7.2 Practical VCSEL cavity confinement

Having established that the lowest order waveguide mode is linearly polarised
and therefore compatible with the selection rules, it now remains to discuss the
definition of the cavity and the specifics of the waveguiding structures that
ensue. There are currently three popular techniques, as illustrated in figure 7.13:
the etched—post configuration in which the dielectric mirror stack is etched
down to the spacer layers between the mirrors, implantation of protons to render
the GaAs/AlGaAs outside the cavity semi—insulating, and the oxide—confined
structure in which a layer of aluminium oxide containing an aperture is fabricat-
ed within the cavity to confine the current. Of these, the etched—post is com-
monly employed in experimental devices but is not used in commercial

Figure 7.13. Schematic illustration of the common methods used to define the cavity.
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fabrication. Oxide confinement is only now, at the time of writing, beginning to
be commercialised, but proton implantation is an established technique for ren-
dering conducting GaAs semi—insulating in device fabrication and was the first
cavity definition technology to be commercialised in VCSEL production.

Proton isolation

Proton implantation works in two ways. First, protons are highly effective at pas-
sivating acceptors. Ionised acceptors are negatively charged so a proton, which
is the smallest possible ion and highly mobile through a lattice, can attach itself
to the ionised acceptor and render it neutral. It is possible to diffuse protons
through a lattice by immersion in a hydrogen plasma but this would not work
very well for a VCSEL. The protons would have to diffuse through almost the
entire p+ mirror down to a depth of several microns, and of course they will dif-
fuse laterally at the same time. If the desired cavity width is itself only a few
microns across it becomes difficult to define the cavity with sufficient precision.
Instead protons are implanted at high energies into the solid to deposit them at
the required depth. The incoming ion loses energy through collisions with the
ions of the host lattice, which are themselves displaced leaving the material dis-
ordered to some extent. Vacancies and dangling bonds are created during the
transition through the solid and though many of the vacancies will recombine or
form neutral complexes some charged defects will remain which can neutralise
dopants of either type, and this is the second mechanism.

Nolte [15] has reviewed proton implantation within the wider context of
semi—insulating semiconductors for opto—electronics. Protons implanted at
175 keV produce about 40–50 vacancies per proton, whilst protons implanted at
150 keV remove approximately 3 conduction electrons per proton. Implantation
into n–type material requires a higher dose by a factor of about three compared
with n–type material. Historically VCSELs were implanted at higher energies
than this and figure 7.14 shows the effects of implantation at 300 keV, typical of
the energy used in early VCSEL isolation schemes. The upper graphic displays
the two—dimensional trajectories of 1000 atoms simulated using the SRIM soft-
ware package, and the lower graphic shows the distribution of implanted ions
expressed as the number of ions per micron. Implantation doses are not normal-
ly expressed in this manner but the nomenclature here has been adjusted to
reflect the fact that integration under the bottom curve yields the total number of
implanted ions. Hence, between 2.4 µm and 2.5 µm there will be approximately
300 implanted ions. These ions will be distributed laterally, perhaps 0.5 µm
either side of the centre line. At shallower depths the lateral straggle is even
greater and occasionally an isolated proton will be deflected and pursue a path
well away from the majority of ions.

Ideally the implantation would leave a well—defined active region but at
300 keV damage was found in the active region caused not only by straggle but

© IOP Publishing Ltd 2005



also by the diffusion of vacancies and other defects. This damage caused a
decrease in the luminescence intensity, and although annealing at 450°C for 150
seconds could remove the damage without removing the hydrogen (hydrogen
bonded to acceptors will be released at a higher temperature) and therefore
restore the luminescence intensity, the lasers were found to suffer from long term
stability problems. Consequently lower energies were used for the implantation,
which not only maintained the current isolation but also yielded device lifetimes
in excess of 105 hours. Honeywell was one of the first companies to produce
commercially proton implanted devices emitting at 850 nm, and the devices are
so stable that Honeywell have stopped publishing reliability data. Failure is
defined as a 2 dB drop in output power at 10 mA forward current but
Honeywell’s proton devices now have lower failure rates than can be reliably
measured using the statistical methods normally employed [16].

The random nature of the ion trajectory during implantation precludes def-
inition of small cavities by protonation. Even though lower acceleration voltages
may be used leading to implantation depths of less than 2 µm, the protons dif-
fuse beyond the implantation range and also diffuse laterally. In addition the top
contacts have to be annealed, which will cause further diffusion. Typically, then,
implantation apertures lie in the range 15–20 µm with contact apertures just
slightly smaller. Figure 7.15 shows a typical arrangement, with the isolation
descending through the mirror into the spacer layer, but stopping short of the
active layer. Were the damage to penetrate

Figure 7.14. SRIM simulation of hydrogen implanted into GaAs at 300 keV.
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through to the active layer then device performance would be adversely affect-
ed, as already described. Even though the current would flow mainly through the
undamaged active layer the presence of vacancies within the quantum well adja-
cent to the active region will lead to recombination and diffusion of carriers away
from the gain region.

One of the advantages of the proton isolation scheme is that the devices are
planar. There is no need to etch any part of the wafer in order to expose contacts,
but again there is no clearly discernible waveguide structure. The lattice disrup-
tion due to the proton implants will affect the refractive index slightly, but cur-
rent conduction in the central region under the aperture will tend to lower the
refractive index. There is no waveguiding at all in the bottom mirror so the active
region is the only place where the refractive index profile will alter as a result of
gain. Although this would hardly seem thick enough to act as a waveguide, it
does just this. Bradford et al. [17] have measured the energy distribution within
the output beam of 850 nm proton implanted VCSELs with a 17 µm diameter
aperture. A scanning near–field optical microscope (SNOM) was used to detect
the optical power as a function of the input current. A SNOM is an optical fibre
drawn into a tip a few hundred nanometres across and coated with metal to pro-
vide an aperture approximately 100 nm across. This aperture is held about 10 nm
from the surface and scanned in two dimensions to build up a picture of the opti-
cal emission as a function of position. At 6.3 mA the total output power follows
a gaussian distribution in two dimensions. Moreover, so does the rate of change
of power distribution, which can be measured using a lock–in amplifier in the
following way. A Taylor’s expansion of the power as a function of the current
shows that for a small change in current the differential of the power with respect
to current is directly related to the change in current

Figure 7.15. A typical implantation isolated VCSEL.
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Superimposing a small ac voltage onto the dc driving voltage to give a driving
current of I0 + i sin (ωt) causes a ripple in the light output. Provided the ripple is
small the total light output is given by

so by locking onto the modulated light output the rate of change of output power
with current can be monitored. Figure 7.16 illustrates the effect of a small change
in current from 6.3 mA to 6.5 mA. At 6.3 mA the output beam has a circular
gaussian profile similar to that shown in (a) with the differential power profile
also gaussian and centred on the axis of the VCSEL aperture. At 6.5 mA, how-
ever, the total power still has a gaussian profile but the differential power shows
a bimodal structure with power being shifted to the wings. The power in the cen-
tre of the profile is reduced relative to the edges, as indicated by the dashed lines
in the contour map, but the current has to be increased to ~ 8 mA before the
bimodal structure appears in the total output power.

These structures are definitely waveguide modes and therefore provide
clear evidence of waveguiding and the existence of a waveguide structure,
despite the lack of any obvious physical mechanism for a refractive index
change throughout the length of the cavity. Bradford et al. interpreted their
results in terms of a gaussian refractive index profile

Figure 7.16. Schematic of the total and differential power output of a VCSEL at 6.5 mA
with indicative contour maps of the output power. (After Bradford et al.)
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where ρ is the mode radius, r is the radial position, and ninner and nouter are the
refractive indices at the centre of the guide and at the edges, the latter being sim-
ply the material refractive index at the edge of the active region. The single mode
cut–off point marks the transition from single mode to multi–mode behaviour
and is given by the condition

with a light intensity profile

where A is a constant. The single mode cut–off is clearly identified as occurring
at between 6.3 and 6.5 mA so measurement of the total light intensity gives a
mode radius of 4.1µm, A = 0.192, and a refractive index difference between the
centre and the outer of 0.0012.

7.3 Oxide confined devices

A small cavity can be denned by converting a layer of AlAs –  or at least an
AlGaAs layer containing 2% or less of Ga – to high quality aluminium oxide.
Heating in steam at about 400°C causes a lateral diffusion of oxidant into the
layer so that oxidation occurs from the outside inwards. Stopping the process
before complete oxidation leaves a central aperture of unconverted material with
high quality alumina outside. The process was discovered by Dallesasse et al.
[18] and was found to be highly directional as well as selective on the composi-
tion. Fine scale alloys were shown to oxidise slower than large scale alloys such
as superlattices, and for relatively thick layers oxidation occurred laterally along
the layer rather than perpendicularly. However, for thin layers the rate of oxida-
tion perpendicular to the layer structure becomes similar to the lateral oxidation
rate. Typical oxidation rates vary from under a micron per minute at 400°C to ~
7 µm/minute at 500°C for AlAs layers  ≥ 250 nm thick. The rate does not change
much if the films are thicker than this but for thinner films the rate reduces con-
siderably, being about 2 µm/minute for 75 nm thick films at 500°C and about 5
µm/minute for film 150 nm thick at the same temperature [19]. A number of
investigations into oxidation kinetics have been conducted but perhaps the most
comprehensive summary of experimental findings together with a theoretical
treatment is given by Osinski et al. [20].

Oxide–defined devices will out–perform proton implanted devices of simi-
lar size not only because of the improved optical confinement but also
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because of the lack of damage to the active region and contacts. Essentially the
advantage of the oxide–defined device over the proton implanted is one of size
and therefore threshold current, the latter being well below the milliampere range
for a 3µm diameter aperture. Apertures of this size are typical with single mode
powers also typically 3–5 mW [21, 22]. Smaller apertures than this can of course
be made with ease, such is the control over the process, but the waveguide modes
become more complicated with a loss of paraxial propagation. The vector wave
equation is needed to describe the modes. Moreover the output wavelength
blueshifts because as the angle of propagation increases the wavelength of the
light in the axial direction of the cavity decreases. Blue shifts of up to 13.4 nm
have been reported for photo–pumped oxide confined devices [23]. Calculations
using a vector weighted index method as opposed to the scalar effective index
method [24] successfully modelled the resonant wavelength of both the funda-
mental and the first higher order modes (LP01 and LP11 respectively, where the
designation “LP” stands for “linearly polarised”). Blue–shifting of the output
wavelength tends to be significant only for apertures below 2.5–3 µm in diame-
ter.

The basic method is illustrated in figure 7.17. The top dielectric mirror has
to be etched from the top to expose the high Al–content layer within the cavity.
This also exposes the high Al–content layers within the mirror but if the mirror
layers have 5% Ga compared with 2% Ga in the aperture layer, the difference in
the oxidation rate will allow an aperture to be defined without consuming too
much of the mirror layers. If the devices are going to be used in arrays or as part
of an integrated circuit the surface must be planarised after etching, but this is a
common requirement in semiconductor fabrication and presents no real difficul-
ties [25]. Polyimide is a common planarising material.

Etching the mirrors also changes their properties somewhat because now,
instead of a dielectric stack extending out effectively to infinity in the plane, the
mirror has a finite dimension. Should the mirror dimension be smaller than the
mode field the mirror will diffract the mode. Practical distributed Bragg

Figure 7.17. The basic mechanism of oxide definition of the cavity. Only a few layers
of the mirror are illustrated.
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reflectors will diffract in any case, as discussed by Babic et al. [26]. The full
properties of real quarter–wavelength semiconductor mirrors can only be calcu-
lated by solution of the relevant electromagnetic equations, though some simpli-
fying approximations can be made for quick calculations. The simplification nor-
mally revolves around plane waves. In figure 7.6 for example, the reflectivity is
calculated assuming a plane wave of infinite extent normally incident on a quar-
ter wavelength stack of infinite extent in the plane. In the oxide–defined VCSEL
the mode dimensions themselves can be very small, < 3 µm in some cases, and
such modes themselves are almost certainly not normally incident. Indeed, the
modes can be constructed from the superposition of plane waves at differing
angles of incidence so each plane wave component will experience a different
reflectivity. Superposing the reflected beams will therefore give a different inten-
sity profile from the incident, which is one way of saying that the mode is scat-
tered (diffracted) from the mirror. Babić et al. treat the diffraction problem more
rigorously and show that the diffraction properties depend on the wavelength of
the mode, the mode diameter, and the refractive index difference.

Diffraction is a size–related phenomenon and the mode diameter effective-
ly determines the size of the reflecting aperture relative to the wavelength, but
there is an additional effect associated with wavelength. In changing from 850
nm to 1.55 µm, say, the wavelength is nearly doubled and all other things being
equal the thickness of the layers in the mirror stack will also nearly double, as
will the penetration depth into the mirror. In fact, for a given material system in
the sub–bandgap normal dispersion regime the refractive index will decrease
with increasing wavelength, thereby increasing the thickness of each layer slight-
ly and decreasing the reflection from each interface. The total penetration depth
into the mirror will therefore more than double with a doubling of the refractive
index, and for small mode diameters and higher order modes with non–normal
angles of incidence the scattering out of the mode field will increase. If the mate-
rial system also changes as a result of changing the wavelength such that the pen-
etration depth into the mirror is increased the scattering losses will increase yet
further.

As might be expected from the preceding discussion, the transverse mode
behaviour of oxide–defined devices is well explained by waveguiding theory.
Huffaker et al. [27] have used 8 µm square devices with high contrast ZnSe/CaF
pairs for the dielectric mirrors to demonstrate very clearly four distinct modes of
the device; a gaussian profile below threshold, a bi–lobed profile at 1.1 x Ith sim-
ilar to that seen in figure 7.16, a four–lobed output at 2.0 x Ith, and a complicat-
ed eight–lobed structure in the beam at 3.0 x Ith. The wave–guiding mechanism
is quite different from that in proton implanted devices, but again a physical
refractive index difference does not extend over the whole of the cavity. Near
field scanning optical microscopy on selectively oxidised 10 µm square apertures
[28] also shows a complex mode structure at above–threshold currents, and
moreover, that each of the modes resonates at a slightly different
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wavelength. In a four nanometre wavelength range from 846–850 nm some 20
separate modes were found to oscillate, though some of them had a very low
intensity. Nonetheless, at least eleven of the modes were strong enough to be
considered as competing.

This observation appears to be at odds with the essential idea of the VCSEL
as a single mode device but it arises not from the existence of multiple
Fabry–Perot modes, but from the fact of waveguiding itself. These are essential-
ly transverse modes of the waveguide which resonate at slightly different fre-
quencies. The fact that the output modes are not true Fabry–Perot modes makes
the VCSEL a difficult device to model, though of course the fundamental mode
approximates well to Fabry–Perot wavelength because of the near paraxial prop-
agation. For this reason some authors have used the metal contact as a mode fil-
ter to suppress the higher order modes [22]. The higher order modes tend to trav-
el in the outer regions of the cavity and are subject to greater diffraction effects,
so by aligning a metal aperture with the oxide aperture allows these modes to be
blocked. In addition to mode filtering, however, careful control of the cavity tem-
perature is also required for accurate control of the output wavelength. As well
as exhibiting multiple output wavelengths, the large aperture devices of Sharma
et al. [28] also exhibited a red shift in each mode of 0.145 nm/mA ascribed to the
effects of temperature in the active region.

The richness of the mode structure might lead one to suppose that the effec-
tive guiding in oxide–defined devices is stronger than that in proton–implanted
devices. The oxide itself presents a much larger refractive index difference than
will occur as a result of gain guiding, but as with the active regions, the posi-
tioning within the cavity is crucial if the optical effect of the oxide layer is to be
maximised. If the aperture is placed at a node where the optical field is effec-
tively zero the aperture can be expected to have a minimal impact on the optical
propagation, though it will of course still limit the current flow. On the other
hand, positioning at an anti–node can be expected to maximise the effect. The
simplest mechanism is diffraction of a planar wavefront back in to the centre of
the cavity (figure 7.18). The low index oxide

Figure 7.18. Diffraction from an oxide aperture caused by phase retardation in the high
index layer.
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layer causes an optical phase advance compared with propagation in the high
index layer and for an abrupt interface distortion of the wavefront in the vicinity
of the interface will act to confine the optical field somewhat. The idea of the
oxide aperture as an intracavity lens has been developed by Coldren et al. [29]
where it was shown that the oxide aperture can be treated either as a uniform
waveguide by effectively distributing the refractive index change over the whole
of the cavity or as a lens which focuses the beam to a point inside the cavity. The
uniform waveguide model is perhaps best suited to the abrupt change illustrated
in figure 7.17 because the effective focal length is not so clearly defined where-
as for a parabolically graded index change that gives rise to a thin spherical lens,
the focal length is well defined.

A detailed investigation into the optical effects of the oxide aperture using
numerical solutions of the vectorial wave equation [30] compared oxide aper-
tured devices with proton implanted devices. This was a theoretical study in
which it is necessary only to restrict the current flow and recognise the existence
of gain guiding in order to simulate the device and therefore does not reflect the
experimental reality that the statistical nature of the implantation process makes
it difficult to define small devices by implantation. The essential properties of the
oxide aperture that emerge from this study which make it superior to proton
implantation are:

• in proton implanted devices only the gain guiding serves to counteract
the effect of beam diffraction within the cavity but within the oxide-
defined device the oxide aperture counteracts the effects of diffraction at
the mirror;
• therefore the effective mode field diameter is smaller, leading to a better
confinement;
• the pumping current is therefore used much more effectively;
• for a given size of device the threshold currents for the oxide defined
device is smaller than for the implanted device.

In addition, the importance of the position of the oxide with respect to the stand-
ing wave pattern was confirmed with an anti-nodal oxide affecting the optical
field much more than a nodal oxide, thereby yielding a smaller threshold current.
An interesting aspect of this modelling is an effective plane wave model of the
VCSEL that the authors developed. This showed that the reflectivity of the mir-
rors beneath the oxide is reduced for the fundamental mode, albeit by a very
small amount. This has the effect of concentrating the feedback in the central
portion of the beam rather than in the tails of the gaussian and effectively con-
fines the mode.

The effect of reducing the aperture below 3 µm has been mentioned in rela-
tion to the waveguide modes and the consequent blueshifting, but there are also
other effects. It will also be apparent that the diffraction losses from the mirrors
will be high and oddly, an improvement in device performance can be gained by
an increase in the number of mirror pairs [31]. However, thermal effects cause
the performance to degrade if the number is increased too much,
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so a much better idea is to reduce the penetration depth into the mirrors. High
index-difference DBR’s must be used. Deposited materials can be used but the
difficulty is to deposit the layers on both sides of the cavity. One very effective
way is to grow AlAs/GaAs pairs and oxidise the AlAs, as illustrated in figure
7.17. The large index difference means that a very high reflectivity can be
realised with just 3.5 pairs. The requirement on the oxidation rate is now
reversed; it is the window layers that must be fully oxidised with the aperture
layer only partially oxidised. The thickness dependence of the oxidation rate can
be used to advantage here. An aperture layer can be any thickness in principle,
but the modelling by Demeulenaere et al. showed that 40 nm is the thickness at
which the layer begins to be less effective. In the photopumped devices of Shin
et al. [23] the devices were fabricated by growing a 1λ cavity (λ = 780 nm) with
a four-pair upper mirror and a 5.5-pair lower mirror. This stack was defined by
etching 50 µm square mesas which were then oxidised at 450°C in steam. The
aperture layer was 30 nm thick whereas the mirror layers were 170 nm thick. The
effective penetration depth into the mirrors was 0.06 µm, giving a total cavity
length of 0.37 µm. The short penetration depth of the mirrors also means that the
stop band is quite broad (figure 7.19) and the requirements for matching the
wavelength spectrum of the mirror to the cavity resonance, which is essentially
a requirement on the thickness tolerance of each of the layers in the mirror stack,
is relaxed.

The photopumped devices mentioned above do not need contacts, of
course, but if micro-cavity VCSELs are to prove useful then current has to be
supplied. Oxidisation of the top mirror means that the contact has to be made
directly onto the cavity itself, which is the essential requirement in the etched-
post

Figure 7.19. The reflectivity of GaAs-oxidised AIAs dielectric mirrors for operation at
980nm. The greater index difference results in a higher reflectivity for a smaller number
of pairs as well as a broad stop band extending over nearly 200nm.
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structure (figure 7.20). The first electrically pumped oxide DBR VCSEL was
described in 1995 [32], but the device was not particularly small. Whereas it is
possible with photo-pumping to maintain a small cavity length there are
inevitably difficulties when it comes to making intra-cavity contacts. Tunnel con-
tacts to a 2λ cavity have been described by Wierer et al. [33] but the fabrication
procedure is complicated by the need to align the various contacting layers.
Accurate alignment during photolithography becomes an issue when the lateral
dimensions of the device approach 1 µm because mis-alignment in such a small
device will result in a seriously degraded performance. To this end, a self-aligned
device has been described by Choi et al. [34]. Self-alignment is a technique
whereby a unified approach to fabrication is adopted and the crucial parts of the
device are defined during the fabrication of others. Several photolithography
steps are eliminated along with the possibility of misalignment, so the technique
therefore holds out the promise of high density integration, but in this particular
device the mirrors still used multiple pairs of unoxidised AlGaAs/GaAs.

7.4 Long wavelength VCSELs

At the time of writing long wavelength (1.5 µm) VCSELs for telecommunica-
tions have not reached the stage of development where commercial production is
feasible. The essential difficulty lies with mirrors.

The InGaAsP material system for emission at 1.5 µm is well established
and itself presents no problems for the fabrication of active layers. Quantum
wells can be grown in InGaAsP lattice matched to InP without difficulty, and in
fact for the VCSEL the longer wavelength operation has the potential advantage
that the volume of material within the cavity lying closer to the optical anti-node
increases so the number of quantum wells that can be

Figure 7.20. Intra-cavity contact in an etched-post structure.
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incorporated into the active region also increases. Rather than the three wells
commonly employed in 850 nm lasers there may be 8 or even 10 wells within a
1.5 µm laser. The longer wavelength operation has the disadvantage that the
effective penetration depth into the mirrors is increased. Not only must the thick-
ness of each layer increase to provide λ/4 phase-matching but the epitaxial mate-
rial system for 1.5 µm operation has a lower refractive index difference and
something like 50 pairs may be needed compared with 30 pairs for emission at
850 nm. The stop band is correspondingly narrower and care must be taken to
match the reflectivity maximum to the cavity resonance, and there may be other
undesirable consequences such as increased diffraction for higher order modes or
smaller apertures.

By far the most serious problem lies with the p-doped mirrors, however.
Intervalence band absorption between the light and heavy hole bands and the
split-off band becomes significant for this material system [35]. Intervalence
band absorption can only occur if there are sufficient hole states, i.e. empty elec-
tron states, within the valence band for a transition to occur. The problem does-
n’t arise in n-type material, or even in low-doped p-type material, because the
density of free holes is so low but the p-type mirrors have to be heavily doped in
order to increase the conductivity of the contacts. The total mirror thickness will
be 11-12 µm compared with 2-3µm for 850 nm lasers so not only will the resist-
ance be four or five times higher for a similar conductivity but any power dissi-
pated within the mirrors must be conducted away through a greater amount of
material. Mirror heating is potentially a difficulty in these lasers but the inter-
valence band free-carrier absorption, as the phenomenon is called, adds to the
difficulties and moreover, represents a serious optical loss as well.

AlGaAs/GaAs is an ideal mirror system for this wavelength. The problem
still exists that the thickness of each of the layers has to be increased to provide
the relevant phase but the refractive index difference means that the number of
pairs can be reduced. More importantly, inter-valence band absorption is not a
difficulty, and if the mirrors can be oxidised, the penetration depth can be
reduced substantially. The difficulty is that AlGaAs is not lattice-matched to this
materials system. One way over the difficulty is to grow AlGaAs/GaAs mirrors
onto a GaAs substrate and fuse the mirrors onto the top InP layer of the laser
structure by heating in vacuum. Typically the wafers are pressed together with a
pressure of 15 atmospheres and heated to 630°C in hydrogen for 20 minutes [36].
This results in GaAs/InP junctions that are optically transparent as well as con-
ducting. The GaAs substrate is then etched away. Fusion of the top mirror only
was reported in 1996 [37] with continuous operation at 27°C. Double-fused
structures in which both mirrors have been made in this way has resulted in 1.5
µm lasers that operate continuously up to 71°C [38]. This temperature is similar
to the maximum operating temperatures of commercial 850 nm lasers, but it is
by no means certain that wafer fusion will provide a reliable manufacturing tech-
nology with a high yield across the wafer.
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An alternative approach is to grow metamorphic, i.e. fully relaxed,
AlGaAs/GaAs mirrors onto InP. Although the defect density will be high the
optical properties of the mirrors will not be affected, and the conductivity has
also been reported as being similar to epitaxial GaAs [39]. On the other hand,
epitaxial growth of GaAs on patterned InP without the generation of defects,
despite the large lattice mismatch, has been reported and an oxidised-AlAs/
GaAs mirror has been made on top of an InGaAsP/InP laser [40]. Selective oxi-
dation of a lattice matched In0.52Al0.48As layer was used to provide a current
confining aperture within this structure, thereby showing that similar devices to
oxide-defined 850 nm emitters are possible.

Yet another approach is to use a different material system for the wells and
mirror. AlGaInAs lattice matched to InP has been shown to be suitable for
VCSELs in the range 1.3 µm to 2.0 µm using a buried tunnelling junction [41].
Single mode VCSELs at 1.55 µm show error free transmission at 10 Gbit/s,
which shows the potential of this system for communications. The essence of the
buried tunnelling junction approach is to fabricate epitaxial n-type mirrors

Figure 7.21. The contact structure of the buried tunnel junction (BJT) VCSEL. (After
Boehm et al.)

Figure 7.22. The final BJT-VCSEL structure of figure 7.21. (After Boehm et al. [41].)
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from high index-difference AlInAs-AlGaInAs on an InP substrate on to which
the active layers and top contact are fabricated. The device is completed by the
deposition of top contact layers and the dielectric mirror (figure 7.21) before
being attached to a heat sink (figure 7.22). The substrate is etched off, exposing
the underlying DBR, which now becomes the top DBR within the laser. Contacts
are attached and light is emitted through what was, within the growth sequence,
the bottom set of mirrors. Advantageously, the active layers of the device are
mounted very close to the integrated heat sink.

7.5 Visible VCSELs

As with quantum well lasers, visible VCSELs suffer from the difficulty of find-
ing lattice-matched materials that allow both the short wavelength and effective
carrier confinement together. AlGaInP alloys lattice-matched to GaAs have
direct bandgaps that span the range from deep red to green and several devices
emitting single mode powers in the milli-Watt range at wavelengths around 670
nm have been reported (see Chow et al. for a review of progress to 1997). The
unstrained configuration occurs at an In concentration of 52% irrespective of the
Al:Ga ratio (figure 7.23), but at an Al mole fraction of approximately 0.56-0.7
the band changes from direct to indirect as the X band minimum descends below
the Γ band minimum. This effectively limits the short wavelength end of the
spectrum to 555-570 nm [7] but the practical wavelength limit is 650 nm in this
material system because of the need to maintain confinement.

Figure 7.23. The energy gap vs. lattice constant of figure 5.6 expanded to show
AlGaInP system.
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In addition to the poor confinement demonstrated by this alloy system, two
other factors limit the performance of visible VCSELs. First, the high tempera-
ture operation is poor. The threshold current can shift markedly with temperature,
which is a consequence not only of the low potential barriers confining the car-
riers, but also a consequence of the cavity resonance detuning [42]. The gain
peak shifts to the red with an increase in temperature. So also does the cavity res-
onance, but this is a consequence of an increase in the refractive index as the
temperature increases whereas the gain shift is a consequence of the decreasing
band gap. The latter effect is far more pronounced so the cavity resonance
detunes itself from the gain maximum. A more stable performance at elevated
temperatures can be realised by blue-shifting the gain maximum at room tem-
perature so that the cavity resonance tunes itself in first before detuning if the
temperature rise is too high [7]. The room temperature threshold current is
increased in this manner, in accordance with figure 7.9, but the change in thresh-
old current with temperature is fairly small. The second effect concerns the mir-
rors. In a system lattice matched to GaAs the lowest concentration of Al permis-
sible is ~ 50%, which leads to a relatively small refractive index difference. The
number of mirror pairs must increase which leads to higher diffraction, higher
resistance, and higher thermal resistance. Oxidised mirrors can be used but then
an intra-cavity contact must be made. In general semiconductor DBRs are pre-
ferred over insulating dielectric mirrors because an intra-cavity contact is diffi-
cult to make in a 1 -λ cavity and lasers with semiconductor mirrors out-perform
lasers with dielectric mirrors.

By way of example, the growth and performance of AlGaInP red VCSELs
has been described in detail in a series of papers by Knigge et al. [43-45]. The
mirrors consisted of 55.5 pairs of n-type Al0.5Ga0.5 As/AlAs and 35 pairs of p-
doped Al0.5Ga0.5As/Al0.98Ga0.02 As in order to facilitate the formation of an
aperture by wet oxidation. The active region consisted of three InGaP quantum
wells. Carbon doping was preferred over Zn for the p-doping because the series
resistance of the mirrors is lower, a fact not fully understood but believed to arise
from the increase in doping in the high band gap layers. The p-doped mirrors
were also graded at the interface. Initially the top of the DBR was coated with a
layer of GaAs ~ 80 nm thick in order to facilitate contacts to the DBR. However,
GaAs absorbs at ~ 870 nm at room temperature so this layer has to be etched off
the mirror in the contact aperture, which in itself is difficult to control and expos-
es the top high-Al layer to the ambient. Operation at an elevated temperature in
a humid environment will inevitably lead to some oxidation of the top layer, so
a p-In0.48Ga0.52P layer was deposited before the GaAs. This acted as both an
etch-stop layer and a passivating layer to protect the top of the DBR. These struc-
tures had a threshold current density of ~ 2.3 kA cm-2, record output powers of 4
mW at 650 nm and 10 mW at 670 nm, and single mode emission up to 65°C for
650 nm emitters and 87°C for 670 nm emitters. Subsequently, the GaAs contact
layer was removed and
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only the etch-stop retained, which resulted in even lower threshold current den-
sities of 1.8 kA cm-2. These devices are still very much under development at the
time of writing, and no doubt the structures that will eventually reach the pro-
duction lines will vary from these devices in some significant respect.

7.6 Summary

The vertical cavity configuration has the dual advantage over edge-emitting
devices of both improved quality control during manufacture as well as the pos-
sibility of integration with other opto-electronic devices. Devices emitting at 850
nm are the most mature. The materials to emit at 1.3 and 1.5 µm exist and are
well characterised because of developments in DH and quantum well lasers, and
quantum well systems can be constructed that will emit in the vertical cavity con-
figuration over as wide a range of wavelengths as exists in these other laser struc-
tures. The quantum well is preferred over the DH structure because of the
enhanced matrix element, but the number of wells is limited by the need to place
them at the maximum optical intensity within the cavity.

Key to the performance of these devices is the fabrication of quarter-wave-
length pairs for the semiconductor mirrors. Epitaxial growth of approximately 30
pairs is required for mirrors at 850 nm, but for longer wavelength mirrors in other
materials more may be needed. The mirrors are therefore several micrometres
thick. If these mirrors also form the contacts the composition has to be graded to
allow field induced lowering of the barrier, which has the unfortunate effect of
lowering the reflectivity slightly. However, this can be offset by the growth of an
additional pair or two of layers. The materials and mirror technologies are well
established for operation at 850 nm, but for longer wavelength devices the length
and conductivity of the mirrors means that free carrier absorption is a problem.
Other schemes have been investigated, particularly the use of low index
dielectrics to reduce the number of pairs, but these mirrors are then electrically
insulating and direct contacts to cavity are required, with the consequence that
the surface must be etched away to expose the intra-cavity layers.

Two main types of aperture definition are employed in VCSEL devices;
proton implantation and oxide confinement. Proton isolation is the more mature
technology but the random nature of the implantation process means that small
cavities cannot be defined. Oxide confinement, in which a relatively thick layer
of high Al-content AlGaAs is oxidised to provide a current blocking aperture,
allows very small cavities to be defined, but the electromagnetic properties of
these cavities are hard to model. At cavity diameters below 3 µm blue-shifting of
the emission wavelength occurs as the effective wavelength along the cavity is
reduced. The vector wave equation needs to be solved for these modes but
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for larger diameters the ray propagation is paraxial and the fundamental mode
approximates well the the Fabry–Perot modes of the cavity.
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Problems

1. Derive an expression for the mode spacing of a short cavity mλ wave-
lengths long, where mλ is an integer, first neglecting material dispersion
and then with material dispersion taken into account. Hence calculate the
mode spacing for a one wavelength cavity at 850 nm consisting of
Al0.2Ga0.8As where n = 3.445.
2. The following table shows the refractive index of AlGaAs at various 
wavelengths. In order to demonstrate the trade-off between band offset  
and mirror thickness, calculate the Fresnel coefficients for a mirror stack
composed of GaAs-Al0.9Ga0.1 As pairs, GaAs-Al0.8Ga0.2As pairs, and
Al0.1Ga0.9As-Al0.8Ga0.2As pairs at 850 nm, 1.3 µm, and 1.5 µm. Hence
calculate the number of pairs required for a power reflection coefficient 
of 0.96 and the total mirror thickness.

3. Oxidised AlGaAs has a refractive index of 1.61 [46]. Calculate the
Fresnel coefficient for the oxide-GaAs interface at the three wavelengths 
in (2) and hence calculate the number of pairs and total mirror thickness 
for a power reflectivity of 0.96.
4. Estimate the free carrier absorption coefficient at 1.5 µm in a GaAs-
AlGaAs stack doped to 5 x 10

17
cm

-3
.
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Chapter 8

Diode laser modelling

Rate equations constitute one of the simplest forms of laser model. They are
essentially one-dimensional in so far as the transport of carriers from the contact
to the active region is modelled but no account is taken of the complex dynam-
ics of light generation, recombination, and carrier diffusion in the plane of the
active region, be it a DH laser or a quantum well, and as chapter 10 will show,
for high power broad area lasers these effects are significant. The purpose of rate
equation modelling is essentially to predict the temporal and output characteris-
tics of a particular diode laser structure using known material parameters and
equations for the rate of change of carrier and photon densities. Rate equation
models therefore offer the possibility of being able to understand which materi-
al and structure dependent properties most affect the diode laser response and
therefore which may be optimised in the design of new lasers. The approach
taken in this chapter is to define some general equations applicable to all lasers
but especially to the idealised DH laser. These rate equations will then be used,
expanding them where necessary, in specific examples of diode laser models. All
the models considered have appeared in the literature and therefore represent real
cases.

8.1 Rate equations; the idealised DH laser

The rate of change of carrier and photon densities are coupled by necessity, as
photons are generated through the loss of carriers by recombination. The carrier
density N follows the simple expression

where R
i

is the rate of carrier generation and R
out

is the rate of carrier dissipa-
tion. The only generation mechanism of any significance is the constant supply
of carriers provided by the current. Therefore

where V is the volume of the active region under consideration.
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Several dissipative mechanisms exist, however. Spontaneous emission,
non-radiative recombination, leakage from the active region, and of course stim-
ulated emission. Often the recombination term is expressed by a polynomial

where A, B, and C are respectively the surface and defect, radiative, and nonra-
diative recombination coefficients. For simplicity, however, these three will be
lumped together and characterised by a single time constant τ. Therefore

Hence we have the first of the coupled equations

which is coupled to the photon density via Rstim, the rate of stimulated recombi-
nation.

The photon density generation rate is given by

where Vph is the volume occupied by the photons. This is always larger than the
active carrier volume in guided structures and this ratio is known as the optical
confinement, Γ. Hence

which takes into account the spontaneous emission and the loss of photons from
the ends of the cavity via the cavity lifetime τp. Spontaneous emission, by its
nature, is random and does not necessarily contribute to laser output but there is
always the possibility that spontaneous emission into the lateral modes of the
laser will occur. This is expressed by the spontaneous emission coupling factor
βsp. The last term uses the cavity decay time τp which essentially describes how
fast the photon density in the cavity would decay if left to circulate between the
mirrors without any regeneration by stimulated emission.

This is the second of the coupled equations, but before either can be solved
we need to express Rstim in terms of carrier and photon density. Looking at the
gain, therefore, we can express the increase in photon density in the following
way

so

for very small ∆x (figure 8.1). Therefore
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and

so

where vg is the group velocity. 
Hence

8.2 Gain compression

The actual variation of gain with time is complicated by the fact that the carrier
density depends in some manner on the photon density, so photon gain is a non-
linear function of photon density also.

Imagine a very simple model of a gain medium. A small volume of space
(for the sake of argument assume unit cross-sectional area) is fed by a constant
current injecting carriers at a sufficient rate to cause gain. In order to get contin-
ued gain from this region some form of optical feedback is needed, so let this ele-
ment be placed in the centre of a cavity (figure 8.2). If the width of the

Figure 8.1. Gain in a small volume element.

Figure 8.2. A small gain element in an optical cavity.
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element is ∆x such that g∆x, where g is the gain, is small, then the photon num-
ber on traversing the gain element once is

i.e. as in equation (10)

Ignore the details of the interaction of the photons with the electrons in the gain
medium and make the assumption that the increase in photon number is instan-
taneous. Then the rate of increase in photon number is then given by the rate at
which the photons traverse the element, i.e.

where Lc is the cavity length and vg is the group velocity of the photons.
Therefore

where the term 1— α represents the fractional loss of photons on reflection from
each mirror. For this treatment it is not strictly necessary to add this term since it
is only a coefficient, but physically it is necessary to imagine a loss of photons
from the ends of the cavity. For simplicity we make this loss symmetrical. Then,
by simple rearrangement,

All the terms on the right hand side with the exception of gain are independent
of time. If we assume the gain is constant then we arrive at the conclusion that

which is what we would intuitively expect. The photon number increases expo-
nentially in a step-wise manner because of the discrete nature of the gain process
in this example (figure 8.3).

Figure 8.3. Repeated passes through the cavity leads to an exponentially increasing
photon number with time.
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However, the photons are created at the expense of electrons through stim-
ulated emission, so if all other contributions to the photon density and electron
depletion are ignored, and it is assumed that all photons traverse the gain medum,
i.e. the optical confinement is unity, then

where Nstim is the number of electrons lost to stimulated emission. Therefore

The first term on the right is constant but the second leads to an exponentially
increasing photon density under the assumption of constant gain (equation 18).
This is unphysical as the photon number would rapidly exceed the electron num-
ber (in this instance numbers are preferred to densities since the photon density
does not have much meaning in an essentially two dimensional system) and the
increase in photons would reach a limiting value where all the electrons were
depleted on a single traversal. We would rapidly reach a situation where the
increase in photon number would be small compared with the number of incident
photons so the gain would be very small, and possibly close to zero. This can be
realised by putting the time-averaged rate of change of electron number to zero,
i.e.

and under these conditions

For a given current applied to the system the gain will decrease with increasing
photon density.

It should be emphasised that this is a very simple model. It does not physi-
cally represent many laser structures. Possibly only a quantum well VCSEL
(chapter 7) will approach this physical construction, but nearly every other
design will have an extended gain region which fills almost the entire cavity.
Furthermore, the details of the interaction between the photons and the electrons
have been entirely omitted. The above equations tell us only that in these ide-
alised circumstances the gain must decrease with increasing photon number and
for very high photon densities, will tend to zero. For a working model of the gain
compression, as the phenomenon is called, a quantum mechanical treatment of
the electron interaction with the photon field is needed, included within which is
a treatment of the intra-band relaxation times as well as the distribution function
for the electrons. In the very simplified treatment given above the fact that elec-
trons occupy certain energy levels, some
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of which might not participate in the stimulated emission, was not considered.
According to Agrawal [1] the linear form of the saturated gain, i.e.

where ε is the gain compression factor and S is the photon density, can be derived
using the third order perturbation theory within the density-matrix approach, but
that clearly is beyond the scope of this book. Therefore I will simply use the
results that others have derived. There is in fact no great loss associated with this
approach because gain compression is usually introduced phenomenologically
into the rate equations in any case. Furthermore, there is not as yet any firm con-
sensus on the mathematical form of the gain compression.

The linear form given above has the advantage that the gain can go to zero
at high photon densities, satisfying the intuitive picture that the gain decreases
and at least tends towards zero as carrier depletion effects (spectral hole burning)
become significant. Unfortunately the gain can also become negative and does if
some artificial constraint is not introduced to prevent it. One of the earliest mod-
els of gain compression [2] used the expression

which was derived for a homogeneously broadened two-level system. In such a
system, ε has a specific dependence on the lasing material but for the diode laser
the parameter was regarded as simply being a convenient variable to describe the
gain saturation. As this form is not generally valid for semiconductor lasers
Agrawal [1] modelled the gain medium as an ensemble of two-level systems
with different transition frequencies distributed in accordance with the joint den-
sity of states (see chapter 3) and arrived at the expression

This has the physical advantage of Channin’s expression (equation 24) in that the
gain does not become negative but at low photon densities approximates by
means of the binomial expansion to

All of the above expressions have been used at some stage by different authors
in various device models. For this reason it is appropriate to use the symbol gc to
refer to the compressed gain and use the particular form appropriate when
describing particular laser models.
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8.3 Small signal rate equations

The rate equations as so far given, including the effects of compressed gain, are
applicable only to static conditions of operation. Very often the static character-
istics are of limited interest compared with the dynamic response of lasers, that
is, the manner in which the output power varies with a time-dependent input cur-
rent. In order to model transient or time dependent effects a modulation of some
sort must be superimposed onto the rate equations. This is the so-called small
signal analysis. The method outlined here is essentially applicable to most lasers
and will be developed to deal with specific lasers in turn, starting first with the
idealised DH laser.

Essentially, we want to know how the output power can be expressed in
terms of the basic laser parameters. The output power can be expressed as the
rate of transmission of photons through the end of the cavity multiplied by the
energy per photon, i.e.

where

and S is the photon density, Vp is the volume occupied by the photons, αm = 1 R
is the reflection loss of the mirror and τr is the round trip time of the cavity. This
last can be expressed as

where vg is the group velocity. Therefore

We have made the implicit assumption that there are no transmission losses
either at the other end of the cavity or during the round trip. That is, the reflec-
tion losses at the output end of the cavity are the sole contributor to the cavity
losses. Formulating the rate of photon decay in the absence of stimulated emis-
sion in much the same manner as the increase in photon number was formulated
to show that the gain must saturate we would find,

where τp is the cavity lifetime. Hence
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For the small signal analysis each term in the rate equation is assumed to have
the form

where A0 refers to the static component and a . e jωt is a small sinusoidally oscil-
lating component. Thus the photon and carrier densities, the gain, and also the
driving current are assumed to have this form. Since the current is the driver this
is essentially a problem of forced harmonic oscillation, and we should not be sur-
prised to find that the solution has in fact the classic features of the forced,
damped harmonic oscillator.

Consider the electron density equation first. From before

Substituting in the small signal forms of N, I, and S,

Under steady state conditions

and the algebraic sum of the static components on the right must also equal zero.
Eliminating the time dependent exponentials also yields

Similarly, for the photon density the large signal equation is (equation (13))

The spontaneous emission terms be can ignored for simplicity so that

and under steady state

Making the small signal approximations, in particular the gain

The terms in the time constant τp cancel out to arrive at the final expression
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The small signal gain can be derived from the first order Taylor expansion of the
gain expressed as a function of carrier density.

so that

Therefore

or

where gn is the differential gain. Solving for the small signal carrier density,

Turning to the injection current, and expanding the gain,

and substituting for n

Recognising that
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we have, after some further manipulation,

Now, let

so that

and

In order to get the small signal output power we simply take the static output
power and substitute the small signal photon density. Therefore

This is the equation derived by Coldren and Corzine [3] though the treatment is
different. Following Coldren and Corzine, the solution to these equations for a
typically idealised DH laser of cavity dimensions 200 µm × 5 µm ×0.25 µm
emitting at 1.5 eV and with a cavity decay time of 2 picoseconds is given in fig-
ure 8.4, where the labels 1 to 6 represent output powers increasing by a factor of
ten each time. Coldren and Corzine used output powers ranging from 10 µW to
1 W.
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Two things are immediately noticeable. First, the response is, as expected,
characteristic of a forced, damped harmonic oscillator with a frequency inde-
pendent output below the resonant frequency, rapidly falling off to zero above.
Second, the resonant frequency and the maximum output power both vary with
the driving current, a phenomenon which has had a severe impact on lightwave
communications technology.

8.4 Modelling real laser diodes

The modelling presented in the previous section is general and non-specific in so
far as it is intended to serve as an introduction to the field of laser modelling. It
is nonetheless real for all that but there are a number of idealisations involved
which mean that the model as it stands does not apply to a number of structures
of interest. It is the purpose of the next section to look at some real experimental
laser diode structures and their models.

8.4.1 InGaAsP/InP quantum well lasers

The first structure of interest is the InGaAsP quantum well laser as described by
Bernussi et al. [4]. InGaAsP/InP lasers exhibit a strong temperature dependence
in their performance and Bernussi et al. modelled the static characteristics in
order to determine which parameters are responsible. According to Bernussi, the
introduction of lattice matched and strained quantum wells has reduced the
threshold current in lasers based on this material system but the temperature sen-
sitivity remains unaffected. Several factors have

Figure 8.4. Frequency response of an idealised DH laser. (After Coldren and Corzine
[3].)
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been considered as possible reasons for this sensitivity, but the consensus is that
the more intrinsic properties of the laser are involved; properties such as gain,
differential gain, barrier recombination, and thermionic emission. The tempera-
ture sensitivity of the static properties of InGaAsP layers can be described fairly
accurately because of the extensive experimental work undertaken by many
workers (see Bernussi for references), so a steady state phenomenological model
of a compressively strained quaternary multi-quantum well laser was construct-
ed in order to account for the properties of lasers incorporating these layers.

The experimental structures modelled were 1.3 µm strained (0.75%) multi-
quantum well buried heterostructures with room temperature threshold currents
Ith of 8-11 mA and slope efficiencies ηext of 0.17-0.21 mW/mA per facet. In the
temperature range 20-100°C the temperature variation of the threshold current is
described by a value of the characteristic temperature, T0, defined in chapter 3,
of ~ 60 K. To recap, the smaller the value of T0 the more sensitive to the effects
of temperature. For example, Coldren and Corzine [3, p 58] describe values of
T0 greater than 120 K near room temperature in GaAs/AlGaAs DH lasers emit-
ting at 850 nm and even higher values (150-180 K) in quantum well lasers based
on the same material system. For strained InGaAs/AlGaAs quantum wells, T0 ≥
200 K but in InGaAsP/InP quantum well and DH lasers, the system under con-
sideration here, typical values lie on the range 50-70 K. Such a temperature sen-
sitivity results in poor laser performance at higher temperatures and practically
necessitates the use of thermo-electric coolers to ensure stable operation.

The single mode rate equations

and

can be written. Here 951 ηi is the internal efficiency, i.e. the fraction of the cur-
rent which results in carriers being injected into the active region, a is the differ-
ential gain, R(N) is the recombination term from equation (3), a(N)S represents
the cavity loss (which can also be written as S/ τp;), I is the optical confinement,
and β is the spontaneous emission coupling coefficient. These equations are in
all respects similar to those already considered. These parameters were measured
experimentally on the laser diode structures.

In order to solve these equations to find the threshold current and slope effi-
ciency experimental values of many of the parameters are required. The differ-
ential lifetime, τd, defined as
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was measured at 10°C and 50°C by varying the current. Experimentally there
was no detectable difference between the two measurements, showing that this
parameter is essentially temperature independent. Bernussi et al concluded that
of the coefficients describing the recombination rate in equation (3), A and C are
temperature independent, C also being negligibly small, and B is inversely pro-
portional to the temperature. Subthreshold gain measurements were performed
as a function of photon energy at different temperatures and bias currents to
derive the temperature dependence of both dg/dN and N0, the carrier density at
transparency. In the temperature range 20-80°C dg/dN decreased from 1.25  
× 10-15 cm2 to 6.8 × 10-16 cm2, and N0 increased from 1.5 to 2.2 ×1018 cm-3. The
remaining parameters, the internal losses and the internal efficiency were found
to be in the range 16 cm-1 (20°C) to 30 cm-1 (100°C) for the loss and ~ 60% for
the efficiency.

The solutions evaluated by Bernussi et al. are shown in figure 8.5. The the-
oretical model matches very well the external efficiency but is a little out in the
description of the threshold current. Nonetheless it provides a reasonable
description of the variation of these properties with temperature. Using this
model, Bernussi et al. were able to assess systematically which parameters most
affected the solution by setting their dependence on temperature to zero in turn.
The conclusion is that two parameters are principally responsible; the internal
efficiency ηi and the losses α. Absorption losses mainly affect the differential
gain, in turn affecting the differential efficiency, and carrier emission from the
well mainly affects the threshold current. Carrier emission

Figure 8.5. The efficiency of quantum well lasers as a function of temperature. (After
Bernussi et al. [4].)
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can be reduced by using larger barriers but there are limitations imposed by the
material system so to some extent the temperature sensitivity of the InGaAsP/
InP system would appear to be intrinsic to the materials.

8.4.2 Separate confinement heterostructure quantum well laser

Still on the topic of quantum wells, the next model of interest is the separate con-
finement quantum well laser, as studied by Nagarajan et al. [5]. Characteristic
responses of two of the In0.2Ga0.8As-GaAs strained quantum well lasers inves-
tigated by Nagarajan et al. are illustrated in figures 8.6 and 8.7. The first has an
optical confinement layer 76 nm in width and the second a confinement layer 300
nm wide.

Two things stand out in these results. First, as expected from the previous
models, the lasers exhibit a power dependent resonant frequency but it is very
obvious in the case of the larger confinement layer that the resonant frequency is
actually sitting on an edge, and unlike the case of the idealised DH laser the
response is not flat below resonance. Second, the smaller confinement layer
gives rise to a larger bandwidth. This is especially important. It is evident from
the previous models, and will be demonstrated here again, that the resonant fre-
quency is directly proportional to the differential gain (equation 54) which is
higher in quantum well lasers. In the early 1980’s it was not apparent why exper-
imentally quantum well lasers were not exhibiting this increased bandwidth, and
experiments such as Nagarajan’s and the associated modelling, led to an
improved understanding. Given that the shorter device has the higher

Figure 8.6. The modulation response of narrow SCH quantum well lasers as studied by
Nagarajan et al. (After Nagarajan et al. [5].)
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bandwidth, you might guess that transport across the confinement layer is sig-
nificant. This is so, and will be demonstrated in Nagarajan’s model.

We start, however, with the rate equations of which there are three rather
than the two we have so far dealt with. We need to describe the rate of change of
carrier density in the confinement layer, the rate of change of carrier density in
the well, and also the rate of change of the photon density. Therefore the carrier
density in the confinement layer is given by,

where τs represents the ambipolar transport time including the time constant for
carrier capture into the well from the confinement layer and τe represents the
time constant for thermionic emission out of the well into the confinement layer.
The concept of ambipolar conduction has been met in chapter 6 and will be jus-
tified further, but for now we simply use the fact that we are not considering the
electrons and holes as separate carriers, or even the fact that they are injected
from opposite ends of the confinement layer, but treat them as one carrier.
Nagarajan et al. have argued that the well capture time is small (< 1 ps) and can
be ignored as a contribution to τs, an assumption in keeping with the discussion
on carrier capture in the last chapter. The ratio of volumes for the well and the
confinement layer allows for the conversion of densities from one region to the
other. In the well,

Figure 8.7. Frequency response of a wide SCH laser as studied by Nagarajan et al.
(After Nagarajan et al. [5].)
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where τn is the bimolecular recombination lifetime, G(N) is the carrier depend-
ent gain and ε is the phenomenological gain compression factor. The photon den-
sity is as before,

and the usual small signal substitutions can be made.

with

given by the steady state photon density equation. Eliminating nsch and nw yields

where

and

The functional form of the modulation response M(ω) appears simple enough but
when the quantities A, ωr, γ;, and χ substituted back in then the truth of model-
ling is revealed; the more accurate the model the more complex it must become.
Even this is not the most complex form of the model derived by Nagarajan et al.
An alternative expression was derived using a frequency dependent  τs which
contains terms in ω;3 and which cannot be solved
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analytically. That is to say, the so-called transport factor of equation (70) then
becomes

The modulation response must be solved for numerically under these conditions.
However, there is no particular advantage in going to the extra complexity
involved, especially as the physical interpretation of a frequency dependent time
constant for transport is not immediately obvious. Figure 8.8 shows a compari-
son of the two solutions.

Concentrating on M(ω) in equation (68) it can be seen that the pre-factor (1
+ jωτs)-1 is responsible for the low frequency roll-off, as the phenomenon of the
decrease in response prior to the resonance is called. Further, it can be seen that
the transport factor, which is in effect a measure of the relative time the carriers
spend in the well and the confinement layer, effectively reduces the differential
gain to gn/χ and increases the bimolecular recombination time to  χτn. In short,
the more time the carriers spend in the confining layer rather than in the well the
smaller the recombination rate and the lower the differential gain, which is what
you would expect on physical grounds.

The thermionic emission time from a quantum well has been derived by
Schneider et al. [6] assuming the carriers have bulk-like properties, which is not
the case but is justified as a necessary simplification,

Figure 8.8. Frequency response the SCH quantum well laser. (After Nagarajan et al.
[5].)
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This varies with the quantum well width and barrier height, but in the choice of
well width a trade-off with other parameters is necessary. A large well width will
increase the thermionic emission time and hence the fraction of time spent in the
well but in so doing the current into the well will be increased in order to provide
the same carrier density. Alternatively, the transport time across the confinement
layer can be decreased. The transport time is given by

where Da is the ambipolar diffusion coefficient. Hence, a smaller confinement
layer width Ls will decrease the fraction of time spent in the confinement layer
and will consequently reduce χ, which in turn will lead to an increased resonant
frequency, as observed.

The current flowing in the device can be examined in more detail.
Following Nagarajan we consider the structure shown in figure 8.9. Electrons are
injected from the n+ cladding from the right and holes from the p+ cladding from
the left. The heterojunctions for the optical confinement are situated at x = ± Ls
and the quantum well is at x = 0. The first aim is to show that the current flow-
ing into the well, Iw, has the form

where La is the ambipolar diffusion length, Vw is the volume of the quantum
well, Pw is the hole concentration in the well, and τa is ambipolar carrier lifetime,
and Is is the current entering the SCH from the cladding. All these terms will be
defined as we go.

We start with current continuity. The current continuity equation expresses
the reality that charge entering a particular volume element of a semiconductor

Figure 8.9. Band diagram of SCH laser.
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(which in this case will be the quantum well) must either emerge at the other side,
remain trapped within the region, or be neutralised by recombination. 
Therefore,

where divJ is the divergence in current, ρ is the charge density, and U(n, p) is the
net recombination rate. Therefore

We need to know the specific form of J. Nagarajan et al. have entered into a fair-
ly detailed discussion of the current flow and the possible effects of the structure.
A purely diffusive model of carrier transport can be assumed and an ambipolar
diffusion coefficient derived, but the lack of other conduction mechanisms, such
as ballistic transport, needs to be justified. Ballistic transport is the term given to
the passage of energetic carriers through a medium. In bulk material it will occur
at high fields such that the carriers have an average energy well away from the
band extrema. In quantum systems, or deep submicron structures, ballistic trans-
port can occur simply because the devices are too small for the energy loss mech-
anisms which thermalise the electrons to apply. In the SCH laser electrons and
holes injected into the optically confining layer from the cladding layers are by
definition “hot”, i.e. energetic, with an excess energy equal to the band offset.
Therefore they have a different wave-vector, and hence momentum, from carri-
ers in quasi-thermal equilibrium with the lattice. By definition, the presence of
current flow means that the system is not strictly in thermal equilibrium but the
Fermi distribution of carriers will be only slightly perturbed and diffusion will
take place at the conduction band minimum because in the SCH structure the car-
rier injection level need not induce transparency in the wide band-gap layer,
which by its nature is already transparent to radiation emitted from the quantum
well. The quasi-Fermi levels will therefore lie within the band gap. A similar
argument applies to drift conduction provided the electric field is not too large.
Multi-phonon emission or absorption processes must occur, therefore, in order to
change the momentum of the injected carrier.

Nagarajan et al. have used the reported intervalley scattering times of ~ 2
ps in GaAs (see [5] for references) to conclude that hot carriers will have ther-
malised long before the quantum well is reached in the longest of their confining
structures (300 nm). Furthermore, in the high carrier concentrations present in
lasers electron-electron scattering cannot be neglected and this occurs on time
scales of ~ 10 fs. In short, Nagarajan concluded that diffusive transport of elec-
trons is justified in this particular laser model. Hole transport might be another
matter, however. As will be justified shortly, this is an ambipolar diffusion model
and as such averages the diffusion times of the
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carriers. Nagarajan has argued that since holes diffuse more slowly than elec-
trons in the GaAs-AlGaAs structure these are the limiting carrier, and the
ambipolar diffusion can be approximated by hole diffusion with a diffusion coef-
ficient of twice the equilibrium value. Hot electrons injected into the structure
may well cause deviations from the strict diffusion model but since the electrons
effectively diffuse much faster than the holes their effect will hardly be notice-
able. Hot holes, on the other hand, could have a significant effect. The valence
band offset in this material is lower than the conduction band offset and so the
excess energy is reduced, making thermalisation easier. Nagarajan concluded
that ballistic transport of holes at room temperature is not significant, so the cur-
rent can be taken to be diffusive.

The current consists of a drift component and a diffusion component.
Taking the electron current first

The conductivity can be written as

where

so that

Hence

for electrons and for the holes,

Above threshold, we consider the laser to be operating in the high injection
regime, i.e. n ≈ p, so that the active region is electrically neutral. Any electric
field existing within the active region must therefore be constant, i.e.
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Substituting this back into (83) we are able to express the time derivatives of the
carrier concentrations as

and

and under steady state conditions

Hence

It is convenient, however, to express the current in terms of one carrier only,
rather than both. We can write

where f is some factor that takes into account the electron density. We call Da the
ambipolar diffusion coefficient. It is effectively an average of the two diffusion
coefficients and can be determined experimentally.

The recombination rate U(n, p) can be described in terms of the net hole
density and a characteristic lifetime, called the ambipolar lifetime. Hence

where La is the ambipolar diffusion length. This is a second order differential
equation with solutions of the form

where A, B are constants to be determined, leading to knowledge of the steady
state carrier concentration in the active region. The boundary conditions will
determine the specifics of the solution.

Let the concentration of carriers in the well be pw. The well is set at x = 0
so
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Now let us look at the current injected into the SCH region. There is a constant
supply of carriers injected into the SCH region at a rate given by Is.

where A, is the cross sectional area at x = -Ls.

Hence

Using the combination

and

We find that

from which it follows that

and similarly

The current into the well is Iw, where

and similarly solving for the differential, i.e.

Substituting for A and B yields
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which can be rearranged to give

Note that

This expression for the current provides a further insight into the importance of
transport effects. We can define a steady state transport factor, αsch, different
from the transport factor already defined in the solution to the rate equations. In
a direct analogy to the bipolar transistor,

For efficient transport from the injection at the SCH barrier to the well Ls/La <<
1 (figure 8.10). Nagarajan et al. have also derived a small signal transport factor
utilising a frequency dependent diffusion length. The derivation, however, is not
straightforward, but the result is. Again analogous to the microwave response of
the bipolar transistor, [7] where for effective operation charge must be transport-
ed across the the base of the transistor in response to the frequency, charge must
also be transported across the SCH layer in order to be captured by the quantum
well. Therefore

Figure 8.10. The steady state transport factor falls off rapidly for Ls/La > 1.
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which is nothing other than the pre-factor in M(ω) in equation (68). This is in
essence the same functional form as the dielectric response function. The imag-
inary part, representing carrier transport out of phase with the oscillating driver,
is a peaked function with a maximum value at ωτs= 1 (figure 8.11). The real part,
representing lossless (in phase) current falls to a value of 1/2 at this point and
physically represents the fact that carriers cannot be transported across the SCH
layer in time with the oscillating signal. Nagarajan reported values of τs ≈ 50 ps
at room temperature for the larger of his devices (SCH layer 300 nm) suggesting
a transport cut-off frequency of 2 × 1010 rad s-1.

8.4.3 Three level rate equation models for quantum well SCH lasers

Nagarajan’s model suffers from the disadvantage that capture into the quantum
well is not treated explicitly but is lumped together into the SCH transport time
τs. This is justified if the quantum well capture time is small compared with the
transport time, which is the argument used by Nagarajan, and which can be jus-
tified to some extent by the discussion on carrier capture in chapter 6. At the
largest device used by Nagarajan, τs ≈ 50 ps, with the capture time was quoted
as being less than 1 ps, so the approximation is justified. For the smallest devices
used by Nagarajan, however, which are approximately a factor of 4 down in SCH
width, the transport time will be halved assuming purely diffusive transport.
Quantum well capture times may well be important.

McDonald and O’Dowd [8] have compared two- and three-level rate equa-
tions which specifically account for carrier capture into the quantum well. The
McDonald-O’Dowd (M-O) model is actually an extension of that presented by
Nagarajan and provides a direct comparison. The mechanism of carrier capture
is considered to be by means of gateway states, which are virtual bound states of
the quantum well. The existence of such states -localised

Figure 8.11. The small signal transport factor.
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in space to the quantum well and lying just below the continuum of levels - was
originally proposed by Brum and Bastard [9]. The precise nature of the states is
not clear but a very convenient way to envisage them is to think of states that are
neither continuum states or bound states. Recalling the physics of the quantum
well in chapter 6, the virtual bound states lie close to or just above the barrier and
are neither fully bound nor continuum states. They are called gateway states
because they help to change the carrier from 3-D to 2-D. The calculations per-
formed by Brum and Bastard of the capture times in GaAs single quantum wells
showed that the capture time can be several tens of picoseconds and oscillates
with quantum well width as either a new state is bound or a virtual bound state
within a longitudinal optical phonon energy of the continuum edge appears.
Phonon emission is one of the principal means by which an electron can lose
energy so if the state is separated from the continuum by more than a phonon
energy the electron cannot easily be captured by the gateway state, but once cap-
tured it is then relatively simple to transfer from the gateway state to a lower
lying quantum level by a radiative transition.

The scheme envisaged by M-O is illustrated in figure 8.12. Carriers enter
the barrier region and lose energy in the gateway states via phonon emission;
some carriers are lost to recombination while others are gained through emission
from the gateway states. Similar mechanisms apply throughout the process from
injection to lasing. Population densities and time constants can be assigned to all
the processes, but not all of those listed necessarily apply to single quantum well
devices under consideration here, for example inter-well tunnelling. Nagarajan’s
model contained a description of multiple quantum

Figure 8.12. Schematic quantum well laser model. (After McDonald and O’Dowd [8].)
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well devices and McDonald and O’Dowd’s implementation can be extended to
other wells. It will not concern us here.

The specific single quantum well laser treated by M-O has a separate con-
finement structure where the n- and p- cladding regions are assumed to be high-
ly doped so that the cladding layers are in intimate electrical contact with the
confining layers and transport up to this interface can be neglected. The quantum
well and confining regions are assumed to be undoped with electrons and holes
being injected from either side of the active region. We therefore have four cou-
pled equations to describe carrier densities in the laser structure and the photon
density. Within the SCH region, denoted by the subscript sch, carriers are gained
through injection and by emission from the gateway states and are lost through
recombination and after transport across the SCH region. Hence

where Nsch is the number of carriers in the SCH region, τn is the recombination
time, τd is the diffusion time across the SCH region, Ng is the number of carriers
in the gateway states, and τg is the carrier lifetime in the gateway states. In
Nagarajan’s model the diffusion time incorporates capture into the quantum well;
the M-O model similarly incorporates capture into the gateway states within the
diffusion time across the SCH region. Within the gateway states

where τcapt is the capture time from the gateway states into the quantum well and
τesc is the time for the reverse process of escape. Within the well,

The last term is slightly different in form from those previously given, with the
optical confinement factor for the quantum well appearing in the denominator.
Otherwise the general form of the expression is identical and the symbols have
their previous meaning. For the photon number S,

where τp is the photon lifetime.
There are a number of assumptions implicit in the model in respect of the

photon number and the capture mechanism. First, only the dominant cavity mode
is considered so there is only one photon number rate equation. Second, the
effect of spontaneous emission coupled into the laser mode is ignored as the laser
is assumed to be biased well above threshold. Under these circumstances the
stimulated emission is far more intense than spontaneous emission. Third, the
capture process is assumed to be ambipolar and describable by an
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ambipolar time constant. Such a situation can arise if the holes are the first car-
rier type to be captured by the quantum well thereby increasing the electron cap-
ture rate through Coulomb attraction. At the same time other holes are repelled
from the well so the hole capture rate is reduced. According to M-O the ambipo-
lar capture time is approximately twice the hole capture time and the dynamics
of the quantum well laser are described by a set of rate equations applicable to a
single carrier. Finally, only the lowest lying levels in the quantum well are con-
sidered. Capture from, and emission to, higher lying sub-bands can play a part in
the capture process, especially for narrow quantum wells, but the effect is
ignored here.

The small signal modulation transfer function s(ω)/i(ω) can be derived as
before, but this will not be done here. As you would expect, the increased com-
plexity arising from having four coupled equations rather than three renders the
expression very long and complex, and the essential physics is hard to discern.
The reader is referred to the original publication for the details; only the results
are given here.

The principal finding of the three level rate equation model is that under the
same conditions used by Nagarajan et al. for a lattice matched InGaAs quantum
well laser designed to operate at 1.55 µm and consisting of a single well 8 nm
thick surrounded by 300 nm thick SCH regions of InGaAsP, the three level
model exhibits greater low-frequency roll-off and reduced damping at resonance
resulting in a higher resonance peak. The reason for this is that the carrier popu-
lation in the gateway states can replenish the carrier population in the well at a
faster rate than is possible assuming only two levels where it is implicit in the
model that capture is accompanied by transport across the SCH region. In the
three level model no transport need take place for capture into the well to occur
so there is reduced damping. However, the time taken for capture

Figure 8.13. Response of the quantum well laser. (After McDonald and O’Dowd [8].)
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into the gateway states is an additive factor so there is an increased roll-off. An
additional interesting feature of the model is that it is possible to reproduce the
frequency response of the two-level model if a large phenomenological gain sup-
pression factor is assumed. In the two-level model transport effects alone will
result in a low frequency roll-off and high damping rate while in the three-level
model a combination of transport effects plus gain suppression are required.

8.5 Electrical modelling

An alternative approach to the previous models of the modulation transfer func-
tion is to model the electrical properties of the diodes lasers. Weisser et al. [10]
have developed a simple model of the electrical impedance of quantum well
lasers where the emphasis is not on the light output characteristics (L-I) but on
the electrical impedance (V-I) characteristics. These models naturally concen-
trate on the transport properties and the capture time into the quantum well.

The rate equations are somewhat simpler and expressed in slightly different
form to reflect the fact that the impedance is the important property. Thus

where Nc and Nw represent the number of unconfined carriers in the core and the
number of confined carriers in the well respectively, Vc is the voltage across the
core and Vqw is the volume of the quantum well. The gain is implicitly taken to
be

The term in the space charge capacitance of the diode, Csc, represents the fact
that under small signal conditions charge will flow into the diode by virtue of its
capacitance. The time constants τcapt and τeff are effective time constants which
represent respectively capture into the well, including transport across the core
region, and effective lifetime in the well. All other symbols correspond to their
previous meanings.
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In essence this model represents a return to the simpler ideas of Nagarajan
et al. without the complexity of the gateway states. The steady state form of these
expressions can be found by putting the time-dependent terms to zero. Sub-
threshold, i.e. S = 0, this yields

and

Above threshold the number of carriers in the well is deemed to be clamped at
the threshold value because the material gain is also clamped to its threshold
value. Therefore,

and

with

Crucially, because the laser is essentially a forward biased diode, the number of
carriers can be related to the voltage drop by

where k is the Boltzmann constant and m is the ideality factor so that the differ-
ential diode resistance

can be evaluated, i.e.

and
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At lasing threshold the diode resistance should drop by a factor

from which an estimate of the ratio of time constants can be made. If negligible
carrier re-emission from the well occurs this corresponds in the above analysis to
fth~l.

As yet no estimate of the frequency dependent impedance has been made.
This is derived by making the usual small signal assumptions, i.e.

and

for the relaxation frequency. The differential gain Gd is given by

and the damping factor by

Finally, a bias dependent electrical diode time constant is defined

where

The frequency dependent impedance is then given by

which again is a complicated expression in which it is difficult to discern the
physics. Following Weisser et al. we will limit the cases considered to weak car-
rier re-emission from the wells, i.e.
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and

so that below threshold

with

and above threshold

where

These equations were fitted to measurements on In
0.35

Ga
0.65

As quantum lasers
consisting of four 5.7 nm wells separated by 20 nm GaAs barriers, with 48 nm
GaAs confinement regions and Al

0.8
Ga

0.2
As cladding layers [11]. The lasers had

Be doped regions 4.5 nm wide placed above each quantum well where the dop-
ing varied from highly doped (2 x 1019 cm-3), low-doped (5 x 1018 cm-3), to
undoped (i.e. unintentional). The lasers were all cleaved to a cavity length of 200
µm but the width varied from 3 µm to 40 µm. Figure 8.14 shows the data for
undoped (O), low-doped (∇), and highly doped (~) samples for a current

Figure 8.14. Normalised impedance below threshold (left) and above threshold (right).
(After Esquivias et al. [11].)
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of 1 mA (left) and 4 mA above threshold (right). The fit below 20 Ghz is excel-
lent and allowed extraction of values for τeff which were found to be in good
agreement with those obtained from the frequency dependence of the sponta-
neous emission.

Also derived were values for the escape time from the quantum well, shown
below. The carrier escape time plotted as a function of doping density for devices
of widths 4 µm d ≤ 16 µm shows excellent consistency and lies between 200 ps
and 700 ps. The effective carrier escape time is seen to be reduced dramatically
with the addition of doping to the active layers, an effect not entirely understood
by the authors. However, it is a factor to be considered in the design of high
speed p-doped lasers. A further feature of this electrical model is the derivation
of the diode time constant τ0 related to the capture time and the RC time constant
of the diode capacitance. This time constant was found to decrease with increas-
ing current but under conditions where the capture time is small compared with
the space-charge time constant so that

the time constant should scale with diode width. This is in fact the case. However
τ0 increases with increased doping so while Esquivias et al. concluded that high
doping may have other benefits the low-frequency roll-off is enhanced, as shown
by the frequency response of the impedance above threshold.

8.6 Circuit level modelling

A natural extension of impedance modelling is circuit level modelling. This is the
representation of the laser diode as an equivalent circuit of electrical

Figure 8.15. The carrier escape time. (After Esquivias et al. [11].)
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components. An impulse to the circuit simulates the injection current and the
voltage across a component represents the light output. The advantage of this
type of modelling for devices such as diodes is that stray capacitances and induc-
tances arising from the packaging and mounting can be included easily in the cir-
cuit so that a system performance is more readily evaluated. Incidentally, there is
a neat irony in this type of modelling. It is usually performed on digital comput-
ers using highly developed device modelling packages such as p-SPICE, but at
one time analogue computers represented one of the most powerful methods of
computation. Analogue computation is the process of representing mathematical
functions, such as integrators, differentiators, adders, subtracters, etc, by circuit
components (analogue of the mathematical function) and physically building a
circuit to model the process. The computation occurred in parallel and was there-
fore exceedingly quick; switch on the current and monitor the output voltage.
The principal disadvantage is that the more complex the problem the bigger the
computer needed to solve it, and such computing went out of fashion more or
less by the late 1970’s. With circuit level modelling we now have analogue com-
putation on a digital computer, but without the speed of the original.

There have been many papers published on the subject of electrical model-
ling and it is still an active topic of research. It is not the intention to review them
all or discuss the finer details of circuit models. Rather, the intention is only to
illustrate the basic principles of such circuits and the interested reader can pur-
sue the models in the literature. Following Kibar et al. [12], we start, as always,
with the rate equations expressed in a slightly different form for a single mode
laser.

Figure 8.16. Diode time constant against width. (After Esquivias et al. [11].)
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Here P is the total photon number and the right hand terms of this equation rep-
resent the stimulated emission rate (GP), the total photon loss rate (γP), and the
spontaneous emission into the lasing mode (Rsp). The electrons in the excited
state are given by

where the right hand terms represent the electron injection, the loss through stim-
ulated emission, and the total loss rate through spontaneous emission and non-
radiative mechanisms. These terms are generalised expressions of phenomena
already discussed earlier. 

Under steady state conditions

and

Making the appropriate small signal assumptions and eliminating the large sig-
nal components leads to

δRsp depends only on N so we can write

and G, which depends on both N and P can be written as

Collecting terms in δN and δP together and writing

We have
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Similarly

where im is the small signal current and

These small signal equations form the basis of the equivalent circuit. The modu-
lation current im can be represented as a current source within the circuit so clear-
ly the equation in d(δN)/dt is a current equation. If the output voltage from the
circuit represents the light intensity then we want the equation in d(δP)/dt to be
an equation in voltage. That is,

and

Setting the modulation current im to zero for convenience we must have an
equivalent circuit as shown in figure 8.17. This is the only circuit that will result
in the coupled equations in both current and voltage. The algebraic sum of all the
currents is zero and the voltages v1 and v3 add to v2 The issue then is to deter-
mine the nature of the impedances Z1-4

Clearly

i.e. δN simply represents the number of excess electrons. For the photon number
δP we have the simultaneous requirement that i3 ∝ δP and v1 ∝ d(δP)/ dt, which
is satisfied if

Figure 8.17. The basic equivalent circuit of a diode laser.
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which is the flux linkage through an inductor (v = Ldi/dt). Therefore Z1 is an
inductor. Substituting this in the expression for i3 we have

i.e.

We also have

which can be satisfied by equating Z3 to a resistance of value Γp;L. Substituting
for δN into v2 and i2 give Z4 and Z2 respectively as a capacitor of value q/σN →P
and a resistor of value 1/(ΓNC). Including the modulation current im as a current
source of infinite impedance we have the circuit shown in figure 8.18, where

and

This is an exact equivalent circuit for the single mode laser under small signal
conditions. The inductor represents the optical element of the laser and the
capacitor represents the carriers. It is relatively easy to imagine the frequency
response of such a circuit; it is that of a classic damped harmonic oscillator
slightly modified by the presence of Rn. It is also easy to imagine the response to
a pulsed input, as might occur during amplitude modulation of the laser. Charge
will oscillate around the circuit from the inductor to the capacitor and vice versa,
the magnitude being reduced on each circuit by the power dissipation in the resis-
tors. Multi-mode lasers can be modelled similarly by adding additional series
inductor-resistor combinations in parallel.

While the above approach to modelling has the advantage that the circuit is
simple once derived, its derivation from the rate equations is not straightforward.
Others have taken a different approach. For example, Lu et al.

Figure 8.18. The equivalent circuit of figure 8.17 with components identified.
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[13] have modelled quantum well lasers directly from the rate equations pro-
posed by Nagarajan et al. [5], making most of the active elements current sources
in order to represent the rate of change of charge. Whilst it has the advantage that
derivation of the circuit is easier, being linked more closely with the rate equa-
tions, it has the disadvantage that the response of the circuit to input signals is
less intuitive. Rate equation modelling of this sort seems in some respects more
complicated than simply solving the rate equations but it has the advantage that
sophisticated software packages exist for modelling complex circuits, so if the
rate equations can be expressed in a form representative of circuit elements it is
a fairly straightforward matter to solve the equations. Examples can be found in
the literature of a wide range of devices, including VCSELs [14].

8.7 Summary

Rate equation modelling lies at the lowest level of laser modelling as the trans-
port of carriers is essentially one-dimensional. Carrier and photon densities are
assumed to be uniform under a contact and within this approximation rate equa-
tions for the interplay between the two can be established and solved. In partic-
ular such models reveal the factors that influence the small signal modulation
response, which is of great importance in communications. The more complex
the laser, the more complex the rate equations, and within this chapter the evo-
lution from the DH laser, with just two coupled equations, to the separate con-
finement heterostructure quantum well laser, with four coupled equations to take
into account transport to the well and capture into it, has been shown. Gain com-
pression has been treated phenomenologically in common with most of the mod-
els in the literature. Finally, circuit level modelling has been introduced as an
alternative way of solving these equations, and some examples have been men-
tioned.
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Problems

The rate equations described in this chapter generally have to be solved numeri-
cally, so for these problems some simplifying assumptions have been made in
order to allow you to get a feel for the nature of the equations.

Consider an AlGaAs DH laser emitting at 850 nm. The active region has
3% aluminium (n = 3.571) and the confinement layers have 30% (n =
3.378). The active region is 150 nm thick. Ignoring the spontaneous
recombination estimate the current and the current density required to pro-
duce 5 mW from a stripe 5 µm and 500 µm long. Assume that only one
facet emits light.
Estimate the carrier density in the above laser by using the differential gain
to express the rate of stimulated recombination in terms of the carrier den-
sity.
Assuming the carrier density to be pinned at transparency, or very close to
it, estimate the life time of the carriers required for the rate of recombina-
tion to equal Rstim. Hence estimate the maximum density of spontaneous
photons in the mode assuming a spontaneous emission factor of 1.2 x 10-
8, which is typical of experimentally measured values. Why is this a maxi-
mum? Estimate a realistic spontaneous photon generation rate.
You want to modulate a SCH quantum well laser at 2.5 GHz. You need the
optically confining layer to be as thick as possible. Estimate the maximum
thickness before the transport time across this layer begins to affect the
modulation frequency by plotting the small signal transport factor as a
function of layer thickness. Assume the ambipolar diffusion coefficient is
2.5 cm2 s

-1
.

Typical ambipolar lifetimes range from 1 ns to 10 ns, resulting in ambipo-
lar diffusion lengths of about 500 nm to 1.7 µm. Plot equation (chapter 4,
105) assuming a current density of 400 A cm

-2
entering the optically con-

fining layer of a quantum well laser for both these lifetimes and calculate
the thickness of the optically confining layer for 80% of the current to
reach the well assuming a hole density of 10

17
cm

-3
. Calculate the current

for a confining layer thickness of 100 nm.
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Chapter 9

Lightwave technology and fibre communica-
tions

9.1 An overview of fibre communications and its history

It is difficult to say exactly when the idea of transmitting information down a sil-
ica fibre in the form of light first occurred but the first communication-grade
fibre was produced by Corning in 1970, just 10 years after the invention of the
laser and 8 years after the diode laser was invented. Although double het-
erostructure lasers had been invented they had not been developed sufficiently
for commercial operation at this time. The attenuation at the HeNe wavelength
of 633 nm was about 20 dB/km (the dB is defined 10. log[Pin/Pout] so the signal
decreases in intensity by a factor of ~100 every kilometre). Clearly at this rate of
attenuation, signals could not be transmitted very far, but improvements in fibre
technology rapidly led to a reduction in the attenuation and the development of
CW AlGaAs lasers led to transmission at 850 nm where the attenuation was
about 2 dB/km. Subsequently, lasers and fibres have both developed and trans-
mission at both 1.3 µm and 1.55 µm for long haul communications systems rap-
idly developed.

It is often not immediately clear in modern texts why transmission at 850
nm was important. In fact there were three feasible wavelengths for the trans-
mission of light; 850 nm, 1310 nm, and 1550 nm, as shown in figure 9.1 where
the attenuation properties of fibres is depicted schematically, though not to scale.
There are clear minima in the attenuation due to impurity absorption peaks super-
imposed on to the intrinsic infra-red absorption of the glasses or the Rayleigh
scattering processes. The main impurity peak is associated with the OH- ion
derived from water during the manufacturing process. In many modern depic-
tions of fibre absorption the first peak is not illustrated — quite possibly because
the fibres are so pure that the absorption in this region is negligible — and the
attenuation decreases smoothly down to 1310 nm. Therefore the historical rea-
son for transmission at 850 nm is not always obvious but in the late 1970s, it was
abundantly clear that the lowest attenuation achievable within the commercial
laser wavelength ranges then available lay at
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850 nm. The invention of the AlGaAs DH laser made transmission at this wave-
length a commercial reality, whilst the drive to exploit the lower losses at other
minima pushed the development of the ternary InGaAs and quaternary InGaAsP
systems.

The UK was a leader in the field at this time. The first non-experimental
fibre-optic link was installed in the UK by Dorset police after lightning knocked
out their communication system (for the full history of fibre optics, see [1, 2]).
However, research was being conducted around the world. Early in 1976,
Masaharu Horiguchi (NTT Ibaraki Lab) and Hiroshi Osanai (Fujikura Cable)
made the first fibres with low loss, 0.47 dB/km, at the longer wavelength of 1.2
µm. At the same time the lifetime of lasers was being extended at Bell Labs to
about 100, 000 hours (10 years) at room temperature, and experiments at the
third window at 1.55 µm. were being conducted. A characteristic feature of the
history of fibre communications is the rapid advance within the laboratories
compared with the technological implementation. To some extent this is
inevitable; it is one thing to demonstrate the feasibility of a given technology
within an experimental environment, it is quite another to show that the technol-
ogy is reliable enough to be commercially viable. Moreover, considerable com-
mercial inertia exists. As technology develops it is not always economically sen-
sible to dispense with existing systems in favour of the new, and new technolo-
gy is implemented as opportunities arise.

While research into the next generation of fibre communications was being
conducted (as well as fibre development in Japan, InGaAsP lasers emitting con-
tinuously at 1.25 µm were also demonstrated in 1976) Bell System started send-
ing live telephone traffic through fibres at 45 Mb/s in Chicago using 850 nm
technology. Indeed, in late 1977 AT&T and other telephone companies settled on
850 nanometer gallium arsenide light sources and graded-index fibres as a stan-
dard for commercial systems operating at 45 Mb/s. Meanwhile, the low loss at
long wavelengths led to renewed research interest in singlemode fibre and in
August 1978 NTT transmitted 32 Mb/s through a record 53 kilometers of grad-
ed-index fibre at 1.3 µm. A consortium consisting of AT&T,

Figure 9.1. Schematic loss in silica based fibres.
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The Post Office and STL committed themselves to developing a single mode
transatlantic fibre cable using the new 1.3 µm window. This was intended to be
operational within 10 years (by 1988) and by the end of 1978, Bell Labs aban-
doned further development of new coaxial cables for submarine systems. This
commitment was made public by Bell Labs in 1980 with the first transatlantic
fibre-optic cable, TAT-8, designed to operate with single mode fibre at 1.3 µm.
Even in 1978, however, the NTT Ibaraki lab made single-mode fibre with a
record 0.2 dB/km loss at 1.55 µm (figure 9.2), which is as low as it is likely to
get. The theoretical limit imposed by Rayleigh scattering is ~ 0.16 dB/km.

Rayleigh scattering occurs because the optical materials are not homoge-
neous. The fibre core is composed of a silica/germania alloy to increase the
refractive index, but the germania is not uniformly distributed. Rather, the distri-
bution is inhomogeneous and gives rise to minute variations in refractive index.
Light is reflected at each interface and is scattered in all directions because of the
irregular shape of the inhomogeneities (figure 9.3). Rayleigh scattering therefore
imposes a limitation on the amount of germania that can be incorporated into the
core. It is desirable to increase the refractive index difference between the core
and the cladding of the fibre, but if the refractive index of the core is increased
by adding germania the Rayleigh scattering will increase also. One way to
increase the index step size is to depress the index of the cladding layer by the
addition of fluorine to the glass.

Commercial second-generation systems emerged in 1981, operating at 1.3
µm. first through graded-index fibres, but very soon afterwards through single
mode fibres. By 1985, single-mode fibre had spread across America to

Figure 9.2. Loss in optical fibres as a function of wavelength. (After Miller and
Kaminow.)
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carry long-distance telephone signals at 400 Mb/s and above. The following year
AT&T sent 1.7 Gb/s through single-mode fibres originally installed to carry 400
Mb/s. TAT-8, the first transatlantic fibre-optic cable, began service in December
1988 using 1.3 µm lasers and single-mode fibre. Long-haul systems such as these
obviously could not transmit signals over the entire distance without some form
of boosting and repeaters - electronic devices designed to receive signals,
reshape the pulses, recover the timing, and re-launch the signals - were incorpo-
rated into the systems. It was significant, therefore that in 1987 David Payne at
the University of Southampton developed the erbium-doped fibre amplifier
(EDFA) operating at 1.55 µm. This device was to prove crucial in the develop-
ment of wavelength division multiplexing (WDM) systems.

By the early 1990s optical fibre communications had therefore progressed
through four generations; 850 nm using multi-mode fibre of core diameter ~50
µm, 1310 nm transmission through multi-mode fibre, 1310 nm transmission
through single mode fibre of core diameter ~ 10 µm or less, and 1550 nm trans-
mission through single mode fibre. There was much talk of the fifth generation
of coherent transmission using optical heterodyning. In essence this is the opti-
cal equivalent of phase modulation. Theoretical work had shown that detection
of phase modulated signals required about 500 photons whereas detection of
amplitude modulated signals required 10 times as many. Coherent transmission
therefore held out the promise of greater spacing between repeaters and therefore
potentially large savings in system installation. The development of the EDFA
changed this. EDFAs are simpler devices in which the only active element is the
laser that pumps the fibre (either 1440 nm or 980 nm), whereas the repeater has
very complicated receiving, pulse-processing (signal recovery and timing), and
transmitting circuitry that must be powered throughout the lifetime of the system.
Moreover, EDFAs exhibit gain over a relatively wide bandwidth and can be used
to boost signals at several wavelengths simultaneously, and hence are suited to
WDM, whereas a repeater is specific to a particular wavelength. WDM systems
therefore constitute the fifth generation optical fibre communication system,
with the sixth perhaps being based around soliton transmission in the future.
Solitons are short single pulses that do not experience dispersion and can there-
fore be transmitted over phenomenal distances. However, there are no commer-
cial soliton based 

Figure 9.3. Rayleigh scattering at index flunctuations.
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systems, and the optical sources required for such systems will not be discussed
further.

Dispersion is an important consideration in long haul systems, especially as
the transmission rates increase. In amplitude modulated transmission (also
known as IM/DD—intensity modulation, direct detection) where the l’s and 0’s
characteristic of digital signals are represented respectively by high and low
intensities of light, dispersion smoothes out the intensity modulations (figure 9.4)
and the signal can become undetectable in the background long before attenua-
tion will have reduced the total intensity to unmeasurably small levels. There are
three principal types of dispersion:

1. Modal dispersion. In multi-mode fibres the optical power is partitioned
among the different modes that can propagate. Higher order modes are
incident on the core-cladding interface at a higher angle of incidence and
therefore take a longer path length down the fibre. Clearly in figure 9.4
mode (2) takes a longer time to travel a given length down the fibre than
mode (1). The pulse spreads as a result.
2. Wave-guide dispersion (figure 9.5). The transition to single-mode fibre
does not eliminate dispersion, only the multi-mode component. The launch
optical power is never truly monochromatic (this is a relative term) so there
will be components at slightly different wavelengths. The longer wave-
lengths (labelled red) travel slower than the shorter wavelength compo-
nents (labelled blue) because the angle of incidence changes to satisfy the

Figure 9.4. Model dispersion blurs the temporal profile of the pulse as it propagates
down the fibre.

Figure 9.5. Waveguide dispersion.
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eigenvalue equation for the mode (see appendix II). This type of dispersion
is called “waveguide” dispersion because it arises from the very fact of
waveguiding.
3. Material dispersion. The refractive index of a material is a measure of 
the velocity of the light within the medium; the larger the refractive index 
the lower the velocity. In glasses the principal electronic resonances (see 
chapter 4) lie well into the UV so the visible and near infra red wave-
lengths correspond to normal dispersion and the refractive index decreas-
es with increasing wavelength (figure 9.7).

The wave-guide dispersion and material dispersion cancel each other out at 1310
nm in the conventional step index fibre. By happy coincidence this is also one of
the loss minima, so transmission at this wavelength has the double advantage of
being dispersion free and low loss. Although fibres exhibit lower loss at 1550 nm
the non-zero dispersion can negate this advantage, and in order to transmit at this
wavelength the refractive index profile must be changed. This is relatively easy
to do. Optical fibres are produced by depositing doped layers by CVD onto the
inside of a fused silica preform, so by adding different dopants to each layer the
desired refractive index profile can be generated once the preform is heated and
drawn into a fibre. Figure 9.7 shows three common designs, though others are
possible.

The simplest profile is the matched cladding step-index; so-called because
the refractive index of the first layer is matched to the preform and the refractive
index change is abrupt. The refractive index of the cladding can be lowered by
the addition of fluorine so that a smaller fibre core can be used. It

Figure 9.6. The refractive index of two different glasses; quartz and borosilicate (BK7)
as a function of wavelength. The dispersion is similar but the absolute value is offsect
slightly.

© IOP Publishing Ltd 2005



is possible to achieve zero dispersion at 1550 nm using a step index but the core
diameter has to be of the order of 4-5 µm, which does not allow for much align-
ment error when splicing or connecting cables. A triangular core, generated by
grading the layers, can shift the zero-dispersion point to longer wavelengths with
a core diameter of 6-7 µm and a fractional change in refractive index from the
apex of the triangle to the cladding of between 0.8 and 1%. In general, Maxwell’s
equations have to be solved numerically to determine the propagation properties
of a particular refractive index profile. It is apparent that the triangular core
forms a self-focusing guide and has a relatively small mode-field diameter. For
a detailed discussion on the above, see [3]. The use of a small core diameter (<
10 µm) allows for greater tolerance to bending losses.

Operating at the dispersion minimum therefore allows for the highest bit-
rate-distance product. The theoretical transmission distance for single mode fibre
with 1mW of launched power at an attenuation of 0.2 dB/km is illustrated in fig-
ure 9.8 [4]. The loss-limit is clearly identified, but dispersion imposes its own
limits depending on the spectral width of the laser. The case of ∆λ = 0 corre-
sponds to the case where the bandwidth of the signal is greater than the spectral
width of the source. A spectral width of 0.1 nm corresponds to 12.5 GHz, which
is greater than the transmission rate. At 2 Gb/s, for example, loss limited trans-
mission over 200 km is possible, but with a source spectral width of 0.1 nm this
is reduced to just over 100 km, and for 0.2 nm width, the maximum distance
becomes ~ 60 km.

Figure 9.7. The formation of different refractive index profiles by depositing layers on
the inside of a quartz preform.
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The current standard for fibre communications is a transmission rate of 10
Gb/s with the promise of 40 Gb/s in the near future. Applications for such tech-
nology include long haul communications systems and local area networks
(LAN’s) but the primary interest in this chapter is the laser technology used in
long-haul systems. These are inter-continental and inter-state trunk routes, and in
countries like Britain, which are relatively small compared with the USA or even
some European countries, the systems that link the major cities. Long haul opti-
cal communications systems run under the SONET/SDH (synchronous optical
network/synchronous digital hierarchy) framework but local area networks
(LANs) run under the ethernet. The SONET standard came about because early
systems used proprietary formats. Synchronous means in this context that all tim-
ings are taken from a master atomic clock for the whole network. The basic fre-
quency is 51.84 Mb/s and transmission rates are multiples of this frequency. A
data rate is referred to as OC-n, where n= 1, 2, 3, 4, etc. OC stands for Optical
Carrier, and n is the carrier number. Thus OC-1 is at 51.84 Mb/s, OC-3 is at 155
Mb/s (3 × 51.84) and 10 Gb/s corresponds to OC-192.

The ethernet is the system used to link PC’s to the internet and is the stan-
dard format for local area networks. Standard Ethernet data rates are 10 Mb/s,
100 Mb/s, and 1000 Mb/s, but ethernet signals are not synchronised. Two or
more computers on a line can start to send signals at the same time, so ethernet
systems detect collisions between data rates and send instructions to both the
sources to wait for a random time. Not all ethernet traffic is carried over optical
fibre. Twisted copper pairs are still used, but there is increasing demand for high
speed ethernet connections, especially in the so-called “first mile:. This is the
connection between the subscriber and the networks and can

Figure 9.8. Theoretical limits and experimental transmission system performance in the
UK, US, and Japan up to 1987. (After Li.)
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run under Mb/s or even kb/s rates. With the demand for high bandwidth connec-
tions to the home for video data and such, the ethernet will itself have to provide
broadband communications, and so will the metropolitan area networks (MAN).
Consequently much of the laser technology described in this chapter which is
currently used in long haul systems will eventually find itself employed in LANs
and MANs.

It is clear, therefore, that there are several important requirements of laser
sources:

1. Wavelength: 850 nm, 1310 nm, or 1550 nm are the standards, but for
WDM systems other wavelengths around these will be important. The ITU
(Internation Telecommunications Union) has specified six channels for
WDM; O-band (1260 nm-1310 nm), E-band (1360 nm-1460 nm), S-band
(1460 nm-1530 nm), C-band (1530 nm-1565 nm), L-band (1565 nm- 1625
nm), and the U-band (1635 nm-1675 nm).
2. Spectral width: laser sources have to be single mode and stable against 
theeffects of high speed modulation. Specifically, chirp is caused by varia-
tions in the output wavelength caused by carrier induced changes in the re-
fractive index during a pulse, and relaxation oscillations can lead to mul-
tiple modes being transmitted.
3. Modulation frequency: OC-192 comprises four channels of a WDM sys-
tem, each channel of which operates at OC-48 (2.5 GHz). The lasers have
to be modulated at this rate in order to transmit the signals [5].
4. Noise: laser relative intensity noise (RIN) arises from fluctuations within
the laser and is crucial to system performance. Amplitude modulated (AM)
systems are more demanding in this respect than digital systems, and for
AM OC-48 RIN figures of-150 dB/Hz are necessary [6].

9.2 Materials and laser structures

Historically, transmission at 850 nm has employed AlGaAs DH lasers, and the
properties of these devices has been described extensively by Thompson [7].
AlGaAs lasers emitting at 850 nm are still used in some communications appli-
cations, particularly where the distances are short, such as in LANs. For long-
haul systems, lasers at 1.31 µm and 1.55 µm are used.

The first generation of optical fibre systems used broad area Fabry-Perot
laser structures coupled to multi-mode fibres. However, these exhibit complex
spatio-temporal dynamic behaviour characterised by filamentation of the near-
field output (see Chapter 5). The principle disadvantage that this causes for fibre
transmission systems, apart from the difficulty in coupling the light to the fibre,
is the instability of the brightness-current (L-I) characteristic as optical power is
transferred from one lateral mode to another. Although the filamentary behaviour
itself myself may be quite stable at a given current (equally, there are circum-
stances where it is not) the lasers have to be modulated, which means 
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changing the current. As the current is changed and new lateral modes are illu-
minated there is a transfer of optical and electrical power to the new mode, which
results in a so-called “kink” in the L-I curve (figure 9.9). The ideal characteris-
tic is a linear change in intensity with current and the kink causes difficulty in the
modulation of the laser.

Stabilisation of the laser output was achieved by means of the stripe geom-
etry. Originally the stripe geometry was used to limit the active area and improve
the thermal conduction away from the active region, but it has the advantage that
it also results in a stable lateral single mode for stripe widths of the order of 10
µm. Although the use of the stripe gives rise to stable L-I characteristics, modu-
lation of stripe lasers at high frequency is not without problems. Figure 9.10
shows the response of a stripe laser (AlGaAs DH) to a current pulse [7]. The DC
current is set 6 mA below threshold so in the two cases here the current is pulsed
2 mA and 10 mA above threshold. Several things stand out:

1. There is a delay of ~ 1 ns between switch-on and the maximum current.
This is due to the RC time-constant of the device, as charge has to be
injected into the active area.
2. There is a delay between switch-on and the onset of light emission. The
delay decreases with power input. Thompson has shown a series of meas-
urements at current intervals of 2 mA above threshold between the two
cases shown here.
3. The period of the oscillation decreases with power input.
4. The maximum light output is between 2 and 3 times steady state.
5. The envelope of the decay is approximately exponential.

Clearly such a laser cannot be modulated at high frequency. For pulses less than
3 ns duration there will be no light emission at all, and for pulses of  <10 ns dura-
tion the average light output will depend on the pulse duration. If the laser were
to be modulated with a sinusoidal signal, the frequency response would be sim-
ilar to a classic damped harmonic oscillator. The maximum output will occur at
the resonant frequency, which is the same as the relaxation oscillation

Figure 9.9. Schematic kink instability in the L-I characteristic.
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frequency. The output spectrum is also very much broader than in steady state,
as described in chapter 3. All lasers tend to exhibit relaxation oscillations  — they
are a fundamental feature of the operation and arise from the complex interplay
between carrier and photon densities at start-up — but not all lasers suffer from
the spectral instabilities associated with Fabry-Perot cavities in DH stripe lasers.
Changing the optical feedback mechanism can help to overcome these difficul-
ties.

Apart from the increased spectral content due to the relaxation oscillations,
the output can also be chirped. The refractive index varies very slightly with the
carrier density (chapter 4), but the carrier density does not follow the voltage
pulse instantaneously and rises instead according to the RC time-constant. The
basic F-P condition of fitting a whole number of half wavelengths into the cavi-
ty can be manipulated to show that

where n is the refractive index, λ is the wavelength, and L is the cavity length.
As an example, consider a laser with a cavity length of 500 µ emitting at 850 nm
and with a refractive index of 3.50. The mode spacing ∆λ is the absence of any
change in refractive index, ∆n, is about 0.2 nm, rising to 0.44 nm for a change in
refractive index of 0.001. More likely, the change will be of the order of 0.01, so
the mode spacing will be even larger. This change in mode spacing is occurring
over the duration of the change in carrier density, and so is significant for short
pulses. In essence the output wavelengths change during the pulse.

For emission at 1.3 µm and 1.5 µm the quaternary InGaAsP has emerged as
the material of choice [8]. To recap, the band gap and the lattice constant

Figure 9.10. Relaxation oscillations in a 20 µm wide stripe laser of cavity length 500
µm. (After Thompson.)
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can be varied independently, so it is possible to obtain a range of compositions
GaxIn1-xAsyP1-y, where y ≈ 0.22x,  all lattice matched to the InP substrate, cor-
responding wavelengths ranging from 0.92 µm to 1.65 µm, given by the band
gap

In InGaAsP emitting at 1.55 µm the split-off valence band and the conduction
band are at approximately the same energy from the valence band maximum in
the Γ valley, so Auger losses are large.

Stripe geometries have been employed to control the lateral modes, but
index-guided structures are preferred. A variety of designs have been put forward
for index-guided heterostructure lasers, but all essentially involve interrupting
the growth of the laser structure at some point, etching away well defined
regions, and then regrowing epitaxial layers onto the etched regions. The
regrown layers can either constitute the index guiding layers or the active region
of the laser itself. The double channel planar buried heterostructure laser is an
example of the first type of structure, the basic sequence of steps being illustrat-
ed in figure 9.11. The laser structure, including the active region, is grown first
and two channels are etched into the substrate to isolate a small region of active
material. Overgrowth of first p-InP and then n-InP into these channels followed
again by p-InP provides not only an index step around the active region but also
a reverse biased p-n junction which blocks the current. The channelled substrate
buried heterostructure is an example of the laser where the active region is grown
later onto an etched substates (figure 9.12). This is not always a re-growth tech-
nique as p-n junction substrates of the type illustrated can be purchased. A stripe
contact helps to define the current, through n the form whown a reverse biased
p-n junction still exists outside the channel and limites the current.

Figure 9.11. Double channel planar buried heterostructure laser.

© IOP Publishing Ltd 2005



These are not the only designs possible, however. Ridge waveguides and
inverted rib structures have been described by Miller and Kaminow, but the two
shown here have the advantages that both the index guiding and the current con-
finement are strong, so for typical communications lasers the threshold currents
are of the order of 15-20 mA with single stable mode output. Dixon and Dutta
[9] also describe these two basic structures as being among the favoured sources
offered by AT&T in the mid to late 1980s, though the DCPBH laser incorporat-
ed a grating for wavelength selective feedback. The active layer cross-section is
typically 1.5 µm x 0.2 µm so butt-coupling to single mode fibre is relatively
straightforward with an acceptable margin for alignment error.

9.3 Laser performance

9.3.1 Mode selectivity

Although these buried heterostructure devices exhibit stable single modes, the e
Fabry-Perot cavity, such as multimode emission and chirp. Amann [10] has con-
sidered the side-mode suppression ratio (SSR), defined as the the ratio of the
number of photons within the principal mode, S0, to the number of photons in the
next strongest mode, S1. For equal reflectivities of the facets, r1 and r2, the SSR
is given by

where P is the output power per mirror in the principal mode, δg is the modal
gain difference between the two strongest modes, vg is the group velocity, hv

Figure 9.12. V-groove laser, also called channelled substrate buried heterostructure
with oxide- or nitride-defined stripe contact.
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is the photon energy nsp is a spontaneous emission factor ~ 2, αtot is the total loss,
including the mirror loss, αm. The mirror loss is an effective loss expressed in cm-

1 and is evaluated from the round trip loss according to equation (chapter 3, 43).
Consider, for example, a cavity 500 µm long in which the reflectivity at each
facet is typically r = 0.35. Assuming no loss within the cavity, the reduction in
intensity due to the facet reflectivity alone after 1 round trip is R2 = 0.123, giv-
ing αm = 21 cm-1.

The modal gain is given by the product of the optical confinement, Γ, and
the active region gain, ga, and the gain differences can be found by expanding
the active region gain around the maximum using the Taylor expansion.

Recognising the dg/dλ =0 as the gain is maximum, and putting

then

Using typical values for 1.55 µm lasers, b2 = 0.15 cm-1 nm-2, ∆λ= 0.6 nm, Γ= 0.2,
R1=R2 = 0.35, the SSR is 17 dB [10], and is commonly no more than 20 dB in
F-P lasers. High performance data transmission systems require SSR’s of 30 dB
or more, so more complex laser structures are required.

9.3.2 Modulation response

The response of a diode laser to a small sinusoidal signal of frequency ω can be
determined by small signal analysis (chapter 8), which generally yields an
expression of the form

where s and I are the small signal photon density and current density respective-
ly, and ω0 is a resonant frequency given by

Here gc is the small signal (differential) compressed gain

This behaviour is illustrated in figure 9.13.
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The frequency ωd is given by

The response function corresponds to that of a damped, harmonic oscillator
(chapter 3) with ε, the phenomenological gain compression factor, acting as the
damping term. At resonance ω= ω0 and the amplitude of the oscillation reaches
a maximum. In an ideal oscillator without damping the amplitude would become
infinite, but in reality no oscillator is ideal. There is always some damping pres-
ent, but even so the amplitude can be so large that in a mechanical system the
oscillator can literally shake itself to bits. In a laser the amplitude is equivalent
to the photon density, which can only continue to increase if the gain does not
saturate. In the phenomenological gain compression terms commonly employed
in diode laser modelling, i.e. g ∝(1— εS) or g ∝(1— εS)-1, the gain becomes zero
at high photon densities, and the stronger the gain compression represented by a
higher value of ε, the lower the magnitude of the photon density at which zero
gain occurs. This means, of course, that there can be no increase in photon den-
sity beyond this value, so the greater the gain compression the lower the magni-
tude of the photon density at resonance.

The peak frequency occurs at

Figure 9.13. Small signal response function for a diode laser. (After Miller and
Kaminow.)
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so in order to increase the resonant frequency it is necessary to:

• increase the differential gain;
• increase the photon density via optical confinement and a higher output

power;
• decrease the photon lifetime by shortening the cavity.

Experimentally, a dependence of the resonant frequency on the square root of the
output power has been observed, and this tallies with the relaxation oscillations
shown in figure 9.10.

The fundamental laser parameters are but one factor in the frequency
response. These set only the fundamental limitations, but other influences may
limit the response in practise. Packaging, for example, which is associated with
stray capacitances and inductances can contribute to the delay between current
and voltage waveforms, and broaden the electrical pulse.

9.3.3 Gain switching

The small signal transfer characteristic of figure 9.13 does not directly represent
the performance of a laser in practical communications systems where the laser
is modulated instead by a large square pulse. Were the resonant frequency ω0 to
be independent of the current it would be possible to evaluate the response to a
step function simply by taking the Fourier transform of the pulse, but the fact that
the resonance frequency changes with current means that a different approach is
needed. The rate equations can provide an insight into the phenomenon of gain-
switching, as the change from a sub-threshold condition to a super-threshold con-
dition is known.

The time interval of interest is the delay between the application of the
pulse and the switching on of the laser as the photon density reaches a threshold
value and seriously begins to deplete the carrier density. Let this time be known
as ton. Neglecting any recombination, whether non-radiative or leading to spota-
neous emission, the rate of change of the carrier density in the cavity is given by
the current, i.e.

where V is the volume. Straight forward integration yields the solution

i.e.

as the integral of the current is just the total charge. Strictly, this only applies
for 0 < t < ton, since for t > ton the photon density affects the carrier density.
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Under these conditions, then, the rate equation for the photon density can
be rearranged to give

where a is the differential gain and Nth is the threshold carrier density.
Recognising the integral of 1/S as ln(S) gives the solution

for 0  < t < ton, where S0 is the photon density at t ≤ 0, and

Equation (15) has been used to relate the charge to the carrier density.
For a laser biased at threshold the steady state carrier density at t = 0, N0, is

found by setting dS/dt = 0 so that

and

In other words, equations (16) and (19) show that in response to a square current
pulse the photon density rises exponentially with a characteristic time delay τr
dependent inversely on the amount of charge injected. For high injection levels,
then, the time delay decreases, as expected. If the pulse is short so that a definite,
but small amount of charge is injected into the laser then after the electrical pulse
has ended the photon density will also decrease exponentially, as

Strictly, the lifetime in the equation above is not the lifetime characteristic of
steady state behaviour, which is determined by the optical losses in the cavity,
but has to be modified by the fact that the carrier density is also driven below
threshold at the same time, so increasing the losses through absorption. Single
optical pulses of half-width a few pico-seconds, and total duration ~ 60 picosec-
onds are possible [8, p 547]. If a communications system were to be operated in
this mode this would set an upper frequency limit of ~ 15–20 GHz.
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9.3.4 Linewidth

As well as the multimodal nature of the output during the relaxation oscillations,
the carrier density is fluctuating and from equation (1) this can be expected to
affect the output wavelength. Mathematically, chirp can be treated by expanding
the gain as a function of both carrier density and photon density. The first step is
to express the Fabry-Perot condition in terms of frequency v.

where n̄ is the average refractive index in the cavity. The average is needed
because some of the light propagates within the cladding. Small changes in n̄
bring about small changes in v, but the F-P condition must still be met

Rearranging, and using equation (21)

Expanding the change gives

where there are, additionally, two terms to consider in the refractive index

The first term is just the rate of change of refractive index with frequency and is
therefore the normal material dispersion. The second term is the change in real
refractive index caused by a small change in carrier density, which is the effect
of interest here. Hence,

where the term in brackets is just the group refractive index ng. Setting the left
hand side to zero (equation 23) and solving for v gives,

where vg is the group velocity, c/ng. At this point it is necessary to clarify the
nature of the refractive index. It is not simply the material refractive index, but
the effective index we want in order to account for that part of the optical field
that propagates in the cladding layers. The effective index is an approximation
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arrived at by matching the optical fields at the waveguide boundaries. It can be
shown [11] that the change in the effective propagation index can be related to
the change in the material index by weighting according to the optical confine-
ment,

and therefore

In order to proceed further with this it is necessary to recognise that a change in
the real part of the refractive index due to a change in carrier density is accom-
panied by a corresponding change in the imaginary part, and this is expressed by
the phase-amplitude coupling coefficient, described in more detail in chapter 10
but here simply defined as

where a is the differential gain. Hence,

Part of this expression is recognisable from the photon rate equation, which can
be written as

i.e.

Expanding the gain about the threshold value, i.e.

and making use of the fact that

leads to the simple result that
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Clearly the output power P is a linear function of Clearly the output power P is a
linear function of the photon density. Making this assumption and substituting
for the photon density in (36), and neglecting the spontaneous recombination
term, gives

There is nothing in equation (37) that depends on the design of laser. Rather, it
depends on the material property a and the voltage waveform via dP/dt. In some
texts ∆v is written as negative and in others it is positive, as above. It all depends
on whether α, the phase-amplitude coupling coefficient, is defined as positive or
negative, and this seems to vary from text to text. The linewidth thus denned is
the transient linewidth. At a steady output power dP/dt = 0, so this mechanism is
important at the beginning and end of a pulse, and especially so during the relax-
ation oscillations. For short pulses, of course, the transient linewidth is an impor-
tant factor throughout the duration of the pulse.

Equation (37) suggests that the frequency change during a long pulse in
which steady state is achieved should be zero, but in fact the expression is not
complete. Chirp can be understood as arising from the change in refractive index
as a function of the carrier density which, from figure 9.10, is oscillatory.
However, the oscillatory nature of both the carrier and photon densities is affect-
ed by the gain compression factor, which, it has been argued, acts as the damp-
ing term. Although it is not obvious from anything that has so far been developed
either in the last chapter or here, we can expect, by analogy with critically
damped and overdamped systems, that a large gain compression factor will damp
out the oscillations in photon density and the carrier density will rise smoothly to
the steady state limit. The gain compression factor is structure dependent. It aris-
es essentially because the current supplies carriers at a definite rate, and ulti-
mately the rate of increase in the photon density cannot exceed this. At a large
enough photon density the rate of increase is therefore fixed and the gain, i.e. the
multiplication rate, decreases. The rate at which the gain decreases must depend
on the structure through the current, and so equation (37), which contains no
structure dependent terms, must be incomplete. The gain has been expanded in
the carrier density only (equation 34), but a term must also be included to
account for the dependence of the gain on the photon density. An additional term
therefore appears in the linewidth that depends on the output power [12].

Expanding the gain as follows,

where the negative sign in the third term expresses the physical reality that the
gain decreases with increasing photon density, and substituting S for ∆S in the
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case of a gain switched laser since the initial photon density is so low as to be
negligible, leads to

where γ is a constant. This additional term is described by Koch and Linke as an
adiabatic term [13] because it doesn’t involve variations in the power.

At first sight equation (39) appears to show two additive contributions to
the linewidth, but we would expect from the previous discussion that the two
terms on the right hand side act in opposition as a large oscillatory term in dP/dt
must be accompanied by a small term in γ via the gain compression factor ε. Of
the various forms of gain compression in the literature, Coldren and Corzine [11,
p 196] choose a form that gives

which makes it clear that the gain compression is responsible for the adiabatic
frequency change. A laser that has a high gain compression will exhibit high
damping and hence a small contribution from dP/dt, but the adiabatic frequency
shift may be large. A laser exhibiting low damping will experience high ampli-
tude relaxation oscillations but low adiabatic frequency shift, as shown in figure
9.17. The frequency shift due to the relaxation oscillations is both positive and
negative according to dP/dt, and settles at a value close to

Figure 9.14. Change in wavelength for rigde waveguide (■■) and DCPBH lasers (●)
both with wavelength selective distributed feedback. The dashed lines are splines fitted
to the data. (After Koch and Linke [13].)
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zero. The adiabatic shift is very much constant with time. Lasers with high
damping, and consequently low but essentially constant frequency shift, are best
suited to high transmission rates over long distances, as oscillatory frequency
shifts result in a number of different wavelengths being launched into the fibre.

9.4 Single wavelength sources

As the above shows, single wavelength sources stable against both chirp and the
effects of relaxation oscillations are very important for long-haul systems. A
number of laser structures have been investigated for single wavelength sources,
including external cavity devices, coupled cavity devices, and long cavity
devices. External cavity devices do not use the facets of the crystal but some
other external mechanism of feedback. Coupled cavity devices require the cre-
ation of two cavities of slightly different optical length in tandem so that the
mode of the laser that propagates must be a common mode of both cavities. This
seriously limits the available wavelengths, but both this type of laser and those
using an external cavity are difficult to realise commercially because of the
potential lack of mechanical stability. Long cavity lasers tend, by nature, to have
poor modulation characteristics compared with short cavity lasers, though the
linewidth can be very narrow. Such lasers would make good sources for exter-
nally modulated signals but at present amplitude modulation (IM/DD) coupled
with WDM is providing all the bandwidth needed. By the late 1980s and early
1990s the industry had settled on grating feedback as a means of providing sin-
gle frequency sources [9]. Indeed, the lasers illustrated in figure 9.14 employed
grating feedback.

There are two basic designs of grating feedback laser; the distributed feed-
back laser (DFB) and the distributed Bragg reflector (DBR). The essential dif-
ference between the two is that the DFB laser is pumped over the grating region
whilst the DBR laser is pumped over a limited volume with the gratings lying
outside.

Historically the DFB laser was developed for reliable single mode opera-
tion first, and even today is preferred over the DBR laser for this purpose. The
DBR laser can be treated as a Fabry-Perot cavity with a wavelength selective
feedback. There are therefore two independent mechanisms at work to select the
wavelength; the normal F-P modes, and the Bragg wavelength. These two are
not guaranteed to coincide, which can degrade the single mode performance of
the laser. For this reason the DFB laser is preferred but the DBR structure forms
the basis of tunable sources for WDM applications, and is therefore very impor-
tant. Normally lasers of both types are formed by holographic or e-beam defini-
tion of the grating structure in the substrate followed by overgrowth of a
GaInAsP waveguide layer and then the GaInAsP active layer of a different com-
position.
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The mathematical treatment of these structures usually involves coupled
mode theory, as developed by Kogelnik and Shank [14]. This describes the
counter propagating electromagnetic waves within the structure in terms of the
refractive index variations, and allows for gain in the grating section. The
allowed wavelengths, the modal thresholds, and the side-mode suppression
ratioscan all be defined using couple mode theory, but the treatment will not be
presented here. As with many mathematical treatments, it is easy to lose sight of
the important physics of the problem, and though the mathematical treatment is
necessary to calculate the precise properties of given structures it is not neces-
sary to develop the theory in order to understand the essentials. Coupled-mode
theory is well described by Amann [10] and by Coldren and Corzine [11]. The
essential results only will be presented here.

Brillouin [15] has considered the propagation of waves in a continuum with
a periodic structure using a perturbation approach. The medium of the DBR is
just such a continuum; it is an otherwise uniform structure in which a small peri-
odic fluctuation is introduced. Brillouin has shown that whether a wave propa-
gates or not within such a structure is governed by a condition identical to Bragg
reflection, i.e.

where m is an integer, n is the refractive index, and d is the spacing between dif-
fracting planes. For an angle of incidence of 90°, as occurs for the grating lying
in the plane of propagation, reflection occurs at a wavelength

where Λ is now the grating pitch rather than the plane spacing.
The DBR laser is physically different from the DFB laser. Within the DBR

structure light is generated in a separate gain region and is incident on the DBR,
which acts as a reflector with wavelength selective feedback into the active
region. This feedback is a maximum at the Bragg wavelength. Within the DFB
structure the grating is continuous so the light is generated, propagated, and
reflected entirely within a periodic structure, and hence the theory of Brillouin,
which deals specifically with such concepts, applies. The

Figure 9.15. Basic DFB (left) and DBR (right) laser structures.
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essential idea is that physically a wave at the Bragg wavelength cannot ordinar-
ily propagate in a grating structure because the scattering (diffraction) is sym-
metrical in both directions and the wave is consequently stationary. It is difficult
to quantify these ideas using the concept of diffraction, but the first order pertur-
bation of the wave equation leads directly to the solution

with ω0 equal to the Bragg frequency. The range of frequencies 2∆ω is known as
the stop band because frequencies within ∆ω of ω0 cannot propagate (figure
9.16).

This result applies strictly to non-lossy propagation - propagation where
there is neither loss nor gain - which is not always the case in a laser. Kogelnik
[16] has developed the essential equations on which much of the analysis of grat-
ing feedback lasers is based. An electromagnetic wave propagating in a medium
of relative permittivity εr (not to be confused with the gain compression factor)
and permeability µ satisfies the scalar wave equation

where ξ is the electric field and

is the propagation constant. The appearance of the conductivity σ in this equa-
tion accounts for the loss by absorption, either through the free carriers or
through the action of polarised lattice charges. In a semiconductor at photon
energies close to the band-edge the lattice charges play no part and only the car-
riers are important. If these two are modulated such that

where the grating vector is

Figure 9.16. The stopping band for Bragg reflection in a periodic structure.
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and Λ is the grating period. εr0 is the average dielectric constant and likewise σ0
is the average conductivity. It is straightforward to show that

with

and

where n1 and α1 are respectively the refractive index and loss modulation.
Although equations (45) and (46) are expressed in terms of the dielectic constant
and the conductivity it is normal in semiconductors to talk about the refractive
index and the loss, so κ, the coupling constant, is written in these terms. It is a
complex number, so modulation of either the refractive index or the loss is suf-
ficient to couple the forward and backward propagating waves to each other so
that energy is transferred from one wave to the other, β is what we would nor-
mally understand to be the propagation constant in a uniform medium of refrac-
tive index n0 = √ εr0. It is then possible to derive two coupled equations for the
wave amplitudes propagating to the left and right

with

where ω0 is the Bragg frequency. Equation (52) brings out more clearly the
nature of the right and left propagating electromagnetic waves (denoted by the
subscripts R and L) coupled via the coupling constant κ.

Kogelnik considered two special cases; index coupling where κ is real, and
gain coupling where κ is imaginary. For index coupling stop bands exist as
shown in figure 9.16, with the width of the band given by 2κ. For gain coupling,
there is no stop band in frequency, but instead forbidden values of the propaga-
tion constant exist (figure 9.17), the width of the band being a1. The notion of
gain coupling is the essential difference between Kogelnik and Brillouin. These
two extremes of pure index gain coupling lead to an
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important difference; in index coupled structures there is no mode propagating at
the Bragg frequency whereas in gain coupled structures there exists a mode
exactly at the Bragg frequency. Potentially this is an advantage. In index coupled
devices the two modes either side of the stop band are equally likely to propa-
gate, so the devices are not strictly single mode. In gain coupled devices only the
mode at the Bragg frequency propagates and potentially the devices offer better
wavelength performance. In reality, real laser structures tend to be index coupled.
Within the DFB the grating lies within the gain region whilst in the DBR the grat-
ing lies outside the gain region, but in both cases the grating is constructed in a
layer adjacent to the active layer and in principle there should be neither gain or
loss but pure index modulation within the grating with a coupling coefficient

where ∆n1 is the total refractive index modulation and is therefore equal to 2n1.
Kapon has described in detail progress in DFB and DBR lasers, and refers to
structures that employ pure gain coupling, but in practise index coupled DFB
lasers offer a satisfactory single mode performance and there is no need for more
complicated structures. The following descriptions of the two types assumes
index coupling only.

9.4.1 DBR lasers

The essential difference between the DBR and the DFB has already been
described. The DBR actogether with

Figure 9.17. Stop bands for gain coupling.

Figure 9.18. Effective mirror model of the DBR.
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Bragg wavelength. Therefore the feedback into the active region is wavelength
selective. The DBR also increases the effective length of the cavity, so the phase
of the reflectivity can be approximated by

where R0 is a wavelength independent reflector [10]. This defines the effective
penetration depth of the field into the grating

After some manipulation the reflectivity reduces to

where LB is the length of the grating and ∆β is the deviation of the wavevector
k0 . neff from the Bragg wavevector kB. Figure 9.19 shows the amplitude reflec-
tivity of the grating at the Bragg wavelength. The maximum value of the tanh(x)
function is unity so for long gratings such that κLB > 3

Typically κ lies in the range 20–50 cm-1. For a product kLB = 2 the power reflec-
tivity at the Bragg wavelength is 0.93, but this reduces rapidly with reducing κ.
Using the identity

Figure 9.19. The amplitude reflectivity for a fixed LB = 400 µm with different values
of the coupling coefficient κ. Note that for lower values of κ the effective mir-
ror length increases.
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together with

it is a straight forward matter to show for λ= 1.55 µm, LB = 400 µm, and neff
4, the reflectivity drops to zero for ∆λ = λ – λB ≈ 0.8 nm.

The DBR laser has excellent wavelength selectivity and can be used to
determine the absolute wavelength of the laser. However, great precision in the
fabrication of the devices is needed. The effective index of the Bragg grating
depends crucially on the details of the guide structure. The effective index is an
approximation based on the numerical solution of the wave equation at the
boundaries of the guide, and so variations in the guide dimensions will affect this
approximation. Hence not only the thickness of the layer but also the width of
the stripe is crucial to the operation of this device. Moreover, the frequency comb
determined by the F-P condition (remember that the grating acts as a mirror
placed Leff away from the cavity) is not necessarily coincident with the Bragg
wavelength, which is the condition for optimum performance. If complete de-
tuning of the two occurs it is possible that two wavelengths will propagate. At
the very least, the side-mode suppression ratio is reduced in normal operation.
Finally, the active region and the Bragg grating form two different waveguides
coupled together, which is an additional complication. Parasitic losses can result.
The upshot of this is that the DBR laser has not been adopted as a commercial
technology for single mode sources because of the lack of reproducibility com-
pared with the distributed feedback laser.

9.4.2 DFB lasers

Solution of the coupled mode equations shows that at wavelengths far from the
Bragg condition the mode separation is c/(2L), which is identical to the mode
spacing in the Fabry-Perot structure. Close to the Bragg condition, however,
the modes are pushed out slightly from these values. Moreover, the threshold
gain for the modes closest to the Bragg condition is lowest, so these are the
modes of the laser that propagate. Effectively the reflectivity of the grating is
infinite because the presence of gain ensures that the power returned is greater
than the power incident. It is possible to show that the threshold gain and wave-
length are given by [10]

and
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where ∆β is complex because of the presence of gain. Figure 9.20 shows the
threshold gain-length product as calculated by Amman [10], where

It is clear from the above that the modes adjacent to the stop band are degener-
ate and equally likely to propagate. Practically, however, the grating is rarely so
long that there is not some reflection from the end facet, and the facet is never in
phase register with the grating except by happy accident. This difference is
enough to break the degeneracy and the DFB laser operates successfully as a sin-
gle mode laser, with a SSR > 30 dB.

9.5 High bandwidth sources

The limitations on the modulation rates of individual lasers means that band-
width has been increased by wavelength division multiplexing. WDM can either
be dense (DWDM), where the channel spacing is currently 200GHz (1.6 nm) or
100 GHz (0.8 nm), but with the possibility of smaller channel spacings, or
coarse, where the channel spacing is 20 nm. DWDM requirements are currently
met by DFB laser sources dedicated to a particular wavelength, and a number of
sources may be integrated into a single module to increase the bandwidth.
CWDM requirements will most likely be met by VCSELs, as the main applica-
tion is likely to be in the ethernet, the “first mile” connecting the PC to the trunk
routes where DWDM will take over.

This is a rapidly developing field. Optical fibres are well developed to
deliver a number of wavelengths, and the main technological challenge now is to
provide those wavelengths at high speed. A number of commercial laboratories
are working actively to develop products that will deliver ever higher bandwidth
at lower costs, and what appears in the technical and scientific literature is not
necessarily representative of what is on offer. As has been mentioned in several
places in this book, a laboratory demonstration is one thing but a commercial
device is quite another. The latter is driven by the twin requirements of high yield
and low cost manufacture, and the proprietary nature of much of the technology
means that it is difficult to get an accurate picture not only of the detail of the
products that are already on the market, but also of those that are in the pre-pro-
duction development stage.

Reports of integrated arrays go back at least as far as 1987 [17] when five
wavelengths around 1.3 µm were obtained using DFB lasers with a side-mode
suppression ratio of more than 30 dB. A 20-wavelength DFB array was reported
in 1992 [18] using tensile strained In0.4Gaance0.6 As quantum wells designed to
emit at 1.5 µm. These took advantage of the shift from the heavy hole to the light
hole at the top of the valence band and were therefore expected to demonstrate
lower threshold currents. The different wavelengths (3 nm
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spacing) were achieved by writing gratings shifted in period by 0.5 nm on each
of the lasers by electron beam lithography. The same authors reported a com-
pressively strained 18-wavelength array using In0.7Ga0.3As wells [19]. A 10-
wavelength 200 GHz channel spacing array was reported in 1999 based on tun-
able lasers. [20]. Each laser had a 900 µm long active section and a 500 µm long
passive Bragg section (figure 9.21). The passive Bragg section can be pumped
separately to change the refractive index and provide about 8 nm of tuning. This
is not enough to span the wavelength range required for the 10-laser array so
each passive Bragg reflector had a different pitch.

These two-section lasers have a limited tuning range of only a few nanome-
tres, and are therefore of limited appeal. Broadly tunable sources are another mat-
ter [21-25]. Coldren [26] has reviewed monolithic tunable lasers and reports that
after 20 years of being no more than a curiosity such lasers have now attracted
serious commercial interest. These devices will increasingly find application in
DWDM systems not only as replacements for failed lasers but also as primary
sources in re-configurable systems. More than this, however, such lasers may
well prove to be the backbone of future all-optical networks. However, Coldren
adds a caveat. Broadly tunable lasers do not simply have an additional Bragg
reflector with its own current supply but four sections in total. Usually there are
two sampled gratings (gratings that have periodic sections removed to modify
the reflection spectrum) each with its own current supply and a phase region
adjacent to the active region. There are therefore four current connections, and
this may well prove unattractive to systems engineers who naturally want ease
of control over the output characteristics. That said, a number of telecommuni-
cations companies now offer widely tunable DFB laser arrays.

Figure 9.20. Threshold gain-length product and mode spacing for DFB lasers. Each
symbol represents a mode. (After Kapon.)
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The VCSEL is another device that offers potentially very high bandwidth.
The VCSEL has a number of advantages over the DH and quantum well lasers
when it comes to high speed modulation. The device has an intrinsically smaller
area leading to a smaller capacitance and the barrier layers of the quantum well
structure can be much thinner. In the edge-emitting devices the barrier layers are
also part of the optical confinement structure and must be thick enough to con-
tain the optical field, and as shown in chapter 8 transport across these layers can
limit the modulation speed. In the VCSEL a 1 — λ cavity at 850 nm in a mate-
rial of refractive index ~ 3 is only 280 nm across and each barrier will be less
than half of this when the quantum wells are taken into account. On the other hand
the mirrors add to the total resistance of the device and in proton-implanted
devices the area of the aperture, while small, is approximately 25 times larger
than in oxide confined defines. Current VCSEL devices offer modulation rates at
around 2–4 GB/s but reports have started to appear in the literature of 850 nm
devices with modulation rates of 10 GB/s [27-32]. Some of these devices use
intra-cavity contacts, some use novel confinement techniques not based on either
oxides or proton implantation, and others are novel structures suited to planari-
sation. Intra-cavity contacts essentially present the device manufacturer with two
problem. First, the contacts must be accurately aligned, and second, the devices
are no longer planar. These are not insurmountable problems but it remains to be
seen what device structure the industry settles on for high speed modulation.

9.6 Summary
Lasers used in optical communications systems at 1.3 and 1.5 µm need to meet
a number of stringent criteria in respect of the emitted wavelength and the sup-
pression of the side modes. Fabry-Perot lasers based on cleaved cavities have
generally proven themselves unsuitable for high bit rate transmission, as not only
do relaxation oscillations broaden the output at short pulse lengths, but carrier
induced refractive index changes cause the output wavelength to chirp.
Moreover, the feedback in such lasers is not wavelength selective and the side-
mode suppression at ordinary emitted powers is too small for high performance

Figure 9.21. Schematic of a two-section and four-section tunable laser. The four-sec-
tion laser has two sampled grating DBRs as well as a phase region.
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systems. Wavelength selectivity can be improved by incorporating grating struc-
tures into the cavity, which still acts like a Fabry-Perot cavity, but with the addi-
tional effect of a modulated reflectivity. Grating based lasers have proven them-
selves as stable sources for high bit rate transmission.
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Problems

1. Satisfy yourself that the side mode suppression ration is independent of
cavity length, and estimate the output power required for a typical Fabry-
Perot laser emitting at 1.5 µm to achieve a SSR of 30 dB.
2. Taking the nominal differential gain to be ≈ 4×10-20m2, calculate the reso-
nant frequency in a Fabry-Perot DH buried heterojunction laser with
active region dimensions of 1.5 µm × 0.15 µm 300 µm emitting 3 mW at
1500 nm for zero gain compression and a gain compression of 10-22 m-3.
Assume a refractive index of 3.5.
3. Assuming an effective refractive index of 3.5 calculate the pitch for a
Bragg grating at 1.5 µm.
4. Assuming an index modulation of 0.002 calculate the coupling coefficient
for a Bragg grating at 1.5 µm. Taking the length of the grating to be 400
µm calculate the effective length of the grating and the power reflection
coefficient, and show that the reflection coefficient at the adjacent mode is
0.05 if the active region is 300 µm long.
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Chapter 10

High power diode lasers

To a great extent the definition of what constitutes a high power laser is arbitrary.
Diode laser technology has been driven in the main by the needs of the telecom-
munications industry, and before the development of fibre amplifier technology
the launch power of the laser was kept below 3 mW to avoid nonlinear effects.
Compared with this, even 10 mW is a high power, but for many applications 10
mW would be considered low. At power levels exceeding a few tens of mW the
lasers are usefully classed as high power, and this will be taken as a working def-
inition for the purposes of this chapter.

Historically the main application for high power diode lasers was in pump-
ing sources for solid state lasers, but high power diode lasers can now be found
in diverse applications that require wavelengths ranging from 650 nm to 5 µm.
Red lasers emitting at ~ 650 nm have now become the standard for compact disc
(CD) and digital video disc (DVD) writers. Typically outputs of 30-50 mW are
required. In the mid infra-red range from 3-5 µm, environmental sensing is one
of the most important applications. Many gases and organic compounds have
characteristic absorption bands due to molecular vibration within this wave-
length range and lasers that can be used in specific detection systems are very
important. In the near infra-red, 780 nm emitters have been replaced by red lasers
for CD and DVD writing, but these lasers have now become very important
sources for photo-dynamic therapy (PDT) and laser surgery, whilst 808 nm emit-
ters are the most common source of optical radiation for diode pumping of solid
state lasers. Optical pumping is also important at 980 nm, where the Er ion has a
characteristic absorption, and a considerable effort has been expended in recent
years in developing long lifetime lasers for pumping erbium doped fibre ampli-
fiers (EDFA) for long haul, high bit rate telecommunication systems. This wave-
length has all but replaced 1480 nm for this particular application, but again
alternative uses exist for this technology, particularly welding of plastics. Lasers
emitting at around 2 µm are also favoured for this type of application.

Diode laser arrays are not themselves ideally suited to materials processing
applications, however, principally because of the output beam characteristics.
The uses tend to be limited to certain niche applications, such
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as welding - plastics have already been mentioned in this regard - and laser sol-
dering. The latter requires the application of a short thermal pulse in order to melt
the solder down to a well defined depth, and with diode lasers the depth of melt-
ing can be varied according to both the power applied and the duration of the
pulse. The constraints on spatial resolution and spot size may not be so demand-
ing so the limitations of beam quality that can rule out the diode laser from con-
sideration for many machining applications is not important. The use of a
focused beam can allow soldered joints of a millimetre or so in diameter. In fact,
diodes are much better suited to this task than solid state lasers, principally
because in a solid state laser the pulse duration can be many orders of magnitude
smaller, resulting in a much higher pulse power. Instead of melting the solder,
such a laser would probably remove it entirely from the surface.

10.1 Geometry of high power diode lasers

There is no such thing as a standard high power laser. Structures vary according
to the power required and the application; single, narrow stripes emitting sever-
al hundred milli-Watts, broad area lasers emitting a few Watts, and diode laser
bars consisting of several broad area emitters, normally on a chip 1 cm long,
emitting up to 200 W of optical power (figure 10.1). The cavities may be rela-
tively short with high gain or long with low gain, and of double hetero-structure
or quantum well construction. Quantum wells may be strained, strain compen-
sated, or lattice-matched. The diversity of device types is extensive, in reflection
of the range of applications at various wavelengths and powers.

The simplest way to increase the emitted power is to increase the size of the
emitting aperture, but the beam quality is adversely affected. Instead of uniform
illumination across the whole facet, the output of a broad area device is usually
localised to particular regions which are not in phase with each other.

Figure 10.1. Schematic of a diode laser bar.
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The laser output is effectively a sum of a series of individual beams, so there may
be low spatial and temporal coherence. Nonetheless, apertures around 100 µm in
extent are commonly found. High powers can also be achieved from narrow
apertures, but the design has to be optimised. Other changes that can be made
include reducing the gain and increasing the length of the cavity, and cavity
lengths up to a few millimetres can be found. For very high power applications
(several tens of W) the output from several emitters integrated onto a single bar
has to be combined but the number and spacing of the emitters varies from
design to design. Diode laser bars themselves may be stacked to provide an
intense high power optical source for pumping solid state lasers, for example.

The application of standard diode bars to materials processing has been
described by Treusch et al. [1]. The most common wavelengths are in the near
infra-red, from ~ 800 nm out to ~ 1 µm, but in fact any wavelength that is
absorbed strongly can be used. A typical product will be a bar 1 cm in length
emitting at 808 nm with power outputs from 10 W up to something in excess of
200 W, achieved by adjusting the number and spacing between the emitters.
Single emitter devices at ~ 900 nm, usually based on phosphides, are common,
as are single emitters in the visible and mid-IR. As an example of a very high
power device, figure 10.2 shows the power output and efficiency of a 70 emitter
bar. The maximum power efficiency is in excess of 50%, whilst the power is vir-
tually linear with current. At the very highest power levels the rate of increase of
power begins to decline, an effect known as thermal roll-over. Thermal roll-over
limits the power output in some lasers but in others a phenomenon known as cat-
astrophic optical damage (COD) occurs before the onset of roll-over. COD is a
single event that destroys the facet and causes the laser to cease operating, so set-
ting a practical limit on the operating power.

Diode arrays, as the bars are commonly called, may be compact optical
sources, but of course they are extended in one dimension. As with low power

Figure 10.2. Output power and efficiency of a 70 emitter bar. (After Treusch et al.)
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lasers, divergence in the plane perpendicular to the junction occurs, but the beam
in the plane of the bar is by no means well behaved. Figures 10.3 and 10.4 show
the divergence in the plane of the junction from bars containing 37 and 70 emit-
ters respectively, where the aperture of the emitters is 100 µm. The peaks are not
merely due to the superposition of the various individual beams but the result of
non-linearities in the semiconductor material that affect the output. Their exis-
tence poses the problem of how to shape the beam and to

Figure 10.3. Far-field pattern from 37 emitters on a bar. (After Treusch et al.)

Figure 10.4. Far-field pattern from 70 emitters on a bar. (After Treusch et al.)

© IOP Publishing Ltd 2005



reduce the spot size and combinations of cylindrical and spherical lenses often
need to be employed. Thermal dissipation also needs to be considered, and con-
siderable effort has been expended on the design of micro-channel coolers. These
must be stackable so that high power bars can be combined to give multi kilo-
watt outputs for diode pumping of large solid state lasers, and a summary of the
technology can be found in Treusch’s paper. For other applications the beam
quality has to be improved. How this can be achieved requires a knowledge of
the origins of the non-linearities responsible for the characteristic broad area
behaviour. This chapter starts with the single emitter as a precursor to arrays.

10.2 Single emitter broad area diode lasers

The single emitter may be used alone as a high power source or as one element
in an array. The emitter aperture is usually defined using a stripe contact of some
description. As mentioned in chapter 5, the invention of the stripe geometry
influenced developments in double heterostructure laser technology, and it is
now standard for a stripe contact of some sort to be made in experimental devices
of all powers. For low power devices in particular, a stripe geometry allows a low
operating current and stable output characteristics. An obvious method of
increasing the power output is to widen the stripe so that the emitting aperture is
larger, but it is also possible to use narrow apertures and still achieve high pow-
ers if the design of the laser is optimised. In order to put these developments in
context it is necessary first to be clear about what is meant by the term “broad
area laser”.

Broad area behaviour is characterised by the appearance of many lateral
modes, often called filaments. Seen close up, the light is not emitted uniformly
across the facet but from localised regions distributed in an apparently random
manner across the stripe. Sometimes these filaments are stable, sometimes not.
They can appear to migrate across the output aperture of the laser in a chaotic
manner, but the timescales are of the order of nanoseconds. The amplitude of the
output can be modulated at frequencies ranging from a few MHz to ~ 1 GHz by
a process of “self-pulsation”. The complexity of the filamentation process means
that it is not easy to summarise it by a few simple rules, or even by a detailed
description of the physics. It is possible to predict in general terms the appear-
ance of filamentation using analytical models, but only very complicated numer-
ical modelling will reveal the full details. The only certainty is that filaments
appear, and the uses to which the laser may be put are affected. If a high power
diode laser were to be required for free space communication the self-pulsation
will very seriously interfere with the modulation of the beam. On the other hand,
if the laser were to be used as a heat source for welding or soldering, the only
important properties are spot size, average power, duration of the pulse, and the
pulse power. Of these, only the spot size is affected by the
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filaments, which are essentially decoupled from each other in phase. The diver-
gence of the beam increases markedly, as illustrated in figures 10.3 and 10.4, but
the instabilities have no impact on the other properties, as the duration of the
pulse will be many orders of magnitude longer than the characteristic lifetime of
the instabilities. Thermal diffusion effects in the processed material will therefore
wash out any non-uniformities that might occur on very short time-scales, or
over short lateral dimensions.

10.3 Lateral modes in broad area lasers

The appearance of lateral modes can only be understood with reference to the
spatio-temporal dynamics of semiconductor lasers as described by Hess and
Kuhn [2]. Rate equations, the basis of the modelling presented in chapter 8, are
not detailed enough to predict such phenomena. They describe the temporal vari-
ations in carrier density as they are transported perpendicular to the junction and
density of both photons and carriers in the plane of the junction are considered
uniform. Although examples exist where terms describing the diffusion of carri-
ers out of the stripe have been included, these are global terms that take into
account a loss of carriers only. The rate equations are therefore essentially one-
dimensional, and in the hierarchy of laser modelling they constitute the lowest
level. What is needed to model the spatial variations in the output beam in the
plane of the junction are models which explicitly include the lateral spatial
dependence of both the carrier and photon densities, and analytical models do not
exist. The equations must be solved numerically so the insight lies not so much
in the description of the model but in the outcome. Hess and Kuhn concluded that
stripes wider than ~15 µm typically results in broad area behaviour rather than
stripe behaviour, in agreement with the experiments of Thompson [3], which
illustrate very clearly the change from narrow stripe to broad area behaviour in
AlGaAs DH lasers (figure 10.5). Stripe widths of 10, 15, 20, and 30 µm were
investigated and the two narrowest stripes both exhibit a single lateral mode,
though the light intensity is distributed asymmetrically about the peak. For
broader stripes the appearance of other lateral modes is clear from the intensity
distribution along the aperture.

The key to this behaviour lies in the non-linear interaction between carriers
and photons. It was shown in chapter 4 that the refractive index of a semicon-
ductor is not a fixed quantity but depends intimately on the carrier density and
the gain inside the medium, which in turn depends on the photon density.
Regions of high carrier density have a lower refractive index than regions of low
carrier density, but regions of high gain have an increased refractive index. Thus
the stripe laser operates by gain guiding; the formation of a natural waveguide in
the plane of the junction through an increase in the refractive index due to a high
gain. If the stripe is narrow enough this
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waveguide causes a single lateral mode centred more or less on the stripe, but for
wider stripes higher order waveguide modes propagate. Even in the single mode
behaviour demonstrated in figure 10.5 there is evidence of a non-uniform inten-
sity distribution, and considerable emission from outside the immediate confines
of the stripe. At a slightly lower current Thompson’s data indicates that the mode
is symmetric, and it is a feature of stripe lasers that the light intensity can shift as
the power increases. Such instabilities often manifest themselves as a character-
istic kink in the intensity-current curve (see figure 10.6).

The stripe is intended to confine the current to a localised region of the
junction. Proton implantation to form semi-insulating regions, the use of
reversed bias p-n junctions fabricated by deep diffusion, or the use of a contact
window defined by means of a patterned dielectric layer, (silicon nitride or

Figure 10.5. Near field radiation pattern for two stripe widths corresponding to “nar-
row” and “broad area” behaviour. (After Thompson et al.)

Figure 10.6. Non-ideal (kink) behaviour in the L-I characteristic caused by filamenta-
tion.
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dioxide) directly beneath the contact (figure 10.7) are the three most common
approaches. The dielectric layer (DL) is the least efficient structure for confining
the contact, as the relatively large separation between the contact and the active
junction allows for current spreading. Proton implantation to produce semi-insu-
lating (SI) material and deep diffusion (DD) both give rise to insulating regions
closer to the active region and therefore the current flow is better defined. Within
the active layer but outside the region of high current flow the carrier density will
be relatively low so the effect on the refractive index will be small. Immediately
adjacent to the active region the refractive index will be lower than its quiescent
level because diffusion will increase the carrier density slightly. Within the stripe
the high carrier density will tend to lower the refractive index even further, but
at the onset of gain the refractive index will begin to increase. As with the p-n
homojunction laser, these effects are quite small, and the wave-guiding is weak.
Hence a guide several micrometres wide will support only the fundamental
mode, as illustrated in figure 10.8.

Hess and Kuhn modelled AlGaAs/GaAs double heterostructure devices
emitting at 815 nm, but the physics applies just as well to other materials and
structures. The refractive index difference between the core and cladding was
0.25 and the critical thickness of the active layer for single transverse mode
behaviour was 0.52 µm. With a modelled thickness of 0.15 µm the structure

Figure 10.7. Common Stripe formats for diode lasers can use semi-insulating
(SI)regions, deep diffusion (DD), or a dielectric layer (DL) beneath the contact. Current

Figure 10.8. Schematic of the electronic and optical properties of the narrow stripe.
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therefore exhibited a single transverse mode. The initial response of a single
broad stripe 50 µm wide to a current pulse is dominated by the relaxation oscil-
lations (figure 10.9). The first seven illumination events are shown and numbered
in white, the light regions corresponding to high optical field intensities but with-
out the use of grey scale adopted by Hess and Kuhn to represent differences in
intensity.

Initially the whole width of the stripe is illuminated because the photon den-
sity lags behind the carrier density. Before laser output can occur not only does
the carrier density have to reach threshold but the photon density also has to rise
from zero. There is a time delay between the two which allows the carrier densi-
ty to reach a level well above threshold, where it is normally pinned during
steady state operation. Consequently the photon density also rises well above the
steady state level and depletes the carrier density to a level below threshold,
hence the extinction of the emission. The carrier density has to rise again before
any further light emission can occur, but it doesn’t rise to the same level.
Moreover, it is clear from figure 10.9 that the centre of the stripe in event 2 is
illuminated slightly before the edges, though essentially the whole stripe is illu-
minated except for a small strip at both edges. This is probably a consequence of
the existence of lateral waveguide modes. The fundamental mode is centred on
the stripe and in the first order mode the light intensity distribution is bi-modal.
It will only take a few round trips of the cavity to begin to establish these modes,
hence the light emission begins in the centre but moves outward as time pro-
gresses. Even on the initial illumination event the light output at the edges lasts
a little longer than the light output at the centre, which allows the carrier densi-
ty at the centre to recover quicker than it does at the edges.

Figure 10.9. Spatio-temporal variations in light intensity in a broad area laser. The time
after the initial electrical pulse is shown vertically and the horizontal represents the 50
µm wide stripe with a border of 10 µm either side. Reprinted from Hass O and Kuhn T
1996 Spatio-temporal dynamics of semiconductor lasers: theory, modelling and analysis
Prog. Quant. Electronics 20 85–197, ©1996 with permission from Elsevier.
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Crucially, the centre of the stripe is illuminated on its own by the time event
(3) has occurred, and even though the emission is weak, the carrier density in the
centre is depleted. Subsequent emission (event 4) is concentrated solely at the
edges and thereafter an alternation between emission from the centre and the
sides is inevitable. The process thus described is clearly similar to the process
behind the relaxation oscillations familiar from narrow stripe lasers, but there are
crucial differences. First, variations in carrier density laterally across the stripe
are not washed out by diffusion as they are in narrow lasers. The carriers will dif-
fuse at most a few microns during the time interval between successive light
emissions so significant lateral variations can be sustained by the pattern of emis-
sion and extinction. Indeed, Hess and Kuhn mapped out the carrier densities in a
similar manner to the light intensity and it is apparent that periods of high light
intensity are followed by periods of low carrier density. Second, the lateral vari-
ations in carrier density in the broad area device serve to reinforce the oscilla-
tions. Not only is there a tendency for light to be distributed across the stripe
according to the waveguide modes, so that the carrier density rises where the
stripe is dark, but the increase in carrier density will cause the refractive index to
decrease and focus the light into the illuminated regions. The filament thus forms
its own waveguide, causing the intensity of light to increase in the filament more
rapidly than would normally be expected on the basis of the rate equations. This
is called spatial hole-burning. Figure 10.10 illustrates the refractive index
changes occurring for both the first mode (a) and the fundamental (b) of the lat-
eral waveguide.

One of the major differences between broad area and narrow stripe lasers,
therefore, is the apparent lack of a damping mechanism to iron out the spatial
fluctuations. In a narrow stripe in which a stable single mode can propagate the
whole width of the stripe is illuminated and there are no regions where the car-
rier density is allowed to rise to very high levels through the lack of stimulated
emission. Filaments simply do not form, but in the broad area device a new fila-
ment can form in the adjacent regions of super-threshold carrier

Figure 10.10. Interaction of the optical field and carrier density in the broad stripe.
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density and high gain. Moreover, this filament interacts non-linearly with the
existing filament and energy is transferred from one to the other. Sometimes this
transfer can appear stable but at other times it can seem chaotic.

This non-linear interaction between the carrier density and the optical field
is governed by the phase-amplitude coupling coefficient, so called because the
phase of a travelling optical wave is governed by the real part of the refractive
index and the amplitude is governed by the imaginary part. As has been dis-
cussed, the two are intimately linked via the carrier density, so the phase and
amplitude are said to be coupled. Hence, a change in the real part of the refrac-
tive index alters the propagation time of the photons within the cavity and alters
the output wavelength via the Fabry-Perot condition. The spectral linewidth of
the laser is enhanced, which is sometimes known as spectral broadening. For this
reason, the phase-amplitude coupling coefficient, defined as,

where n = nr +jni is the refractive index, and N is the carrier density, is also called
the linewidth enhancement factor. It can be shown (Coldren and Corzine, p 209)
that this can be transformed to give,

where λ is the wavelength of operation and 

is the differential gain. For a fuller discussion on the linewidth enhancement fac-
tor, see Yariv [4] where it is shown that the linewidth of a diode laser is enhanced
over the theoretical Shawlow-Townes linewidth by a factor (1 + α2). This arises
because fluctuations in the carrier density caused by spontaneous emission
events manifest themselves through α as variations in the phase of the optical
field and hence as variations in the output wavelength. Indeed, one of the ways
of measuring α in diode lasers is to deliberately modulate the carrier density at
RF frequencies and measure the resulting phase modulation as well as the
amplitude modulation of the output optical field. Typically 2 <α<6.

As might be expected, both the level of pumping and the stripe width are
important in filamentation. The filaments illustrated in figure 10.9 occur as a
result of pumping at about twice the threshold current. At three times threshold
filamentation occurs even within the relaxation oscillations, and the average time
interval between each filament at any given point along the width of the stripe is
shorter. Increasing the width of the stripe appears to have a similar effect as
increasing the pumping power. An example of the experimental observation of
the effect of pump power on filamentation is given in
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figures 10.11 and 10.12 [5]. Marciante and Agrawal developed a theory that
explicitly linked the properties of the filaments to α [6] and found experimental-
ly for 50 µm wide stripes in both AlGaAs lasers (808 nm) and InGaAs lasers
(980 nm) that higher values of α lead to smaller values of filament spacing for a
given pumping condition relative to the threshold current. The agreement
between the model and experiment is shown in figure 10.11 in which the solid
lines represent the theoretical model and the symbols represent the experimental
data. The chaotic nature of filamentation is reflected

Figure 10.11. Filament spacing as a function of pump parameter. (After Marciante and
Agrawal.)

Figure 10.12. Frequency of the output fluctuations as a function of pump parameter.
Relaxation oscillations and self-sustained oscillations are clearly distinguishable. (After
Marciante and Agrawal.)
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in the fact that filaments do not always appear regularly spaced, and hence there
is no data for some values of the pump current. Those that are shown therefore
correspond to the conditions under which regularly spaced and well behaved fil-
aments were observed.

This is particularly evident in figure 10.12. The output of the laser was
analysed with a microwave spectrum analyser so that periodic variations in
intensity could be detected. Not surprisingly the relaxation oscillations were
readily detected, as shown by  Ωrel, but a second component was also detected,
labelled  Ωfil. Marciante and Agrawal called this “self pulsation”. It is a charac-
teristic of stable filaments and can be seen in the steady alternation of the light
output from the sides to the centre in figure 10.9 that occurs before the onset of
chaotic behaviour. Where stable filaments were not detected the data has been
represented as a dotted line but clearly all the data lie on a single straight line
describing  Ωfil. Experimentally, the observation of filamentation and self-pulsa-
tion can mislead as to the true nature of the phenomenon. The filaments appear
to migrate laterally across the cavity, some of which can be seen in figure 10.9
just as the filamentation becomes chaotic. This is called “mode hopping”, as it
appears that the field is hopping from one lateral mode to another. In fact no such
thing is occurring. The model of Hess and Kuhn shows that within the round trip
time of the cavity one filament can die away as another grows, but the round-trip
time is only a few picoseconds in duration. Individual events such as the birth
and death of a filament cannot be distinguished. Rather, an average effect is
observed, and sometimes that average effect has stable characteristics and at
other times under other conditions the effect is chaotic and the filaments appear
to migrate.

10.4 Controlling filamentation

10.4.1 Mode filtering

A free running conventional double heterostructure broad area laser will exhibit
filamentation at pumping levels just over threshold. The existence of nonuniform
optical fields corresponding to multiple waveguide modes coupled with carrier
diffusion and phase-amplitude coupling guarantees it. There have been numer-
ous articles published in the open literature describing many different ways in
which filamentation can be controlled, but not all these devices will find their
way on to the commercial market. Many factors are involved in determining
whether a particular design becomes a commercial reality. It is not only neces-
sary to consider whether the device works, but also whether it can be manufac-
tured reliably, whether the cost of changing the process is justified by the return,
etc. These are business decisions, but informed by technological considerations.
There also has to be a clear reason for adopting a particular solution, and it may
well be that expensive, but very effective, solutions are used for specific high
technology, but low volume,
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applications. With this in mind it is not possible to examine all the solutions in
the open literature. Those that are given in the following pages are interesting not
only because they demonstrate an imaginative approach to the problem but
because they also provide further insight into the nature of the phenomenon.
Marciante and Agrawal [7] proposed, in a purely theoretical exercise, inserting
an extra pair of expitaxial layers into the structure. The purpose of these layers
is to act as self-defocusing layers. Having a slightly larger band-gap than the
active layers by about 29 meV, these lyers from part of the wave guide and a
large fraction of the optical field - somewhere between 80% and 90% - resides
within them. The band-gap difference is not so lage as to affect current diffu-
sion, however. The layers exhibit a non-linear refractive index which causes a
defocusing effect to counter-act the focusing effect of the phase-amplitude cou-
pling coefficient. In effect, as the intensity of the filament increases the refrac-
tive slightly. The intensity of the field within the waveguide is thereby reduced
and operation of a 100µm wide stripe at 810 nm without filamentation was pre-
dicted.

Spatial filtering has also been investigated by a number of research grupos.
Szymanski et al. [8] have analysed in detail the theory of a broad area laser with
modal reflector. A modal reflector is a patterned reflector of the resonator which
can be used to provide selective feedback for particular modes of the waveguide,
and hence supress the others. Wolff et al. [9,10] have investigated the use of a 4f
external cavity, so called because the total length of the cavity is 4 times the focal
length of the lens employed within the cavity. The basic premise of the technique
is that a Fourier transform of an image is produced within the focal plane of a
lens. If another lens were to be placed with its focal plane coincident with thta of
the first the image will be reconstructed from the Fourier transform. A filter, i.e.
a physical blockage, Fourier plane can be used to eliminate part of the Fourier
transform, so the refacet is Fourier transformed and reflected at the focal plane
so the same lens is used to form an image back at the output facet. This image
then constitutes the

Figure 10.13. Self-defocusing by a layer with a non-linear refractive index to reduce the
optical intensity in the active layer.
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optical feedback into the laser. Features corresponding to the higher order modes
of the waveguide usually lie further out from the centre of the Fourier transform
than those corresponding to the fundamental mode. A single slit of adjustable
width is adequate as a filter to eliminate them from the feedback so that only the
fundamental mode is excited. It is not necessary to identify these features explic-
itly, only to adjust the slit width until stable operation is achieved. Furthermore,
deliberate excitation of higher order modes is possible by translating the filter in
the Fourier plane.

Lang et al. [11] proposed the use of grating confined broad area lasers. This
is also a method of spatial filtering. The wave-guide confinement is achieved by
the use of an angled distributed feedback (DFB) grating, which can be config-
ured to have a very narrow acceptance angle. As discussed elsewhere, DFB grat-
ings work by reflecting a small amount of radiation from alternate layers λ/4
wavelengths thick. Each reflection is in phase with each other and if the sequence
of layers is thick enough near total reflection (>99%) can be achieved. The
acceptance angle is defined as the full-width-half-maximum of the reflectivity as
a function of the incident angle. Lang has shown that for a grating configured for
normal incidence operation the acceptance angle is 2.5°, i.e. reflection will occur
anywhere between an angle of incidence of 88.75° and 91.25°, but this drops to
0.16° for an angle of incidence of 80° and 0.029° for an angle of incidence of
15°. In short, if such gratings are used to define the boundary of a wave-guide
rather than the usual refractive index changes, only rays incident at the specified
angle will be reflected. All others, including all higher order modes of the wave-
guide, will be transmitted and only the fundamental mode will propagate.

A schematic of a four-grating laser is shown in figure 10.15, where the grat-
ing and cavity are angled from the facet to produce a perpendicular output beam.
One of the advantages of such a structure is the self-selection of a stable mode
of operation. If the laser mode is incident on the side grating at an angle θ the
angle of incidence for the end grating is 90– θ (figure 10.16). The operating
wavelength of the laser is found by solving the simultaneous equations for the
allowed wavelengths, i.e.

Figure 10.14. A 4-f folded cavity with spatial filter.
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where Λ1, and Λ2 are the grating pitches and m1 and m2 are the respective grat-
ing orders. The values used by Lang were Λ1=567nm, Λ2 = 304 nm, m1 = 1 and
m2 = 2 giving λ= 980 nm. This is illustrated schematically in figure 10.17, where
the allowed wavelengths are shown as solid lines. The wavelength reflected from
the side grating increases with θ whereas the wavelength reflected from the end
grating decreases. There is therefore only one solution, which can be varied by
changing either of the grating spacings. Provided the operating point lies within

Figure 10.15. Grating confined broad area laser. (After Lang et al.)

Figure 10.16. Trigonometry of the beam in the grating confined structure.

Figure 10.17. Allowed wavelengths as a function of angle.
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the gain spectrum the laser will operate. This type of laser is capable of emitting
over 1 W of CW power in a single lobed diffraction limited beam.

10.4.2 Materials engineering

The preceding approaches all involve changing the laser design. Marciante and
Agrawal’s approach illustrates the importance of the optical intensity in the for-
mation of the filament and their aim is to reduce the intensity by anti-guiding
non-linear optical layers. The spatial filtering approach illustrates the importance
of higher order modes as a mechanism for initiating the filaments through spa-
tial variations in the optical intensity. In particular the approach of Lang et al.
allows for very well defined optical propagation at a specific wavelength and a
specific angle within the guide. The alternative to changing the laser design is to
change the laser material, and this has been done by Kano et al. [12], who used
strained multiple quantum wells of InGaAsP/InP. Although not specifically con-
cerned with high power laser diodes, Kano et al. nonetheless demonstrated sig-
nificant reduction in the phase-amplitude coupling coefficient a through the use
of strain and modulation doping.

The valence band structure is altered in a quantum well. The degeneracy of
the heavy hole and light hole bands is lifted and strain can further affect these
bands. Kano et al. mapped out the valence bands as a function of wave vector in
both the [100] and [110] crystallographic planes, both of which lie in the plane
of the quantum well, for a 50 Angstrom well sandwiched in barrier layers corre-
sponding to a band gap of 1.1 µm, as shown in figure 5 of appendix IV. In the
lattice matched quantum well the heavy hole forms the band gap, being of a high-
er energy, and the first excited state of the heavy hole is similar to the energy of
the light hole ground state at k = 0, but in the strained quantum well the heavy
hole bands are shifted upward so that both the effective mass and the density of
states are reduced. These two are not the same thing. True, the density of states
within a particular energy level depends on the effective mass, but the total den-
sity of states is affected by the proximity of the levels and both are changed by
strain. The conduction band is much simpler in nature than the valence band and
the changes to the valence band are more significant.

Strain affects the differential gain, for this appears in the denominator of α.
The maximum in gain appears at photon energies corresponding to the band
edge. In a lattice matched quantum well where the density of valence band states
is high, the requirement for population inversion, that the quasi-Fermi level sep-
aration be greater than the band gap leads to a high quasi-Fermi level in the con-
duction band and a relatively low quasi-Fermi level in the valence band. The hole
quasi-Fermi level does not even need to enter the valence band, and in some
cases may not do so. For the strained quantum well where the density of valence
band states is considerably reduced the distribution of the quasi-Fermi levels is
more even (figure 10.18). This means that the gain is more
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sensitive to changes in carrier density, because the differential gain is related to
the degree to which the electron and hole densities vary with Fermi level. If the
Fermi level is well inside the conduction band the fractional occupancy of states
at the conduction band edge is high and changes but little as the carrier density
increases. If the Fermi level lies close to the band edge then changes in the Fermi
level position can bring about large changes in carrier density and hence large
changes in gain. This is illustrated in figure 10.19, where the arrows mark the
band edges in relation to a common Fermi level. An increase in the carrier den-
sity shifts the Fermi occupation function higher in energy (dotted line) so the
change in fractional occupancy for a conduction band in a strained well lying
close to the Fermi energy is larger than it is in a conduction band for a lattice
matched well lying further below the Fermi level, as indicated by ∆flm and ∆fs.
Strain compensation, wherein the wells and barrier are alternately

Figure 10.18. A reduced density of states in the valence band leads to a greater penetra-
tion of the Fermi-level into the valence band.

Figure 10.19. The conduction band in a strained quantum well lies closer to the Fermi
level than in the lattice-matched case, leading to a larger change in the occupancy func-
tion with a slight change in Fermi level.
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under tensile and compressive strain similarly affects the valence bands and can
result in a much reduced phase-amplitude coupling [13].

This is the principle reason why strained quantum well lasers can exhibit
low values of the phase-amplitude coupling coefficient α;. Moreover, it is possi-
ble to take further advantage of this property of the strained quantum well. The
operating wavelength of a traditional Fabry-Perot laser is determined by the
point at which maximum gain occurs, which lies close to the band edges, but the
gain extends over higher energies. It extends as far as the Fermi levels extend
into the bands, as this is the region of transparency. If a wavelength selective
method of feedback is employed to shift the operating wavelength to higher ener-
gy and hence shorter wavelength, the energy states involved in the transition will
lie closer to the Fermi energy in the conduction band. The closer they lie, the
greater the differential gain. Kano et al. investigated just such a mechanism and
recorded significant variations in α, with values as low as 1 in a strained, modu-
lation doped laser detuned from the peak gain by -30 nm (figure 10.20).

10.5 Catastrophic optical damage

Whether a laser is broad area or narrow stripe, the obvious question is, “how
much power can the laser emit” ? There are two principal limitations; damage
and roll-over. Roll-over is reversible but catastrophic optical damage (COD) is a
sudden event that destroys the output of the laser. It is recognisable by a sudden
deterioration in light-current (L-I) characteristic, and afterwards by

Figure 10.20. Phase-amplitude coupling as a function of wavelength detuning. (After
Kano et al.)
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inspection of laser facet, which shows unmistakeable signs of damage. Not sur-
prisingly, there is a great deal of work in the open literature on COD as various
authors have attempted to identify the exact mechanisms and protect lasers
against it. Eliseev [14] has provided a comprehensive review of the subject,
including a general discussion on the susceptibility of semiconductor materials
to damage from externally generated laser radiation. External damage is in con-
trast to COD, but it provides a means of rapid heating and an insight into dam-
age mechanisms. Although an enormous amount of data exists on COD, there is
in fact as yet no comprehensive picture of the mechanisms. In the following
pages the current understanding is discussed in some detail, not only because it
provides an insight into the thinking behind laser designs for high power opera-
tion, but also because it is an interesting subject in itself.

The main features of COD can be summarised as follows. The external
intensity of the laser is used as a measure of the catastrophic damage, and is
called the COD intensity. Typical values lie in the range 10–100 MW cm−2. In
BAL an average power for COD is given because of beam non-uniformities such
as filamentation. In reality it is the internal intensity that is important, and this
can exceed the output intensity several-fold. Photons within the laser cavity are
strongly absorbed both in unpumped regions, and locally, where absorption is
increased by various mechanisms such as a local temperature rise or the exis-
tence of absorbing defects. Extended defects such as dislocations are important.
In particular absorption occurs at the facet. Partly this is due to surface recombi-
nation which, apart from generating heat due to the current flow itself as well as
the energy released by the recombination process, causes a decrease in the carri-
er density at the facets. The laser under population inversion is normally trans-
parent to the emitted radiation, but if the temperature rise is high enough the band
gap shrinks and band-gap absorption can occur at the facet. The band gap of a
semiconductor decreases with temperature according to

where Eg(0) is the band gap at absolute zero and α and β are constants (in GaAs
Eg(0)= 1.519, α= 5.405 × 10−4 and β= 204). Coating the output facet with anti-
reflection (AR) layers can give an increase in the measured COD power by up to
a factor of three, partly due to the improved coupling of the radiation to the out-
side and in part due to the protection that the coating gives to the facet.

Once COD has occurred the radiation intensity within the cavity drops
within pico-seconds, which corresponds to just a few round trips of the cavity.
Whilst the bulk of the laser itself may not be damaged operation will cease due
to the lack of optical feedback from the damaged facet. Although the final opti-
cal damage event is catastrophic a prior gradual degradation of laser performance
occurs over time. Sustained operation at 50% of the COD level
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degrades the lifetime of laser and the threshold for the catastrophic event can also
be reduced by aging. The degradation rate is proportional to the square root of
the aging time, which suggests diffusion of some sort as a mechanism. In exper-
iments on aging one of the characteristic features of the degradation is the pro-
duction of so-called dark line defects (DLD). These are lines of darkness in an
otherwise illuminated facet, hence the name, and are strongly indicative of non-
radiative recombination. As discussed in chapter 2, non-radiative recombination
lifetimes are very short and non-radiative processes tend to dominate over the
radiative process. Hence the action of the laser can be destroyed where such
recombination centres exist.

The dark line defects are found to contain four characteristic defects; small
dislocation loops of diameter ~ 20 nm can be produced which lie along a dark
line; larger dislocation loops of 200–500 nm in diameter, elongated along the
dark line; compositional segregation characteristic of melting and recrystallisa-
tion (that is, the local concentration of Al vastly exceeds the average composi-
tion, and adjacent to it is a region containing a far higher concentration of Ga);
and defects not immediately visible by electron microscopy but which clearly
contain a lot of non-radiative recombination centres. These may be vacancies or
interstitials. Environmental oxygen diffusing into the facet has been identified as
a factor and indeed initial operation of the laser (called burn-in) in an inert atmos-
phere improves the lifetime. However, the mechanism is not understood.
Thermal decomposition, i.e. As desorption accompanied by group III rich surface
regions has also been observed, as has the propagation of dark line defects into
the laser from the facet at 200–400 cm s−1. These are all diffusion phenomena of
one sort or another.

The observation of dislocations, sometimes in the form of loops and some-
times in tangles, is quite common in lasers subject to COD. Eliseev speculated
that a supercritical pulse heats the surface and increases non-radiative recombi-
nation, which further heats the surface. A small region near the surface melts and
on recrystallisation dislocation loops are formed to compensate the change in
volume. In COD in pulsed lasers the optical intensity is proportional to the
square root of inverse pulse width, which strongly suggests thermal diffusion as
a mechanism. Heat generated in any localised region within a short time will dif-
fuse a characteristic distance determined by the square root of the pulse duration,
so the effective volume heated during the pulse varies in like manner. Taking the
mass of a small volume of length L and unit area in cross section to be

where is the density, D the thermal diffusion coefficient, and τ is the pulse dura-
tion, the temperature rise ∆T is related to the amount of heat Q deposited into the
volume τ in time by
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where P is the power and C is the specific heat capacity. Hence

For a fixed temperature rise ∆Tcr, say the critical temperature rise for the onset
of COD, then

This is a simplification as the thermal properties ρ, C, and D can all vary with
temperature. Nonetheless, in experiments on laser heating of semiconductors by
strongly absorbed radiation such as excimer laser radiation in the UV, simple cal-
culations of surface temperature rises based on very similar ideas agree remark-
ably well with empirical observation. It is possible to conclude therefore that the
source of heat giving rise to the COD event is localised to a volume much small-
er than the thermal diffusion length, otherwise the thermal diffusion would not
be significant. If the source is optical absorption there must be a strong non-lin-
earity, such as a temperature dependent absorption, that causes the local absorp-
tion to increase dramatically within a small volume so that the heat source is
localised.

Most investigations into COD have taken place in GaAs based materials.
Even where InGaAs and InGaAsP have been examined it has been in material
deposited onto GaAs substrates. Other materials have been investigated rather
haphazardly, so no systematic data concerning damage exists. In addition, other
mechanisms, such as thermal roll-over, may limit the output power so COD is
not always observed. In GaAs based devices there is clear evidence of melting in
some cases, but not all. The signs of melting are unmistakable, such as the seg-
regation of constituent elements, and the appearance of material around the dam-
age site that seems to have been ejected and re-deposited, recrystallising in the
process. Localised heating to temperatures around 1400°C must have occurred,
therefore, but it is not always clear whether melting has occurred or not when the
damage appears to be simply an array of pits and holes in the surface. COD has
not been reported in In GaAsP/InP, and the material system appears to be stable
even against degradation. Short DLD’s have been produced in 1.3 µm lasers
under prolonged high injection at elevated temperatures of 250°C, but it doesn’t
always occur. No DLD’s have been found at all in 1.5 µm lasers but this does not
mean they do not occur because mid-IR materials are not inspected for COD as
other mechanisms often limit the operational power [14]. There are no DLD’s in
InGaAs lasers for 980 nm operation and InGaAlAs lasers for 810 nm operation
where the In content exceeded 5%. Indium is believed to pin dislocations and to
prevent them diffusing into the interior of the laser structure. Aluminium, on the
other hand, is deleterious. The threshold for the production of gradual degrada-
tion DLD’s in InGaAsP/InP is higher by
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up to a factor of 8 than in AlGaAs, and experiments on identically strained quan-
tum wells of InGaAs with cladding layers of either Ga0.45Al0.55As or
In0.49Ga0.51. P showed that Al-containing lasers degrade more than Al-free
lasers. Dislocations and diffusion are therefore clearly implicated in COD.

Aging in QW lasers decreases the critical COD power, but in general QW
lasers give an improvement in COD intensities, which can be up to ~ 80 MW cm−

2 in pulsed operation. By way of example Eliseev refers to a high power laser
consisting of 7 nm single quantum well in GaAs with graded index separate con-
finement heterostructure layers of AlGaAs. For a stripe 3.1 µm wide single mode
powers of 180 mW were measured with a maximal power of 425 mW. This is an
enormous power for such a small aperture, but contrary to the normal practise of
increasing the aperture to produce broad area lasers, it seems that narrow stripe
width lasers may be better suited to high power operation. Lee [15] modelled car-
rier and thermal diffusion in DH lasers, but as the structures are very similar to
SCH QW lasers with a wide optically confining layer the theory should apply
equally well. Indeed, the use of narrow stripes in the form of a ridge waveguide
has become a recognised technique for achieving high power output in stable sin-
gle modes, as will be described later. For heat conduction the important factor is
the aspect ratio, γ, of the cavity length to stripe width, and for γ < 70 the output
power decreases as the stripe width is increased, but γ > 70 there is predicted to
be dramatic rise in the maximum output power as the stripe width is decreased.
Stripe width notwithstanding, single QW lasers in GaAs can exhibit facet over-
heating by up to 120°C and in multi-quantum well lasers the facet heating
increases with the number of wells. Although optical absorption contributes to
the facet heating, surface recombination of the injected current is the principle
contributor especially at high currents. The facet temperature saturates somewhat
at high output power but once the critical facet temperature is reached any
increase in power appears to cause COD. The critical facet temperature in
GaAs/AlGaAs QW lasers appears to be ~150°C.

There are important differences between QW and DH lasers in GaAs/
AlGaAs, not all of which are understood, but which nonetheless point to differ-
ent mechanisms. In double heterostructure lasers the following are generally
found:

• stoichiometric oxides grow during operation if the facet is uncoated;
• oxidation occurs even in inert ambients because there is always some resid-

ual oxygen;
• oxygen diffuses deep into the laser structure;
• oxidation is correlated with the presence of Al;
• oxidation leads to segregation and the growth of a defective region;
• both laser absorption and electric current at the facet are important;
• thermal runaway of the facet temperature has been proposed but not

observed.
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In quantum wells, however:

• oxide growth is not well-defined;
•  facet oxidation is neither uniform nor extensive;
•  facet temperature rise is correlated with current and not the optical power,

hence surface recombination is taken to be more important as a mecha-
nism for generating heat at the facet;

• compositional changes at the facet occur within the first few minutes of
operation;

•  starting facets are variable in composition and oxidation across the facet;
•  the near facet region becomes depleted of As and rich in group III elements

as the laser is operated;
• there is no clearly identifiable damage state - melting can occur but does not

always;
• thermal runaway of the facet temperature has been observed;
• there is critical temperature rise of ~ 120–140°C after which thermal run-

away occurs.
Facets are crucial to the process of COD but as yet there is no clear idea as to
exactly what is happening. Some of the mechanisms proposed include:

• direct optical absorption both at surfaces and in unpumped regions, especial-
ly where heating has reduced the band gap;

• non-linear absorption mechanisms, such as two-photon absorption;
• second harmonic generation within the cavity and consequent absorption of

this super-band gap radiation;
• energy dissipation by non-radiative recombination; electron energy is trans-

ferred to phonon modes and hence to the lattice;
• formation of shock waves by rapid thermal expansion and the ensuing ener-

gy transfer via phonons to the lattice.
In respect of the latter it is interesting to note that the optical guide also acts as
an acoustic guide because of the difference in sound velocity between the two
materials and acoustic energy is focused within the central region. The direct
oxidation of Al in the cladding layer has been mentioned as a factor, but the ther-
mal resistance of the cladding layer also changes with composition. A low ther-
mal resistance helps to stabilise the facet temperature.

The agreement between theory and experimental observation of COD phe-
nomena is patchy. It is clear that a full understanding has not yet been reached,
and quite possibly there is no single mechanism. It is often the case that appar-
ently confusing and contradictory data relate to different physical circumstances,
in this case different laser structures built in different materials. The two out-
standing questions in the models discussed by Eliseev are, first, what is the
mechanism for the generation of defects during degradation, and second, what is
the precise mechanism of the thermal runaway? The degradation defects are gen-
erated during operation under high driving
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conditions and affect the COD intensity. They must play some part in COD but
their origin and precise role remains somewhat of a mystery. The COD models
concentrate on four things in particular; the carrier distribution, the current dis-
tribution, the temperature distribution, and the absorption properties of the facet.
These are not always treated self-consistently. For example, Henry et al. [16]
postulated an initial absorption coefficient of 140 cm−1 at the surface which
increases exponentially to about 104 cm−1 over the first 100ºC temperature rise
and then increases but slowly to just over 2  × 104 cm−1 at about a temperature rise
of 600ºC. Such a large starting absorption coefficient is hard to justify; it is much
lower than the band edge absorption but higher than would ordinarily be expect-
ed at sub-band gap wavelengths. There is certainly no experimental data from the
lasers to justify the claim, though in low doped GaAs the absorption coefficient
at the band edge is close to 104 cn−1 hence at elevated temperatures the decrease
in band gap brings the band edge absorption into coincidence with the photon
energy.

The temperature rise at the facet is postulated to arise initially from surface
recombination, but again the evidence to justify this claim is not there. As figure
10.21 shows, surface recombination causes a current flow characterised by the
surface recombination velocity (SRV), and the associated joule heating.
Untreated semiconductor surfaces are well known as centres for non-radiative
recombination so there will be an enhanced current flow towards the surface as
carriers recombine. The carrier density at the facet will also be depressed, but
whether band edge absorption takes place depends not only on whether the car-
rier density drops below threshold, but also on whether the temperature induced
reduction in the band-gap brings the band edges within the range of the photon
energy. In a detailed discussion of various thermal balance calculations, Eliseev
suggests that SRV alone is insufficient to produce the observed temperature rise
in quantum well lasers in GaAs/AlGaAs and InGaAsP/GaAs, so the mechanism
for thermal runaway is not clear. Numerical models of thermal balance require
only a heat source located at the facet to allow the temperature rise to be calcu-
lated, but the physical origin of this heat source is not important. Thus, a tem-
perature rise of 100ºC at the surface of an

Figure 10.21. Illustration of the currents flowing as a result of surface recombination.
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AlGaAs/GaAs DH laser requires a dissipation of 370 kW cm−2 [14, p 57] and 5.6
mW cm−2 for InGaAs/GaAs single quantum well structures. The differences arise
from the thermal properties of the adjacent materials. This explains to a great
extent why InGaAsP/InP DH lasers are stable against COD; the heatsinking
properties of the layers adjacent to the active region are much better and the
average temperature is lower.

The problem identified by Eliseev is to find physical sources to generate
such temperature rises, but once the facet temperature has reached a critical value
thermal runaway is easy to produce computationally. At elevated temperatures
even the cladding layers in quantum well structures can become absorbing
because of the reduction in the band gap. For quantum well structures in AlGaAs
barriers containing 22% Al a temperature rise of 400°C is all that is needed to
induce absorption. Elevated temperatures at the facet therefore strongly increase
the optical absorption and optical power dissipation is easy to predict. Below
these critical temperatures, however, the optical absorption seems to be unable to
generate the power dissipation which will increase the temperature further and
increase the absorption, hence the scepticism over Henry’s model. The role of the
electrical current is therefore considered crucial to the runaway mechanism,
though the precise role is again not clear. Electrically induced thermal runaway
is not expected to be localised but to occur over the whole of the junction region.
This is observed in QW lasers, where the facet damage can often be widespread,
but not in DH lasers, leading to the conclusion that in DH lasers the COD is opti-
cally induced whilst in QW lasers it is considered to be a result of both optical
and electrical effects.

The current distribution within the lasers has been considered in a number
of papers reviewed by Eliseev, but the general conclusion seems to be that there
is a shortage of mechanisms supplying current to the facet. Photon transport is
one mechanism considered. This is the absorption of an internally generated pho-
ton at the facet creating electron hole pairs, effectively transporting carriers from
the interior of the laser to the facet. SRV is also considered, but in some cases the
SRV has to become unfeasibly large (SRV in GaAs is limited to about 2 × 107 cm
s−1 so anything higher than this becomes unphysical) to generate sufficient heat at
the surface. The effect of the shrinkage in band-gap as a function of temperature
on the current injection has also been considered, but even this is insufficient to
generate the excess current required to produce thermal runaway. For a temper-
ature rise of 100°C above room temperature the band gap shrinks by 50 meV. The
current injected into the active layer at the point of the temperature rise increas-
es due to the reduction in barrier. However, it is not a large increase (less than an
order of magnitude in the current density) given that the band gap of GaAs is
~1.4 eV at room temperature, and hence the initial barrier height in the p-n junc-
tion is of this order.

The effect of temperature on the current flow across the junction is not lim-
ited to band-gap shrinkage, however. The electron distribution within the
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conduction band has an exponential tail at high energies. The total electron dis-
tribution is given by the integral over the conduction band of the probability of
occupancy multiplied by the density of states., i.e.

As the current flow across a p—n junction is diffusive, only those electrons with
energy exceeding the barrier are available for conduction and for a large barrier
this is normally a small fraction of the whole number. The Boltzmann approxi-
mation to the electron density is usually valid, and hence the forward bias cur-
rent density contains a term in exp(—V/kT). If the barrier is lowered by an
amount ∆V for whatever reason, either by applying a voltage or by reducing the
band gap, the number of electrons available for conduction across the barrier
increases (figure 10.22). However, if the temperature increases from T1 to T2 the
electron distribution is extended in energy and the number of electrons available
for conduction also increases. For a temperature change from 300K to 400 K the
increase in current density will be several orders of magnitude and certainly
much higher than that due to the change in barrier height. Curiously, the contri-
bution to the injected current arising from the temperature alone is not mentioned
in the review by Eliseev, and only the effect of the reduction in the barrier is
described. Quite possibly, this contribution has been overlooked. If the tempera-
ture rise is distributed over approximately 0.1–0.5 µm, as indicated by Eliseev
[14, p 57] then the increase in actual current into the surface as a fraction of the
whole is very small for barrier lowering. For a cavity 500 µm long, for example,
a factor of 7 or 8 increase in current density at the facet results in less than 1%
of the current being diverted to the facet, but for an increased injected current
density of three or four orders of magnitude it is possible to envisage circum-
stances in which the whole of the current is diverted to the facet. The precise
details of the current redistribution will depend not

Figure 10.22. Schematic of electron transport across the junction.
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only on the laser construction but also on external factors such as the current
supply.

There is good reason therefore for supposing that the current contributes to
COD, and whilst there is evidence for this in QW lasers it is by no means clear
what is happening in DH lasers. As yet there is no microscopic theory of COD
and little experimental evidence to support one. The temperature rises in the lit-
erature, both measured and predicted, are averages and the degradation mecha-
nisms are not clear. However, cleaved facets are not perfect. They contain sever-
al defects, even before laser operation. Vacancies and other defects such as pits
have been observed on cleaved surfaces [17] and these will probably act as
nucleation centres for degradation. In contrast, where surface have been passi-
vated with sulphur prior to operation the lifetime is significantly enhanced [14, p
69]. One of the problems is that defects can be induced in laser materials and
structures at high temperatures, but such high temperatures do not appear to be
reached during normal operation. For example, temperatures of 600-800°C are
required for rapid thermal oxidation of GaAs [18], but where facets are oxidised
uniformly such temperatures have not been observed, and if such temperatures
are reached locally the oxidation ought not be uniform. Hence the oxidation of
the facets together with the diffusion of oxygen would appear to be a low tem-
perature phenomenon, perhaps an electro-chemical or photo-chemical effect
[19]. Theoretical investigations into the diffusion and stability of oxygen in
GaAs and AlAs has concluded that the charge state of the oxygen impurity plays
an important role. In n-type GaAs the charge state is -2 and the activation ener-
gy for diffusion is 1.7 eV, but in p-type GaAs the charge state is + 1 and the acti-
vation energy is 0.77 eV [20]. Diffusion in p-type material under the action of
energy supplied by recombination is therefore a distinct possibility. Likewise,
Henry et al. reproduced DLD’s in lasers by melting localised regions with an
external laser but the evidence for melting is ambiguous in COD, never mind
during degradation.

Some experimental evidence for the atomistic processes at the surface has
been gathered in a study of InGaAs/AlGaAs quantum well lasers operated with-
in a scanning electron microscope so the formation of damage could be observed
[21]. The temperature of the facet was measured from the peak wavelength shift
of the cathodoluminescence (figure 10.23) during the operation and significant-
ly the initial facet temperature rise is lower than after stress testing. This is very
clear evidence for the formation of defects which contribute to the surface
absorption. After further degradation the quantum well at the facet appears to
have diffused and disappeared. From estimates of the diffusion coefficient it is
estimated that the temperature must be below 650°C during this phase of the
degradation, but this is an upper limit and no estimate of the actual temperature
was given. Dissolution of gallium into the anti-reflecting (and also protective)
oxide coatings on the facet was identified as the principal cause. Vacancies left
behind enhance the interdiffusion of Al and In, and indeed this mechanism is
exploited as a means of impurity free vacancy
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disordering of quantum wells in other contexts. This stage of degradation is also
identified with the formation of dislocations, so these are clearly identified as
arising in the solid state and not as a result of melting. Kamajima and Yonezu
[22] also identified the formation of dislocation “knots” in DLD’s after pulsed
operation, though they ascribed the formation of the knots to the effects of cool-
ing after melting. Each knot is a tangle of dislocations and the number of knots
matches the number of pulses. The knots are themselves joined by other disloca-
tions, and the totality forms the DLD.

Again, there is no direct evidence for melting in the above. Rather it seems
that the authors have based their conclusions on the supposition that melting is a
pre-requisite for the generation of dislocations, but the situation is more complex
than this. Hull [23] describes the conditions for homogeneous nucleation of dis-
locations in solids. In essence a strain of approximately G/30 is required, where
G is the shear modulus of the material. The lattice expansion of GaAs at the melt-
ing point is not sufficient to produce a strain of this magnitude (it is an order of
magnitude too low) so the homogeneous nucleation of dislocations is unlikely.
Much more likely is the propagation of dislocations from a pre-existing defect
aided by the rise in temperature caused by the local heating.

A fully self-consistent model of COD is probably not possible given the
multiplicity of atomistic processes that can occur. Quite clearly facet heating by
surface recombination is not a fixed quantity, nor is the photon absorption. Both
depend intimately on the nature and density of defects and these change over
time. Although band-edge absorption occurs at high surface temperatures,
localised absorption at the defects will almost certainly occur, and may be the
ultimate cause of COD in DH lasers. Not only are vacancies and dislocations
produced during the operation of the laser, but also free As is liberated on the sur-
face. The electronic effects of As on the surface of GaAs are well known in the
electronics community concerned with metal-insulator-semiconductor devices.
In contrast to silicon, which has a stable oxide, oxidised GaAs is characterised
by the existence of a very large density of interface states lying close to mid-gap
which pin the Fermi level and prevent the onset of inversion at the surface. GaAs
transistor technology has therefore concentrated on

Figure 10.23. Cathodoluminescence in a semiconductor.
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MESFETs and JFETs and heterojunction bipolar devices. The mid-gap states are
associated with free As which is liberated during the oxidation, as the oxygen is
transferred from As to Ga. The formation of oxides on facets in GaAs based
devices therefore has potentially devastating consequences for the electronic
properties of the surfaces, and the existence of a large density of states close to
mid-gap will provide a ready source of non-radiative recombination centres. The
density of these may also be expected to increase as the laser is operated, but
whether a limiting density is achieved is an unanswered question. Sulphur passi-
vation creates stable sulphides of Ga, As and Al and prevents the formation of an
oxide and improves the lifetime as well as increasing the COD intensity.

Finally on the subject of COD, Eliseev has described at some length the use
of various windows over the facets to prevent catastrophic damage. For example,
ZnSe deposited as a window has been described [14, p 70], and also non-absorb-
ing mirrors (NAM). These can be constructed in quantum well devices by inter-
mixing the quantum well in the region of the facet. The composition of the well
is therefore changed as barrier material is intermixed and the band-gap increas-
es, reducing the absorption at the surface. Output facets in VCSELs are protect-
ed by the window-like nature of the mirrors as the Bragg reflectors are buried
below the surface.

10.6 Very high power operation

Increasing the total emitting area is an effective way of increasing the total power
output, but as figures 10.3 and 10.4 show, the beam quality can be poor and cou-
pling the output into a fibre or achieving a small spot size for materials process-
ing becomes difficult. High power output from single emitters with good beam
characteristic is therefore important, and this means optimising the performance
of the laser. Assuming that COD can be avoided, thermal roll-over will limit the
power output. Temperature rises within the active region cause increased injec-
tion over the current confining barriers thereby reducing the carrier concentration
in the active region. In the case of lasers using wavelength selective feedback,
such as dielectric mirrors or distributed Bragg reflectors, the reduction in band
gap with temperature can also shift the gain maximum outside the feedback
range, thereby causing the laser to cease to operate. The effects of thermal roll-
over can be serious and the phenomenon cannot easily be designed out of the
laser beyond the obvious step of optimising the stripe length/width ratio. As dis-
cussed, the rate at which heat can be conducted out of the active region depends
on the thermal resistance of the materials, but the choice of materials is deter-
mined by the wavelength requirements rather than their thermal properties. Other
ways have to found of maximising the heatflow out of the active region of the
laser. One such way is to mount epitaxial structures epi-side down on the cool-
ing mount so that the active region is as

© IOP Publishing Ltd 2005



close to the cooler as possible, but this is a purely mechanical step and says noth-
ing about the laser itself.

For a long stripe, the gain has to be correspondingly low in order to keep
the output intensity below the COD level. Low gain can be achieved by low con-
finement, and such devices allow stable high power operation for a number of
reasons, not least because the effects of phase-amplitude coupling are minimised.
Most important for high power operation, however, a low optical confinement
means that a great deal of the optical power is contained in the cladding layers
and hence the spot size is increased so that a given output intensity on the facet
requires a larger total power output [24]. The key to such a design is to ensure
first that the optical confinement is low within the quantum well and second, that
the absorption coefficient in the substrate is low (less than ~0.03 cm−1). The opti-
cally confining layer is therefore relatively thick, unlike a low power device.
Normally the active layer thickness is optimised for a minimum equivalent trans-
verse spot size defined as d/Γ, where d is the quantum well width and Γ is the
optical confinement (see figure 10.24), but this maximises the intensity at the
output facet and leads to a lower total output power. The operating point of a high
power laser is chosen at a higher confinement layer thickness such that the spot
size is relatively large but the waveguide still operates in the fundamental mode.
In fact, the first order mode may well not lase as the minimum in the optical field
is located at the quantum well (see figure 10.25). The overlap between the opti-
cal field and the heavily doped, and usually absorbing, substrate layers also has
to be low, and in symmetric structures [24] the cladding layers can be over 1µm
thick to keep the optical field away from the substrate. Modulation speed is com-
promised, of course, but this is not a problem if the intended application requires
CW. If pulsed output is important the response of the laser can demonstrate a
delay of the order of microsecond between the electrical injection and the opti-
cal output [25, 26]. Similar ideas were described in relation to broad area Al-free
InGaAsP/InGaP laser diodes emitting at 980 nm [27]. Using lasers with cavity
lengths of 1 mm resulted in output powers of 1.5 W/facet (3 W in total) in uncoat-
ed devices, and 6 W with the facets coated to 3% and 95% reflectivity.

Figure 10.24. Operating active thickness for high power diodes lasers.
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The term “aluminium free” has become synonymous with InGaAs sources
emitting at 980 nm, although the technology extends to other wavelengths such
as 940 nm [28] and 808 nm. However, 980 nm sources are particularly important
for pumping erbium ions in fibre amplifiers, and as the output has to be coupled
into a fibre high power stable single mode operation from narrow emitters need
to be achieved. Although the Al-free technology described above is capable of
delivering 1.5 W/facet, this is from a broad area device and therefore is not suit-
able for coupling into a fibre. Attaining coupled powers in the region of 70-100
mW requires correspondingly high outputs from the lasers, and ideally powers in
excess of 200 mW should be achievable as coupling the output of the laser into
the fibre may be no more than 50% efficient. Erbium has two absorption bands
centred on 1480 nm and 980 nm but emits at 1.5 µm, so a length of fibre coiled
into a loop (figure 10.26) and inserted into an optical communication network
can amplify signal transmitted down the network. The choice between pumping
wavelengths has gradually shifted from 1480 nm to 980 nm for several reasons:
980 nm pumping results in a lower noise figure from the amplifier; the drive cur-
rent requirements for the amplifier are lower; and there is a larger wavelength
difference between the pump and the signal. Against this the optical conversion
from the pump to emitted light at 1.5 µm is more efficient with 1480 nm pumps.
The reliability of 980 nm sources has lagged behind that of 1480 nm sources but
increasingly

Figure 10.25. Transverse optical modes in high power LOG structures.

Figure 10.26. Schematic of an Er-doped fibre amplifier.

© IOP Publishing Ltd 2005



the former are seen as a viable alternative. It is possible to achieve in excess 250
mW of power in a stable single mode from a ridge-waveguide structure 4-5 µm
wide.

As described above, one of the chief difficulties with 980 nm sources has
been their reliability, especially against degradation and COD. The basic struc-
ture of all 980 nm emitters consists of compressively strained InGaAs quantum
wells with a lattice mis-match of ~ 1.4% on GaInP layers lattice matched to
GaAs, but a number of different designs exist. The differences lie mainly in the
optically confining layer, which may be uniform GaInAsP, graded GaInAsP, or a
superlattice of GaAs/GaInP. Comparing different devices, Pessa et al. [29]
describe degradation rates of 0.2 mW COD power per 1000 hours of operation
in sources emitting at 50 mW, but this increases dramatically to 10 mW per 1000
hours of operation at 70 mW output. The principle degradation mechanism
appears to be the growth of defects at the interface between the laser materials
and the facet coating [30], but even so the mean time to failure is estimated to be
18 years at 100 mW operation and 12 years at 150 mW operation [29] based on
steady degradation rather than catastrophic single event failure. The importance
of the facet has been demonstrated in different designs of laser where the facets
have been protected by different methods. NAM’s have been fabricated by
implantation induced disorder of the quantum wells at the facet [32]. Horie et al.
[32] used a combination of very low energy ion bombardment of the facet to
remove gallium oxide at the surface, a thin coating of amorphous silicon to act
as a diffusion layer, and a coating of aluminium oxide to act as an anti-reflection
coating. Oxygen is thereby prevented from reaching the surface and the reliabil-
ity of the lasers is improved.

The lateral confinement of the optical field in a high power device is usu-
ally achieved using a ridge waveguide (figure 10.27). This has become a com-
mon design for high power single mode devices since the early 1990’s when
Jaeckel et al. [33] described high power single quantum well lasers in AlGaAs
delivering 425 mW from a 3 µm wide ridge. Analytical models of mode propa-
gation in ridge wave guide lasers do not exist even as yet, and numerical solu-
tion of the wave equation is the only method by which an

Figure 10.27. Ridge waveguide structure with the optical field shown in black.
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accurate description of the mode profile can be obtained. However, the important
factors can be identified as the thickness of the low-index layer above the active
layer (or optically confining layer in the case of a quantum well laser) and the
width of the ridge. The latter is usually a few µm and usually topped by the metal
electrode, so the ridge also acts as a stripe contact. Optically it behaves very dif-
ferently from a stripe, however, where the optical confinement is provided by
gain induced refractive index changes. The ridge waveguide works because out-
side the ridge the optical field can penetrate into the ambient (labelled as “air”
for convenience in figure 10.27), forcing the optical power to shift towards the
substrate. This not only reduces the gain but it also lowers the effective index of
the guide [34], leading to lateral confinement, as the waveguide is symmetrical
beneath the ridge and the optical field distribution is different.

This is more complicated than the gain guiding that occurs in the stripe laser
but has the advantage that if used in conjunction with low gain devices such as
quantum well lasers the optical wave front is kept planar and the effects of car-
rier induced refractive index changes are minimized. Quantum well ridge wave-
guide lasers are often limited in their output power by thermal roll-over. Mawst
et al. [27] gave the intensity for COD in Al-free lasers as ~15 MW cm−2, and for
an effective beam diameter of 5 µ defined by a ridge waveguide this corresponds
to an output power of nearly 4 W. This is nowhere near the output powers report-
ed by Pessa et al. [29] and explains why these devices are limited by thermal roll-
over rather than COD.

A modification to the design of the ridge finding increasing application is
the use of the tapered active region [35]. The taper typically is only a few degrees
so over the length of the cavity the width will change from ~ 3 µm at the high
reflectivity facet to ~ 30 µm. The advantages of this type of geometry are sever-
al fold and include; first, the narrow end serves as a mode filter, so that higher
order waveguide modes propagating in the flare are suppressed in the single
mode region; second, the broad end allows the beam to spread and the intensity
at the facet to be reduced, reducing the probability of COD; and third, the pro-
cessing is no more complicated than the standard ridge processing and does not
involve the use of expensive grating technology. Diffraction limited operation is
possible with beam divergences as low 3°-6° [35]. However, these lasers are
multi-pass devices and as such are sensitive to variations in the carrier density. A
significant depletion in carrier density, otherwise known as spatial hole burning,
can occur within the stripe and the problem is exacerbated at high pumping cur-
rents. Nonetheless, high performance laser designs can be fabricated using this
technology [36], including the integration of a laser with a tapered amplifier sys-
tem in the so-called “master oscillator power amplifier” (MOPA) configuration
[37]. Figure 10.28 shows two configurations of the amplifier arrangement as dis-
cussed by Walpole. One of the disadvantages of the MOPA as shown above is the
possibility of double cavity effects, the gratings on the end of the single mode
active region form one cavity whilst the tapered
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region forms another. Longitudinal modes propagating in the device must be
common modes of the two cavities, i.e.

where L are the lengths of the cavities, m the mode orders, and n, the refractive
indices, may be different if the carrier densities within the cavity are different.
This effect can be overcome by moving the grating to the other end of the flare
to form a single cavity, in which case the active single mode waveguide acts as
a mode filter.

10.7 Visible lasers

High Power visible lasers emitting in the red at 650 nm have become the stan-
dard for writing optical data storage media. As discussed in chapter 6, AlGaInP
lasers are not without their difficulties. Growth of the material by MBE on GaAs
substrates has been been considered difficult, but techniques for optimised
growth have emerged [38–40]. The principal difficulty is caused by the tenden-
cy of GaInP to “order” during growth [41]. Ternary III–V alloys of the type AxB1-
xC, where A and B are group III elements and C is a group V element, have been
predicted to be thermodynamically unstable [42] and if the surface mobility of
the ad-atoms is high enough during growth they allow segregates out into
ordered structures of different, but particular, compositions. Facets and terraces
can appear on the surface during growth. Ordered in this sense is specific to the
phenomenon, and disordered does not mean a lack of crystal structure, merely
that the crystal structure and composition are uniform and the surface is smooth.
The conditions for disordered growth normally require the GaAs substrates to be
cut off-axis, a process which leaves steps on the surface on the atomic scale.
Growth on to stepped surfaces helps to ensure disorder.

Figure 10.28. Tapered ridge laser structures.
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Eliminating oxygen from the system is also important. Al is highly reactive
and the presence of oxygen, either during the growth or afterwards is detrimen-
tal. Apart from the role the impurity plays in COD and facet oxidation, oxygen
impurities also result in the presence of non-radiative recombination centres. The
source of the phosphorus is crucial to the purity of the films during growth, and
afterwards capping the films with GaAs or AlGaAs reduces the native oxide at
the surface. Nadja et al. [43] have examined a number of sources for MBE and
shown how oxygen may be incorporated into the films during growth. Using
both gas source MBE with phosphine as the source and solid source MBE with
GaP as the source from which P2 is sublimed, a laser structure consisting of
(Al0.7Ga0.3)0.25In0.48P cladding layers with a GaInP quantum well was grown, as
well as simple ternary or quaternary layers onto a GaAs buffer layer grown onto
the substrate. Oxygen was shown to be present in low concentrations in both
AlGaInP and GaInP, but in the layers grown using the GaP cell the oxygen con-
centration was higher. Within the active region of the laser, however, a large con-
centration of oxygen was recorded. Gas source MBE is therefore better suited to
the growth of laser structures despite the toxicity of the phosphine source, but the
MBE of these compounds has lagged behind MOVPE.

The principal issue in the lasers is the design of the optical cavity to ensure
efficient operation. The band offsets are relatively small for visible lasers, and
temperature sensitivity is to be expected. These are limitations associated with
the materials, however, and little can be done to overcome them beyond moving
to a different material system. For the optical cavity, however, the thickness can
be altered to provide optimum confinement while limiting the electrical and ther-
mal resistance of the cladding layers. For GaInP quantum well lasers using
AlGaInP cladding grown directly onto GaAs, optical absorption within the GaAs
is an important source of loss. The optical intensity can be reduced by increasing
the thickness of the cladding layer to ensure a high degree of confinement, and a
thickness of ~0.5 µm is sufficient [44, 45]. Large optical cavities (LOG) have
also been used to improve the COD power in 670 nm sources [46].

A variety of designs exist for single emitter structures. Hiroyama et al. [47]
have used strain compensated multi-quantum well devices with a buried ridge for
emission at 660 nm (figure 10.29). P-type GaInP forms the contact and the cur-
rent is limited by the existence of a reverse biased heterojunction outside the
ridge. Under pulsed conditions (100 ns, 5 MHz repetition rate) this structure was
capable of delivering over 100 mW, even at 80°C. Replacing the p-GaAs cap
with transparent AlGaAs reduces the operating current [48]. Single emitter
sources such as this are finding increasing application in optical storage media.
The transition from 780 nm to 650 nm allows for a greater storage density, but
the source has to be capable of being focused to a very small spot size in order
to take advantage of the potential for increased resolution. Extended sources are
therefore of no use, but single mode sources from small
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apertures are ideal. The minimum power required to record optical data is about
30 mW, which is much higher than the power required for reading, typically
about 5 mW. In read-write systems, though, using separate lasers for each task
simply adds to the complexity of the storage device, and combined use of a high
power laser for reading and writing is desirable. This brings with it a particular
problem of high speed modulation. Optical read circuits are usually modulated at
high frequency (typically 10’s of MHz) in order to reduce the noise caused by
back reflections into the laser source. If the same laser is required to write this
must also be modulated and the circuitry becomes complicated and expensive.
One solution is self-pulsation.

The method chosen to achieve self-pulsation is a form of passive Q-switch-
ing. The Q (or quality factor) of an oscillator is a measure of the lifetime, and in
the context of a laser a low Q means a low photon lifetime within the cavity.
Either a high intrinsic loss or a low feedback reflectivity will cause a low Q. In
such a cavity a high inversion population density is necessary to overcome the
losses and bring about threshold. In the case of a semiconductor the carrier den-
sities rise well above the normal levels expected for population inversion. If at
some point the Q of the laser is switched from a low value to a high value the
excess carrier density leads very rapidly to a very high photon density, much
higher in fact than would normally be expected. This abnormally high photon
density destroys the population inversion as the excess carriers are depleted so
the output of the laser is limited in duration to a very short pulse. If the cavity is
then switched back to a low Q value the process must begin again and repetitive
switching therefore produces a train of short pulses at high frequency. Passive Q-
switching requires a component within the optical cavity that self-switches, and
the most obvious candidate is a saturable absorber. This is a device that has a
high absorption at low photon density but a low absorption at high intensity. A
simple two-level system with a finite number of states available for absorption is
all that is required. At high optical intensities the populations of the two levels
will be equal and the absorption will decrease to

Figure 10.29. A single emitter visible laser of the type constructed by Hiroyama [47].
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zero. Population inversion in such a system is not possible so the transition from
absorption to gain does not occur. When the photon density is low after the out-
put pulse the relaxation of the populations in the two-level system back to the
thermal equilibrium distribution causes the absorption to rise again, and hence
the process of passive Q-switching leads to the pulse train already described.

Self-pulsation entirely eliminates the need for expensive drive electronics,
and furthermore is can be achieved with only a minor change to the laser design.
A quantum well placed within the optical cavity and in close proximity to the
quantum wells comprising the active region will act as a saturable absorber.
There is a finite number of states available for absorption and carrier confine-
ment ensures that carriers do not diffuse away from the absorbing region to
depopulate the upper levels as they would in a bulk semiconductor. Pulse repeti-
tions of the order of 100 MHz occur [49, 50]. Upon switch-on the laser will of
course exhibit self-pulsation due to the relaxation oscillations but these are usu-
ally transient. In the presence of the self-absorber, however, the oscillations
should be sustained, but if the design is not optimised the self-pulsations die
away [51]. The saturable absorber will of course be fed by the current and may
itself achieve population inversion if it is too close to the active region. The
absorber has to be below threshold itself so the quantum wells are designed so
that most of the carriers are captured within the active layer.

The saturable absorber can be modelled using the standard rate equations
[52]. As before, the carrier density in the quantum well is given by

where Jinj is the injected current, Jl, the leakage current. The other terms have
their usual meanings and represent respectively stimulated and spontaneous
recombination. It is also necessary to construct a similar equation for the carrier
density in the absorber.

where α now represents the absorptivity. The photon density is given by

where the last two terms represent absorption and radiative recombination
respectively. These equations show very clearly that there are two coupling
mechanisms between the wells and the absorber. The first is the intended mech-
anism via the photon density and the second is a parasitic element via the carri-
er leakage. The leakage term was calculated by Summers and Rees [50] using a
drift-diffusion model of carrier conduction. The carrier mobility in the AlGaInP
cladding layers is low and a substantial electric field exists within the
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spacer between the wells and the absorber. The model described by Summers and
Rees showed excellent agreement with experiment, from which it was conclud-
ed that above 60°C the leakage over the barrier is sufficiently large to begin to
affect the recovery time of the absorber so that the oscillations are damped down.

10.8 Near infra-red lasers

A variety of wavelengths in the near infra-red ranging from about 700 nm to 1.5
µm are useful and laser sources can be found that cover most of this range.
Sources emitting at 980 nm have already been described but particularly useful
wavelengths include 740 nm and 808 nm. The first of these is finding increasing
application in photodynamic therapy (PDT), a technique proving successful in
the treatment of certain cancers and now being extended to other diseases. The
technique utilises the characteristic absorption of photo-sensitive drugs injected
into the patient. Until these are activated by light, they are harmless, and fur-
thermore they tend to accumulate in cancers. Irradiating the patient with an
intense source of light at the appropriate wavelength activates the drug but only
in the region of the illumination. In this manner the conventional difficulty asso-
ciated with chemo-therapy, namely its lack of specificity and its general toxicity,
is overcome. The first chemicals absorbed at 630 nm and 660 nm, but now drugs
are being developed with strong absorption above 740 nm. This is a far more
convenient wavelength as the absorption in tissue is lower and the light can pen-
etrate deeper into the body. Typically, structures in tensile strained quantum wells
of GaAsP in AlGaAs cladding layers are used [53-55].

Sebastian et al. have also investigated Al-free lasers emitting at 808 nm,
concentrating on the beam quality [56, 57] and on optimising quantum well
structures for high power operation [58]. 808 nm sources are required for pump-
ing Nd-based solid state lasers, so very high power operation from multi-emitter
bars is normally required. Long life-times and stability are essential. In fact, it is
the diode lasers that are the principal limitation in the reliability of solid state
lasers. Knauer et al. [59] have investigated the uptake of oxygen into the AlGaAs
cladding layers of quantum well structures in GaAsP and shown that it very
important for the reliability of sources at 730 nm but not so important for 800 nm
sources. The reliability has been discussed by Diaz et al. [60] who also describe
the production of lattice matched InGaAsP lasers at 808 nm by MOCVD [61].
Compared with AlGaAs lasers, which can cover a similar wavelength range cor-
responding to 1.42 eV to 1.9 eV, InGaAsP has a similar T0 (~ 160 K) but a much
higher intensity for COD corresponding to 6 MW cm−2 as opposed to 0.5–1 MW
cm−2 for AlGaAs. AlGaAs tends to oxidise and DLD’s are created relatively eas-
ily during degradation, with the result that the lifetime is ~ 105 hours, even if
quantum well disordering is used
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to create non-absorbing mirrors. InGaAsP, on the other hand, has no Al to oxi-
dise, except in the cladding layers where the intensity is relatively low and fur-
thermore has the large In atom in its structure which effectively prevents dislo-
cation motion. The surface recombination rate is an order of magnitude lower in
this material than in AlGaAs, so the facet heating is lower. These three combine
to give InGaAsP lasers a lifetime of over 107 hours.

10.9 Mid infra-red diode lasers

III–V lasers emitting in the wavelength range 2 µm-5 µm are very important for
chemical detection. Many gases and organic compounds have characteristic
absorption peaks within the mid-IR range of 3–5 µm, and optical sources that can
match the absorption bands of particular chemicals are therefore required. In
order to achieve these wavelengths III–V diode lasers are commonly based on
antimony (Sb), and devices utilising (In, Ga)(As, Sb) have been investigated
since the late 1970’s, though high power devices did not start to appear until the
mid- to late-1990s. These are still the subject of much research, and as with other
lasers a bewildering array of techniques, ideas, and designs can be found within
the literature. It is not possible, nor indeed even sensible, to attempt to summarise
all this work, and so a synopsis of a few of the main ideas is given.

Drakin et al. [62] investigated DH lasers with InxGa1-xSb1-yASy quaternary
active layers and Alx1 Ga1-xSb1-y1ASy1 confining layers deposited by LPE.
Operating at 300 K in pulsed mode, these devices emitted at 2.2-2.4 µm. The
substrates were n-type GaSb:Te or p-type GaSb:Si, both doped to ~ 1018 cm−3. The
normalised threshold current density was 5.4 kA cm−2 at λ = 2 µm rising to
7.6kA cm-2 at λ = 2.4 µm for devices of stripe width 12–14 µm with active
regions more than 1 µm wide. Loural et al. [63] investigated the refractive index
of very similar structures and found refractive indices for the active and cladding
layers of 3.78 and 3.62 respectively, and room temperature minimum threshold
currents of 2 kA cm−2. Martinelli and Zamerowski [64] investigated DH devices
in InGaAs with InAsPSb cladding layers at λ= 2.44–2.52 µm. These were oper-
ated at 80–90 K with a threshold current density of 0.4 kA cm−2. The output power
saturated at 4 mW, despite a stripe width of 40 µm over a 200 µm cavity length,
and above threshold kink in the power-current characteristic was observed. At 40
µm stripe width these were effectively broad area lasers and instability of the out-
put characteristics is not surprising.

Low band-gap materials such as these suffer from problems of carrier con-
finement and Auger quenching of the luminescence. Auger quenching is simply
an internal absorption of the photon at a transition of similar energy, in this case
the split-off valence band which is at a similar energy to the band gap (figure
10.30). An extra term for photon loss would need to be included in the
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rate equations as this photon is removed by the Auger absorption from the laser
cavity. The carrier confinement is poor because the materials are themselves of
low band gap and hence the barriers are correspondingly small. Lane et al. [65]
have investigated carrier leakage in DH devices with 1 µm wide active layers of
either InAsSb or InAs in InPAsSb cladding layers by means of the temperature
dependent photoluminescence. A simple theory shows that for T<60; 150 K
Auger recombination is not important and that carrier leakage is the dominant
mechanism. Tsou et al. [66] conducted a theoretical study of carrier leakage in
InAs active layer DH lasers and concluded that carrier leakage can be suppressed
if the cladding layer band gap exceeds the active layer band gap by 0.4 eV.

It worth noting that in the field of mid–IR lasers III–V materials are not nec-
essarily the preferred choice. IV–VI lead salts such as PbSe or PbSnTe have been
available commercially for many years and in some respects are superior to
III–V lasers. As discussed by Shi [67] lead salt lasers have lower Auger recom-
bination rates than III–V materials, although Lane et al. showed in fact that some
of the III–V materials have much lower Auger rates than previously thought,
especially below 150–200 K. Nonetheless, Auger rates in III–V materials are
significant and may limit the operation of these devices to low temperatures, and
in this respect the IV–VI lead salts are superior. However, lead salts have other
disadvantages compared with the III–V’s; the traditional materials used for con-
finement do not offer good electrical confinement as the band offsets appear to
be limited to ~100meV. The electrical mobility decreases as band gap increases,
setting an effective upper limit on the usable band gaps. Furthermore, the low
thermal conductivity of the confinement and substrate materials limits the power
dissipation in the devices. Shi therefore proposed in a theoretical study the use of
GaSb cladding layers with PbSe as an active layer based on the idea that the total
difference in band gap is ~420 meV; the refractive index change is large at A
around 4 µm (3.83 for GaSb and 5.0 for PbSe); the thermal conductivity of GaSb
is higher than that of PbSe, so thermal dissipation is better; the high carrier
mobility of GaSb will reduce the threshold current; and last, but by no means
least, GaSb is available

Figure 10.30. Auger quenching by intervalence band absorption.
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as a commercial substrate material. Theoretical studies such as this are very use-
ful in elucidating the desirable properties of the materials required for good
lasers, but such structures may not be realisable in practice. The formation of
intermediate compounds such as Ga2Se3 at interfaces, or cross-diffusion of con-
stituent elements, are practical issues that might well limit the usefulness of these
material combinations. Nonetheless, hybrid IV–VI/III–V devices may well prove
successful given the superiority of the III–V materials technology over IV–VI,
particularly in respect of the availability of substrates. For this reason, this dis-
cussion of high power mid–IR lasers will be restricted to III–V devices and the
reader is referred to Tacke [68] for a review of lead salt lasers.

Reports on high power mid-IR devices began to appear in the late 1990’s.
Yi et al. [69] compared the far-field pattern, perpendicular to the junction, of DH
and MQW lasers in InAsSb/InPAsSb/InAs devices for operation at λ = 3.2–3.6
µm. Grown by MOCVD, the MQWlasers comprised ten compressively strained
10 nm wells of InAsSb separated by 40 nm barriers embedded in a 1 µm thick
waveguide layer, and the DH lasers comprised a 1 µm thick InAsSb active layer
(Eg= 388 meV) sandwiched between 1.5 µm thick InPAsSb cladding layers of
band gap 520 meV. The DH lasers exhibited a far-field pattern that broadens very
rapidly with temperature above 120 K (figure 10.31), whereas the MQW laser
has a constant FWHM of 38° up to 150 K. Both lasers exhibited structure in the
far-field pattern super-imposed on the Gaussian. The authors ascribed the cause
to fluctuations of the refractive index in the active layer caused by composition-
al inhomogeneities and the consequent non-uniform carrier densities. The MQW
lasers were more stable against this because of the smaller total volume of the
active region. The properties of the beam in the plane of the junction were not
described.

Figure 10.31. The variation of far-field pattern with temperature for InAsSb DH lsers.
(After Yi et al. [69].)
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High power operation at powers of 1 W and 3 W at 80 K was achieved in
DH lasers of InAsSb sandwiched between InAsSbP cladding layers with total
apertures of 100 µm and 300 µm respectively [70]. These devices exhibited
excellent uniformity over their area, as demonstrated by the higher power
devices. These consisted of three 100 µm wide stripes and the power simply
scaled with the number of stripes, which suggests that they may be suitable for
large scale production. The principal difficulty encountered with these lasers
appeared to be their susceptibility to processing induced damage. To those famil-
iar with silicon technology, and even GaAs technology to some extent, the lack
of robustness of other materials can come as a surprise. InAs is easily damaged,
even by the act of bonding a contact to the device, and this can lead to a lack of
processing reproducibility. The surface passivating layer of Al2O3 between the
stripes was used to good effect as an insulator that allowed bonding away from
the stripe and helped to prevent damage (figure 10.32). The threshold current for
these devices was a very low 40-50 A cm−2 with a characteristic temperature 30
K < T0 < 50 K. It is perhaps not surprising that these low band-gap devices are
sensitive to temperature.

The maximum current that could be supplied was limited by the power sup-
ply to 30 A, and at this upper value the optical output power was approximately
3 W from a three-stripe device. The estimated joule heating at this current was ~
23 W per stripe, demonstrating that carrier confinement is poor. This inevitably
induces significant heating of the active region and wavelength shifts of over 50
nm were recorded in going from 0.15 A to 10 A per stripe. In fact, the output con-
sisted of two well defined peaks themselves separated by about 20 nm at low cur-
rent (3220 and 3200 nm) but which merged together to form a broad asymmet-
ric peak at the higher currents (maximum intensity at ~ 3275 nm). Temperature
rises of ~ 55 K in the active region were estimated from this wavelength shift.
The far field pattern of these lasers was particularly good, with a divergence of
~ 12°, a finding not easily explained by the authors based on their knowledge of
the refractive index differences.

Such devices therefore hold out a lot of promise for high power operation,
but clearly the three factors of mechanical hardness, low thermal conductivity,
and high temperature sensitivity impose limitations. The last of these is due to
carrier leakage at T< 150 K, so in a subsequent development the cladding

Figure 10.32. A high power InAsSb device. (After Rybaltowski et al. [71].)
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layers were optimised to give a better high power performance [71]. In particu-
lar, electron leakage was reduced by the use of AlAsAb (Eg =1.5 eV), which has
a very large conduction band offset with InAsSb (figure 10.33). This can only be
used on one side of the laser as the electron injection would be severely affect-
ed, with some detriment also to the hole confinement. Therefore an asymmetric
wave-guide exists, the consequences of which were not investigated. This laser
also suffered from the poor thermal conductivity of these materials, with tem-
perature rises of 70 K reported for the active region even during pulsed opera-
tion. In fact, the thermal conductivity of the AlAsSb is actually lower than the
thermal conductivity of InAsSbP. The power reported in this mode was 6.7 W,
and for CW operation output powers of 350 mW were reported for a single stripe
100 µm wide, with T0 = 54 K.

Although the performance of these lasers is superior to that of the symmet-
rical structure to some extent, extending the structure to wavelengths beyond 4
µm is problematic. A heterojunction of InAsSbP/InAsSb still exists on the n-side
and reduction of the band gap of the InAsSb active region to cover the longer
wavelengths introduces such strain that misfit dislocations are generated that
destroy the laser action through non-radiative recombination. One way of over-
coming these difficulties is to employ strained layer superlattices, but here the
intention is not to use the composition dependent energy levels to alter the wave-
length, as in conventional multi-quantum well structures, or to use the strain to
assist the high power operation through modifications to the valence band, as dis-
cussed previously. Rather, the intention is to fabricate a large number of thin lay-
ers all below the critical thickness so that devices can be tailored to give long
wavelength emission without the deleterious effects of dislocations. The super-
lattice is intended to constitute the active region of the device so the barriers are
chosen deliberately to have low conduction and valence band offsets to allow for
uniform carrier densities over the length of the structure. Optical and additional
electrical confinement is provided by wide band gap InAs0.2Sb0.28P0.52 cladding
layers on either side of the superlattice, lattice matched to the InAs substrate.

Of course, the well width dependence of the energy levels cannot be
ignored, but this is in fact an advantage of these particular structures. The first

Figure 10.33. Electron confinement via an epitaxial layer of AIAsSb.
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report of these strained superlattice mid-IR lasers [72] showed that by fixing the
composition, and hence the strain, of the wells and barriers, and further simpli-
fying the design so that the wells have the same thickness as the barriers, simply
varying the well width from 1 nm to 23 nm allows for operation between 3.3 µm
and 4.5 µm. Thus an 80 period InAs0.75Sb0.25/InAs0.95P0.05 superlattice of 5.2
nm wells and barriers (as determined experimentally) with an average strain of
0.79% fabricated into 100 µm wide stripes demonstrated a maximum power per
stripe of 546 mW from a cavity 1.8 mm in length at a wavelength of ~ 4.01 µm.
The threshold current was 100 A cm−2 and T0 = 27 K. The relatively poor thermal
sensitivity characterised by the low T0 is compensated for by the fact that the
junction temperature in these lasers was estimated to be no more than 20 K above
the heatsink, a significant improvement over the double heterostructure lasers
operating around 3 µm. Variations in the structure to allow operation out to 4.8
µm are described in [73] and InAsSb strained quantum wells with InAlAsSb bar-
riers operating at 3.9 µm have been described by Choi and Turner [74].
InAlAsSb has a larger conduction band offset with InAsSb than either InGaAs or
InAlAs so these lasers could operate pulsed up to 165 K. At 80 K the threshold
current was as low as 78 A cm−2 with powers of 30 mW/facet from a 100 µm wide
stripe on a 1000 µm long cavity.

InAsSb is not the only III-V contender for mid-IR operation, however.
GaInAsSb has also been investigated extensively, with MBE being the preferred
method of growth. The MBE of these materials is by no means straight forward,
though, leading to poor reproducibility in the fabrication of laser structures.
Mourad et al. [75] describe the difficulties of controlling the group V stoichiom-
etry, as competition between the As and Sb depends on the fluxes of the two as
well as the substrate temperature. These authors overcame this difficulty by the
ingenious use of short-period superlattices grown by modulated MBE. These
consist of alternate layers of GaInAs and GaInSb, achieved by alternate opening
and closing of the group V shutters in sequence while the group III fluxes are
kept constant throughout. The sequence of alternate layers of either a binary or
ternary compound has the properties of a quaternary compound of the average
composition. Mourad’s devices were optically pumped by diode laser arrays
emitting at 808 nm and emitted at 1.994 µm with output powers of 1.9 W/facet
at a pump power of 8 W at 82 K. In view of the recognised, but imperfectly
understood, role that electrical injection has on optical damage at facets it is by
no means clear that similar powers could be achieved through electrical injec-
tion.

MBE growth of a different composition designed to emit at 2.63 µm was
described by Cuminal et al. [76] in which direct control of the composition was
achieved through a combination of appropriate flux and substrate temperature.
The substrate temperature is in fact crucial, and an optimum exists around
400°C. Below this Sb clusters form on the surface and above this re-evaporation
of the group V elements leads to the formation of point defects

© IOP Publishing Ltd 2005



deleterious to laser operation. The lasers utilised a separate confinement structure
in which five compressively strained quantum wells of GaInAsSb (7 nm) sepa-
rated by four GaSb barriers (30 nm) were contained in 0.1 µm GaSb spacers
which were themselves contained within 2.1 µm thick wider band gap AlGaAsSb
optically confining cladding layers. These quantum wells are in fact of type II
structure so there is no direct overlap of the electron and hole wavefunctions
except at high injection. Both broad area and narrow stripe lasers were fabricat-
ed (100 µm and 8 µm respectively) which were operated pulsed at room tem-
perature. For the broad area lasers the cavity lengths ranged from 240 µm to 1100
µm with power outputs of 60 mW/facet and 20 mW/ facet respectively. The nar-
row stripe lasers exhibit red-shifted output indicative of junction heating (see
Munoz et al. [77] for a discussion on the band gap shift in GaSb and GaInAsSb
with temperature).

The importance of Auger processes in limiting the laser output in these
materials was demonstrated by Turner et al. [78] who achieved 1 W CW at 2.05
µm from a 100 µm aperture structure fabricated from a single strained quantum
well in GaInAsSb/AlGaAsSb. The current at this power was just less than 1 A
and the device was operated at 10°C with a characteristic temperature T0 = 65 K.
The cavity length was 2.2 mm and the facets were coated to 1% and 99% reflec-
tivities. At 3 mm cavity length the threshold current was as low as 50 A cm−2.
These authors modelled the output of their laser structure using band structure
calculations to compute the gain but when Auger processes are included in the
calculation the agreement between theory and experiment is excellent. The use
of such long cavities implies a low gain in these devices. The same group [79]
had previously investigated InAsSb strained quantum wells in InAlAsSb barriers
for operation out to 3.9 µm and achieved 30 mW/facet. InAlAsSb provided a
larger conduction band offset than either InGaAs or InAlAs, and in a similar vein
Newell et al. [80] considered higher concentrations of Al in AlGaAsSb barriers
to increase the valence band offset with GaInAsSb quantum wells. Strain can be
used to deepen the heavy hole but in GaInAsSb the saturated gain in strained
quantum wells is low [78] and the use of a higher Al concentration is therefore
attractive. It brings with it problems of its own however, most noticeably the
uneven pumping of the quantum wells caused by preferential recombination
close to the barriers.

It is clear from the preceding discussion on mid-IR lasers that there is a
bewildering amount of information in the literature. The field is not as mature as
other areas of diode laser design and manufacture because the materials them-
selves present so many problems. The growth of active layers, achieving the right
band offsets, the correct use of strain, tailoring the wave-guide, etc. are all
demanding tasks in their own right. Not surprisingly this is still a very active
field of research and development and as yet there is no clear picture as to the
technology that will dominate the market place. Nonetheless high power arrays
have been fabricated covering nearly the whole range of wavelengths in the mid-
IR from 2 µm to 5 µm.
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10.10 Diode pumped solid state lasers

Strictly, diode lasers are also solid state devices but the term “solid state laser” is
reserved for the particular class of laser that uses intra-ionic transitions from
impurity atoms within a dielectric host as the source of radiation. Solid state
lasers require optical pumping sources to generate the population inversion and
various diode lasers have already been mentioned in this regard. The most obvi-
ous question is; Why use a diode laser to pump a solid state laser? Why not sim-
ply use the diode itself? Although recent developments in IR lasers mean that
many common, or at least similar, wavelengths are accessible from both sources,
solid state and diode lasers have very different properties. The applications to
which they may be put are therefore very different.

The most common solid state laser materials centre on the rare earth (RE)
ions Nd and Er, but there are in fact many different possible emitting species in
many different possible dielectric hosts. For diode pumped solid state lasers
(DPSSL) Nd and Er are technologically favoured ions though others such as Yb,
Th, Ho, and Dy, are used. Transition metals (TM) rarely feature in DPSSL,
though Cr : LiSAF (LiSrAlF6) has emerged as an important material for ultra-
short pulses. The rare earth ions are used because the emission and absorption
wavelength is relatively independent of the host material and also characterised
by a narrow line width. Transition metal ions, such as Cr (ruby, alexandrite) and
Ti (Ti : sapphire), on the other hand are heavily influenced by the crystalline
environment and the absorption bands are broad. This makes diode pumping rel-
atively less useful, as one of the key elements in the design of a solid state laser
is matching the pump source to the absorption bands. In RE ions, where the
absorption bands are sharp, diode pumping has the obvious advantage that the
pumping source is monochromatic and that the wavelength can be tuned, by
varying the temperature of the diode if necessary, to match the absorption band
exactly. Where broad band sources, such as flash lamps, exist for pumping broad
absorption bands in which a large amount of the pump light can be utilised there
has to be a good reason for choosing monochromatic sources.

Conventional lamp-pumped solid state lasers require some sort of cavity to
house the lamp and direct the radiation on to the laser rod, so the transfer of radi-
ation from the pump to the laser is not tremendously efficient. Not only must the
cavity be reflecting, but there will be emission at wavelengths not absorbed by
the laser rod. There will also be a lot of heat generated, which must be conduct-
ed away, and cooling pipes can also absorb some of the pump radiation. Lasers,
on the other hand, are efficient light sources in themselves, monochromatic, and
highly directional. There is no need to build a cavity because whatever is inci-
dent on the laser rod is absorbed, apart from the small fraction reflected from the
surface. In addition, the pump lasers can be mounted on coolers which do not
interfere with the beam, all of which means that a diode-pumped solid state laser
is typically 25% efficient whereas a lamp-pumped device has a typical efficien-
cy of 2-3%. Diode pumping therefore
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means that solid state lasers can be made much smaller in size than convention-
al lasers, and high repetition rate, short-pulse systems capable of being frequen-
cy doubled or tripled by means of non-linear optical elements on the output are
very common.

The advantages of the diode-pumped laser over lamp-pumped lasers is
therefore clear. The advantage over the direct use of the pump laser itself can be
summarised as follows:

• diode lasers have a much larger linewidth;
• energy can be stored in the upper levels of solid state lasers so Q-switching

can release this energy to produce short pulses of very high power;
• diodes, on the other hand, are essentially CW devices, and pulsed operation

essentially alters the available energy rather than the power;
• high power diode lasers cannot generally be switched quickly;
• solid state lasers have a much better beam quality than diode lasers.

The diodes can be arranged in relation to the laser crystal in a variety of formats,
but perhaps the most useful is the end-pumped system using the expanded beam
from a diode laser array (figure 10.34). However, other diode configurations for
end pumping are possible [81]. There is a limit to how powerful such lasers can
be because the length of the laser rod has to be less than the absorption depth of
the pump beam, but it allows for small and very compact sources. For high power
output it is best to direct the pump lasers on to the side of the rod.

The laser cavity can be integrated into the laser crystal, to give the so-called
“micro-chip” laser [82], This is a recent concept in solid state laser manufacture
which has considerable advantages as a result of its particular configuration. The
solid state material is fabricated in chip form using techniques developed for the
semiconductor industry. A boule of laser material is diced and polished on both
sides to form a wafer ~ 0.5 mm thick. A typical wafer may be 125 mm in diam-
eter, and each wafer is diced to make a chip 1 mm x 1 mm. With something like
250 wafers per boule and 6000 chips per wafer, truely low cost, large scale man-
facturing is possible. Each chip is mounted on to a pump laser and the whole
device is mounted onto a cooler. The complete laser can be packaged in industry
standard TO-3 cans, which gives an indication of their size. Microchip lasers
have been fabricated in Cr : LiSAF, Yb : YAG, and Tm/Ho devices. The laser
cavities are integrated onto the chip

Figure 10.34. An end-pumped solid state laser using a diode pumping source and
including second harmonic generation (SHG) to double the frequency.
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that reflect at 1.06 µm for the feedback but transmit at 808 nm for the pump
wavelength. Figure 10.35 shows a typical device, including a saturable absorder
of LPE-grown Cr : YA. The saturable absorber only allows light to be transmit-
ted at high optical intensities so at low light intensities nothing is transmitted on
to the mirror and there is no feedback. The population in the upper laser levels
continues to build up, meanwhile, and eventually enough amplification of a
spontaneous event will occur in a single pass to allow sufficient transmission
onto the mirrors for feedback to begin. This is the process of passive Q-switch-
ing.

Micro-chip lasers are single mode devices. The short cavities allow for sin-
gle mode operation even at very high pumping powers which are rarely, if ever,
used in practise. Laterally the devices are also single mode in CW operation.
Thermal changes to the refractive index of the laser chip form a waveguide
which operates at stable fundamental mode. The output beam is also polarised.
According to Zayhowski [82], when only one spatial mode operates the two
orthogonal polarisation modes compete for the same gain so the first polarisation
to achieve threshold lases at the expense of the other. Pulsed operation by both
passive and active Q-switching are described in detail by Zayhowski. Passively
Q-switched Yb : YAG has been described by Spuhler et al. [83]. Using a semi-
conductor saturable absorber, the pulse length at 1030 nm was 530 ps with 1.9
kW peak power at a repetition rate of 12 kHz.

Micro-chip lasers in Nd:YVO4 are also common. Nd:YVO4 is an excellent
crystal for high power, stable and cost-effective diode-pumped solid-state lasers
[84] and furthermore has larger absorption coefficient by a factor of five at a
pump wavelength of 808 nm when compared with Nd : YAG, which makes it
more efficient. It is also more tolerant to pump detuning. The pump absorption
bandwidth of Nd : YVO4 is much broader than that of Nd : YAG, extending from
802 to 820 nm, whereas YAG pumping requires 808 ± 3 nm. The latter requires
strict temperature control of the diode to ensure that the pump source does not
drift off the pump resonance. Micro-chip lasers, and vanadate lasers in particu-
lar, are high gain devices operating on the edge of stability and interesting effects
such as self-Q-switching can be observed [85].

Figure 10.35. End-pumping in a micro-chip laser.
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The intensity of the beam from micro-chip lasers makes them ideal for fre-
quency doubling [86]. The laser sources are compact, reliables, and capable of
delivering tens of milli-Watts in the visible. Huber et al. [87] have also described
compact diode pumped CW devices emitting in the visible. Although the powers
emitted may be of the order of a Watt or so, the beam quality is far superior to
that of a diode laser. Solid state lasers such as the micro-chip design essentially
convert the poor output from a diode laser to high quality diffraction limited out-
put without the need for collimators, astygmatic lenses, cylindrical lenses, or any
of the other paraphernalia associated with the beam quality of diodes. Moreover,
Q-switched devices can deliver peak powers of 50 kW or so at the fundamental
modes [88].

Other useful solid state ions include erbium, Tm, Tm/Ho, and Yb/Er. These
ions, commonly sited in YAG, emit in the near infra-red at around 1.5 to 2.5 µm.
Many of the applications for these wavelengths lie in the medical field, but Er,
emitting at ~ 1.6 µ, is ideally matched to the requirements for long haul fibre
communications systems. Er doped fibre amplifiers are one of the principal uses
for this system. Er has been pumped mainly by 1480 nm diodes but 980 nm is
now more common. A mode-locked Er fibre laser capable of delivering pulses of
duration 50 ps to 200 ps was described by Okhotnikov et al. [89] and Laporta et
al. [90] described Erbium-Ytterbium microlasers, especially Er-Yb doped phos-
phate glasses which can be fabricated into fibres. Lasers that emit between 1520
nm-1560 nm are also eye-safe and therefore have potential application in range-
finding systems and other optical instruments.

Perhaps the most exciting development in diode pumped solid state lasers
lies in the field of femto-second devices. Pulse duration and bandwidth are cor-
related via the Fourier transform and for very short pulses of the order of femto-
seconds, frequency components extending over a very wide range corresponding
to something like 300 nm in wavelength range are required. For this reason Ti :
sapphire is commonly used as the basis for femto-second sources, but this
requires pumping in the green. Cr : LiSAF (Cr : LiSrAlF6), on the other hand
absorbs at 650 nm, and as described, high power AlGaInP/ GaInP diodes exist
for this region. Cr : LiSAF also has a broad band emission extending over 400
nm and is therefore suited to the fabrication of diode pumped femto-second opti-
cal sources. Transform-limited pulses as short as 113 fs and modelocked output
powers up to 20 mW are possible for less than 110 mW of laser-diode pump
power [91]. Sorokin et al. [92] provides a review of other materials for these
ultra-short pulse devices.

10.11 Summary of materials and trends

High power diode lasers are devices that emit more than a few tens of milli-Watts
of optical power. The main limitations of the power output are
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degradation mechanisms leading to catastrophic optical damage, and thermal
roll-over. The latter is caused by the inability to conduct the heat out of the active
regions at very high drive currents which leads to temperature rises in the active
region and the loss of electrical confinement, and in the case of wavelength
selective feedback a shifting of the gain spectrum outside the feedback range.
The power can be scaled to tens or even hundreds of W simply by increasing the
total emitting aperture, but broad area lasers, effectively anything wider than ~
15 µm, suffer from filamentation and poor output beam quality. The effect is
caused principally by phase-amplitude coupling which can lead to self-focusing
effects and spatial hole-burning, otherwise understood as stimulated emission
induced carrier depletion within a localised volume. High quality single mode
devices can be fabricated using ridge wave-guide structures, tapered gain
regions, spatial filtering, or low-gain long cavity devices, or combinations of
these.

Techniques that lower the optical intensity at the facet are especially
favoured as the total output power can be increased in materials subject to COD.
Tapered ridge waveguides and quantum wells lasers with large optical cavities,
and hence low confinement, fall into this category. Techniques to coat or modi-
fy the facets can be used, such as quantum well intermixing to produce non-
absorbing mirrors, but these are expensive. Double heterostructure lasers are still
produced but in many materials there is a trend towards the use of quantum
wells. These have a smaller active region and the gain can be tailored more eas-
ily to control the phase-amplitude coupling coefficient. Strained quantum wells
have a modified valence band structure that is beneficial to the laser operation,
and the use of Al-free materials enhances the lifetime. In particular, In based
devices are less susceptible to degradation because of the size of the In atom,
which acts as a dislocation block. Al-free lasers in the near infra-red have very
long lifetimes and are used extensively to pump solid state sources. In the visi-
ble, AlGaInP is preferred over AlGaAs because it has a higher COD intensity and
longer lifetime. The growth of ternary and quaternary compounds other than
AlGaAs has presented a considerable technical challenge but high quality mate-
rials are now available that will cover the entire range from 650 nm to 5 µm. In
the visible, GaInP quantum wells feature prominently, and in the near infra-red
InGaAs is a common material. In the mid-IR antimonide lasers are proving very
interesting, but as yet are low temperature devices. The main structures in this
wavelength range are double heterostructure, possibly asymmetric in order to
maximise the electron confinement.

The uses of the lasers are as varied as the designs available, but the princi-
pal application is still as pumping sources for solid state materials. Diode lasers
themselves are finding increasing application in materials processing and med-
ical applications, but the compact nature of the diode pumped systems and their
relatively high efficiency over conventional solid state lasers makes these attrac-
tive competitors. Furthermore, diode pumped solid state lasers provide
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advantages not available directly from diodes of comparable wavelength. In par-
ticular, beam quality, pulse duration, and output power can be superior in DPSSL
for some applications. In general DPSSL utilise small crystals in the end pumped
or side pumped geometry, and the directional nature of the diode pump elimi-
nates the need for an optical cavity. Indeed, diode pumping has made possible the
mass production of solid state lasers in the form of microchip lasers. These utilise
technology originally developed for the semiconductor industry that make it pos-
sible to fabricate thousands of devices from a single boule of laser material.
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Problems

1. A Ga0.1Al0.9As–Ga0.4Al0.6As DH high power laser, cavity length 500 µm
and stripe width 50 µm, has an internal optical power density on the facet
of 200 MW cm–2. Ignoring spontaneous recombination, estimate the total
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current density and the carrier density within the active region. The active
region, of refractive index 3.518, is 1 µm thick, as are the barrier layers.
As before, assume the diffusion coefficient for electrons in AlGaAs is 100
cm2 s−1 and that the conduction band offset is 40% of the total.
2. Calculate the leakage current for the laser in (1) above for a barrier with
30% aluminium and compare this with the stimulated emission current.
3. Estimate the output power density for the laser in (1).
4. The formulation of an effective time constant for stimulated emission is
somewhat unrealistic. It satisfies our intuition that as the photon density
increases the time constant should decrease, but at high photon densities as
in (1) above the time constant is only 3 ps. Gain compression will cause
the time constant to settle at some limiting value which would probably be
treated as an adjustable parameter in a model. However, a reasonable esti-
mate will be about 10-10 s. Assuming this to be the case, calculate the carri-
er densities at time constants of 1 ns and 0.1 ns. Hence estimate the leak-
age currents for the two barriers.
5. The temperature of the laser in (1) rises to 50°C above room temperature.
Calculate the change in wavelength and estimate the change in leakage
current for a barrier of x = 0.3 and a stimulated emission time constant of 1
ns.
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Chapter 11

Blue lasers and quantum dots

The blue laser is a subject in its own right. Its development is not much a story
of the development of a new type of laser but of a materials system with the right
bandgap and optical properties that is robust enough for the extreme operating
conditions of the diode laser. It is also the story of one particular man’s efforts.
Shuji Nakamura was a researcher at Nichia corporation in Japan and worked on
gallium nitride despite being told not to. He developed the nitride blue LED
which led to the laser, and in a recent summing up of a court action over patent
rights, the judge described the invention as a “totally rare example of a world
class invention achieved by the inventor’s individual ability and unique ideas in
a poor research environment in a small company” [1]. Strong words, but there is
no doubt about Nakamura’s influence on the development of the blue laser.

The gallium-aluminium-indium nitride alloy system has overtaken the II-VI
materials ZnSe and ZnS, which in some respects were the natural choice for blue
emission. These are naturally occurring compounds that have been known for a
long time in the semiconductor community. ZnSe has a band gap of 2.7 eV at
room temperature (460 nm) and is closely lattice matched to GaAs, and the
bandgap of ZnS, which is lattice matched to silicon and GaP, is 3.7 eV (335 nm).
The epitaxial growth of both the (Zn, Mg)(S, Se) and (Zn, Cd)(S, Se) systems by
MBE and MOVPE has been investigated extensively over the years. The addi-
tion of magnesium widens the band gap for waveguide cladding layers and the
addition of Cd narrows the bandgap for quantum wells (see figure 11.1).

One of the major problems with wide band gap materials has been the
development of stable p-type doping. By contrast, n-type doping is easy in ZnSe
and ZnS. As grown, the materials are slightly n-type, particularly ZnSe on GaAs.
Gallium out-diffusion during growth can lead to n-type doping with the Ga sit-
ting substitutionally for the Zn. Similarly indium is a common dopant that can be
introduced intentionally, but both are fairly mobile and not especially stable for
use in devices. However, chlorine, from group VII, is an effective n-type dopant
that substitutes for the chalcogen (S or Se) and can yield relatively high densities
of free electrons [3], but achieving high
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concentrations of stable dopants has presented some challenges [4]. However,
these materials resisted p-type doping. A group V atom (e.g. Sb or P) substitut-
ing for the chalcogen would be expected to lead to an excess hole concentration,
but self-compensation through the formation of deep levels or associated vacan-
cies cancelled out the acceptors. Group I elements such as Li could be made to
substitute for the Zn atom and render the material p-type but the small atom size
and high mobility under the influence of an electric field made this type of dop-
ing ultimately unstable. Stable p-type doping was eventually achieved using
nitrogen as an acceptor. The development of the RF excited nitrogen plasma
source for MBE enabled a small fraction of a nitrogen molecular beam (up to 8%
in some cases) [5] to be dissociated into highly reactive monatomic nitrogen
which doped the epitaxial layers  p-type without the need for further processing.

Even so, the technology was not without its problems. Nitrogen is less sol-
uble in ZnSe than in ZnTe [6] so the maximum concentration of acceptors will
lie around 1017 cm-3, though in the ZnMgSSe system concentrations as high as
1020 cm-3 have been reported [3]. Moreover, the presence of nitrogen tends to give
rise to deep levels, and compensating defects can also occur, especially at high
doping concentrations. Hauksson et al. [7] reported a deep compensating donor
at 44 meV which is believed to be a selenium vacancy complexed to a substitu-
tional nitrogen and a zinc atom (designated VSe-Zn-NSe), while others have
reported strong donor-acceptor pair emissions [8-10]. There is also evidence of
bandgap shrinkage [11]. These difficulties notwithstanding, p-n junction LEDs
and lasers have been made [12-14], including quantum well structures [15] oper-
ating under pulsed conditions at room temperature as well as CW diodes operat-
ing at room temperature [16].

Figure 11.1. Band gaps and lattice constants of the important II-VI materials and some
of the possible substrates. (After Nurmikko and Gunshor [2].)
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The growth and device fabrication technology of II-VI materials was fairly
well advanced. Even the contacts to the p-type material, which can be difficult
because the valence band lies at a deep energy within the solid and it is not easy
to find a material to align to it, have been developed to the point where CW
diodes can operate at room temperature for several hundred hours. Several
reviews of II–VI blue-green lasers emitting in the range from 461 nm to 514 nm
have been published in addition to those referenced above [17]. Reviewing blue
and green lasers in 1997, Nurmikko and Gunshor [2] report that in fact II-VI
technology was well in advance of III-nitride technology, principally because of
the ease of growth and the suitability of the substrates. Although both types of
laser had been developed sufficiently by that time to possess similar lifetimes of
a few hundred hours, the differences in the quality of material between the two
was stark. The first II-VI lasers were demonstrated in 1991 where as the nitride
laser was not demonstrated until some five years later. Moreover, the II-VI lasers
had a much higher quantum efficiency than their nitride counterparts, had lower
threshold electron-hole pair densities by at least an order of magnitude, and the
optical cavities were much better behaved. Nitride lasers appeared to show evi-
dence of “sub-cavities”, possibly cracks in the material which provided optical
feedback from within the material itself.

The idea that a laser could contain cracks like this and still operate was
something of a surprise, but in fact it is the reason for the success of the nitrides.
Although there were, and still are, many problems associated with the develop-
ment of both II-VI and III-nitride materials, the nitrides appeared to be very
robust materials that tolerated amounts of damage and lattice disruption that sim-
ply could not be tolerated in other materials. There are no closely matched suit-
able substrates for GaN and its alloys with indium and aluminium, but epitaxial
growth on sapphire was still achieved despite a massive 14% lattice mismatch.
The material is stuffed full of defects (of the order of 1010 cm-2) but this does not
prevent the emission of light. Contrast this with GaAs where a defect density of
103 cm-2 begins to affect the light output and by 106 cm-2 light emission ceases
totally. Moreover, the defects in GaN have a very low mobility (the velocity is
estimated to be lower than in GaAs by a factor of 1020 [18]) so once present their
location will remain fixed, unlike in GaAs where the defects can migrate towards
the active regions and kill the luminescence.

Not only is GaN stable against large concentrations of defects, the defects
themselves are also stable against multiplication. This is in stark contrast to the
II-VI materials that have relatively low densities of misfit dislocations by virtue
of their similar lattice constants to the substrates, but these dislocations propa-
gate into the active layer and can multiply under the extreme injection conditions
of the diode laser. It was due to improvements in the control of these defects in
the II-VIs that led to the attainment of lifetimes of several hundreds of hours, but
that is not enough for a commercial device in which lifetimes of 104 hours are
required. The chief difficulty is that II-VI compounds are much
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softer than nitrides, and are susceptible to degradation by defect multiplication.
Landwehr et al. [19] have commented in detail on this aspect and identified the
use of BeSe and BeTe as possible components to increase the covalency of the
solid.

The “strength” of a semiconductor is influenced by the covalency. One only
has to think of silicon and diamond as examples of a very strong covalent bond.
The shear constant for these two are 951 GPa and 102 GPa respectively, com-
pared with 65 GPa for GaAs and 32.2 GPa for ZnSe [20]. By this measure GaAs
is twice as strong as ZnSe. The covalent bond is highly directional, which is why
it is so robust. In silicon, for example, there are four valence electrons in the s
and p orbitals. The s electrons have a spherical symmetry where as the p elec-
trons reside in orbits that are mutually perpendicular to each other. The s and the
p electrons hybridise to form four equivalent bonds oriented tetragonally (figure
11.2). The angle between the bonds is maintained not only by coulombic repul-
sion but also by exchange forces, so called because quantum mechanics forbids
the electrons to exchange places by occupying the same physical space. These
forces are extremely strong and hold the atom in place against shear forces act-
ing to break the bond. Dislocations involve shear forces and broken bonds so
covalent solids are therefore robust and stable against their multiplication. Quite
simply, it is difficult to displace and dislocate the atoms in the structure, where-
as for an ionic bond the force between ions is predominantly coulombic so there
is no real directionality. It becomes easier, therefore, to displace atoms by shear
forces and to break the bonds.

Of course, a truly ionic bond is somewhat of an idealisation. In semicon-
ducting materials such as GaAs and ZnSe the bond is partially ionic and partial-
ly covalent. Rather than a complete transfer of charge from one atom to another
there is simply a shift in the charge distribution away from the centre so each
atom is partially ionised and some polarity in the bond exists. The polarity, and
its complementary property, the hybrid covalency, can be defined in terms of the
properties of the bond and the constituent atoms, as described in detail by
Harrison [21]. The hybrid energy is the expectation energy of the bond, i.e. a
weighted average of both the s and p eigen energies, and for sp3

Figure 11.2. The tetragonal orientation of hybrid covalent bonds in silicon.
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hybrids typical of tetragonal materials (the superscript “3” simply means that the
probability of finding the electron in a p state is thrice that of finding it in a s
state), the hybrid energy is simply

The hybrid polar energy is simply half the difference between the hybrid ener-
gies of the two materials, i.e.

where the notation V3 is the same as that used by Harrison. For an elemental
semiconductor V3 = 0, i.e. there is no polarity in the bond whatsoever. The hybrid
covalent energy is defined simply in terms of the interatomic spacing d,

where, again, Harrison’s terminology is retained and h2/m = 7.62. The polarity is 
then

and the hybrid covalency is

where

The energies V2 and V3 define the bond energies associated with these elements.
In the non-polar solid the bonding and anti-bonding states, which respectively
form the valence band and the conduction band, are separated by 2V2 whereas in
polar solids the bonding and anti-bonding states are separated by 2|V2, 3|.

Intuitively we would expect the covalency αc to imply something quantita-
tive about the distribution of charge between the atoms. Pseudopoten-tial theory
will allow such calculations but they are beyond the scope of this book. Rather,
the most important aspect of the covalency relevant here is its relationship to the
shear constant, which is defined for a zinc blende structure in terms of the elas-
tic constants as c11-c12 (see appendix IV for further details on the elastic con-
stants). Harrison [22] shows that

The experimentally measured shear constants for GaAs and ZnSe have already
been given above, and can be compared with calculated values of 114.8 GPa
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for Si, 68.6 GPa for GaAs, and 36.5 GPa for ZnSe [23]. Although the agreement
is not exact it is nonetheless good, and it is clear that the more polar the semi-
conductor the smaller the shear constant.

The lattice parameter is also an important factor in the crystal strength.
Table 11.1 shows the variation of the elastic constants [24] with the lattice
parameter and bond length as well as the hybrid polar and covalent energies [25]
and the covalency. Boron nitride is included here because it is a naturally occur-
ring tetragonal nitride and therefore belongs in this group. The other group-Ill
nitrides listed in table 11.2 naturally form in the hexagonal phase but can be
grown epitaxially in a cubic form [26]. The general trend is for the shear constant
to reduce as the lattice parameter increases, though there is the odd compound
out of sequence. Similarly the covalent energy V2 also decreases, but because of
the general decrease in V3 there is no clear trend in the covalency. However, the
decrease in V2 is enough to explain the decrease in shear constant from equation
(7).

The role of the lattice constant is further emphasized in figure 11.3 where
the reduced lattice constant is plotted as a function of lattice parameter for the
materials in table 11.1 [24]. When the elastic constants are reduced by the factor
e2/b4, where e is the electronic charge and b is the nearest neighbour distance,
there is a very clear dependence on the lattice constant a according to equations
(8).
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These trends imply the following about semiconducting materials; both the cova-
lency and the lattice parameter indicate the strength of the material. Intuitively
we would expect a small lattice parameter to indicate a strong bond, and hence a
greater resistance to lattice distortion, but where materials have a similar lattice
parameter, such as GaAs and ZnSe, the covalency is a good indicator of the dif-
ference between the two. GaAs and ZnSe are both formed from elements from
the same period of the table, but Ga and As are separated by only one element,
Ge, whereas Zn and Se are separated by three so we would expect GaAs to be
more covalent than ZnSe. This is reflected in the polar energy, and through it the
covalency, and although the change in covalency is

Figure 11.3. The reduced elastic constaints [24] as a function of lattice parameter.
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not that large (0.88 to 0.66) the effect of taking the cube for the shear strength
leads to a factor of 2.9.

Similar trends can be seen in table 11.2. BeSe and BeS both have smaller
lattices than ZnS and ZnSe and are therefore stronger. In fact, ZnS and ZnSe have
significantly smaller covalencies than any of the III-V materials listed. BeTe
bucks the II-VI trend somewhat, just as some compounds in table 11.1, but as Be
is a very small atom the covalency is high. In general, though not always, the
lighter the metal, the higher the covalency. In the nitrides, for example, the cova-
lency decreases steadily from 0.94 for BN to 0.72 for InN. Put simply, a smaller
metal atom is less likely to lose electrons in a partially ionic bond. This is why
the beryllium compounds have a high shear constant comparable to that of GaAs
and silicon, and why the nitrides of aluminium and gallium, which have much
smaller lattices, are even stronger still. It should be noted that the elastic con-
stants for the cubic nitrides have been calculated owing to the scarcity of exper-
imental data, but the agreement between experiment [27] and calculation for the
hexagonal phase of InN suggest that these values can be taken as a pretty reliable
estimation. AlN and GaN are seen to be very strong and InN is very similar to
BeSe.

The use of the Be-chalcogenides should therefore lead to more stable
devices if the growth technology can be perfected. However, the beryllium con-
taining chalcogenides essentially represented a new class of materials for which
the growth and doping had not been perfected in the late 1990s when these mate-
rials were being written about as a possible way out of the difficulties that II-VI
lasers faced [31]. Given the already significant achievements in nitride technol-
ogy that had occurred by this time, II-VI materials were effectively unable to
compete and have now slipped way behind the Ill-nitrides as the focus of com-
mercial and industrial interest. II-VI materials have some interesting properties
that make them model systems for research so there are still a significant num-
ber of papers being published on their growth and characterisation, and occa-
sionally papers appear on laser devices using Be-containing materials [32]. At
this stage, however, it seems that the nitrides will remain the material of interest
for the semiconductor community, not only for lasers but for high temperature
electronic devices. The developments in this area in recent years ensure that
nitrides have a strong future and the compatibility between lasers and other
devices within a single material system is an important economic driver.

For these reasons the remainder of this chapter on blue lasers will concen-
trate on nitride materials. This will lead on naturally to a discussion of quantum
dots. Nurmikko and Gunshor write in their review of blue-green lasers in 1997
[2] that research had indicated that topological and compositional fluctuations in
the In composition within a quantum well lead to isolated regions of high indi-
um concentration that may be just a few nanometers across. This leads to quan-
tum confinement in three dimensions; a so-called “quantum dot”. Quantum dots
have also been fabricated deliberately in a wide variety of
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materials, including II-VIs and conventional III-Vs, and lasers based on the con-
cept are close to commercial reality, but the III-nitrides seem particularly well-
suited to this concept. Indeed, it will become clear that a considerable effort has
been expended in establishing the 2-D growth regime necessary to the formation
of good quality quantum wells, whereas quantum dots exploit the 3-D growth
that was a common feature of these materials. It may well be that quantum dots
represent the best way of extending the useful range of these materials into the
green and yellow emitters.

11.1 Nitride growth

The growth of epitaxial nitrides of aluminium, gallium, and indium, has been
described in a number of reviews [18, 33-35], so only a brief resume will be
given here. The reader is referred to these sources and the references therein for
a detailed history of the growth techniques as well as an up-to-date exposition of
available methods.

Attempts have been made to grow GaN in bulk form since the 1930s by
passing ammonia over the hot metal. More recently single crystal growth of GaN
has been achieved using a nitrogen pressure of 20 kbar [36]. Thermody-namic
calculations suggest that the equilibrium pressure of N2 over GaN is over 45
kbar, but this sort of pressure is not accessible to present day growth technology.
The growth mechanism appears to be dissolution of nitrogen into liquid gallium
followed by diffusion of nitrogen to a cold zone where GaN is precipitated. The
nitrogen molecule dissociates on adsorption onto the liquid metal surface and is
therefore easily absorbed into the metal. However, at 20 kbar the solubility of
nitrogen in Ga is only about 1%at about 1900 K and at lower temperatures the
solubility is even lower. Establishing a temperature gradient allows control over
the growth process because adsorption and dissolution occurs at the higher tem-
perature but super-saturation occurs in the growth region at the lower tempera-
ture and solid GaN is precipitated. It appears that the diffusion of the nitrogen to
the colder growth zone is the limiting process in the growth rather than adsorp-
tion and dissolution.

These developments in bulk single crystal growth are relatively recent, and
although the crystals have a very low dislocation density of 100 cm-2 they are still
small at only 1 cm or so in size. They are not suitable for commercial device fab-
rication and the most significant achievements in GaN devices to date have been
realised in epitaxial material grown on either sapphire or SiC. However, it took
several years to refine the growth from the first large area CVD on sapphire,
which occurred in 1969. Figure 11.4 shows the lattice constants and band gaps
of both the cubic and hexagonal phases of the nitrides with the lattice parameters
of SiC and sapphire also shown as dashed lines. Note that GaN has a minimum
lattice mismatch with sapphire of 13.9%, depending on the orientation. Growth
on different planes of sapphire has been described extensively by Ambacher [33]
but it is not absolutely essential to an
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understanding of light emitting devices and will not be discussed in any detail
here.

One of the key steps to producing high quality films has been the growth of
a buffer layer of AlN at a fairly low temperature ( ~ 500°C) followed by the sub-
sequent growth at a high temperature ( ~ 1000°C). This is often called the “two
step method”, as the growth is interrupted so that the main epitaxial layer nucle-
ates on the buffer layer instead of on the sapphire. Whether CVD or MBE is pre-
ferred, the use of a low-temperature grown buffer appears to be essential to
achieving high quality material. The buffer layer growth is columnar [33, 37]
because the lattice mismatch is so large that growth is three dimensional and
occurs in domains. The domains may be slightly mis-oriented with respect to
each other, but even if they had the same orientation the mismatch is so large that
they would not join perfectly when meeting. This results in a distinctly columnar
structure within the film, with each column being ~0.1 µm in diameter. Jain et al.
[34] discuss the buffer layer in more detail and describe the use of both GaN
buffers and InN buffers only 30 nm or so thick. The latter resulted in a defect
density in an epitaxial overlayer of GaN seven times smaller than exists in a GaN
layer on a GaN buffer.

Control of the defect density in GaN has been quite difficult to achieve.
These sort of lattice mismatches will inevitably result in a very short critical
thickness. In fact it is about 3 nm [38]. However, most of the misfit dislocations
are confined to the interface [33] but still, there are about 1010 dislocations/cm2 in
the GaN. Epitaxial lateral overgrowth (ELOG) results in much lower densities of
defects. ELOG is achieved by depositing 0.1 µm of silicon dioxide on top of
approximately 0.2 µm of GaN and patterning the oxide into windows roughly 4
µm wide separated by stripes roughly 7 µm wide (figure 11.5).

Figure 11.4. Lattice constants of III-nitrides (after Ambacher [33]) with the lattice con-
stants of common substrates 6H-Sic and sapphire also shown.
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Precise dimensions vary from laboratory to laboratory. Deposition of GaN onto
this system causes growth laterally over the oxide and at a thickness of about 10
µm the stripes coalesce into a single film. The defect density over the oxide is
much lower than the defect density in the window by about three orders of mag-
nitude, which is the desired effect but has the unfortunate consequence of requir-
ing precise alignment of devices with the underlying stripe pattern. A second lat-
eral epitaxial overgrowth onto stripes aligned with the first windows results in a
GaN substrate with a low defect density across the whole of the wafer. ELOG
has been described in detail by Beaumont  et al. [39]. A related process is pen-
deo-epitaxy, where a seed layer of GaN on SiC is masked and etched down into
the substrate (figure 11.6). CVD growth on the top of the GaN is prevented by
the mask and nucleation occurs instead on the etched GaN side

Figure 11.5. Epitaxial lateral overgrowth of GaN.

Figure 11.6. Pendeo-epitaxy of GaN.
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walls. Eventually the growing surfaces meet and growth then continues upward
and laterally over the masks to produce a low defect density GaN substrate. Both
ELOG and pendeo-epitaxial films grown thick enough can serve as substrates for
device quality thin films grown by either MBE or MOVPE.

Although other forms of CVD have been used to grow GaN, metallo-organ-
ic technology achieved maturity in the mid-1990s and dominates today. The
trimethyl compounds of aluminium, indium, and gallium are the common pre-
cursors for the metal and ammonia is used for the nitrogen. Control of the carri-
er concentration has been one of the biggest problems. As grown, GaN is always
n-type with a background carrier concentration of ~ 1016 cm-3, but it is not clear
whether nitrogen vacancies or residual impurities such as oxygen are responsible
[34]. However, GaN can be doped n-type during growth by both Si and Ge to
densities of about 1019 cm-3. Mg is an acceptor that gives hole concentrations in
excess of 1018 cm-3, but in as-deposited Mg-doped material the hole concentration
is very low because residual hydrogen from the source gases passivates the
acceptors. It was a chance observation that low energy electrons incident on GaN
activated the Mg atoms that led to the development of the the thermal annealing
processes now routinely used to activate these acceptors in as-deposited GaN.
As-deposited InN is still very heavily n-type and attempts to dope it p-type have
so far been unsuccessful [35].

Annealing processes have proven particularly difficult to control in these
materials. As reviewed by Ambacher, the pressure of N2 over InN, GaN or AlN
rises dramatically at 630°C, 850°C and 1040°C respectively as the material
decomposes and nitrogen is driven off. These are effectively the upper working
temperatures of these materials as the equilibrium vapour pressure is so high that
it is not possible to put a high enough overpressure on the surface to prevent dis-
sociation. Therefore growth by MBE, which will be described in more detail
later, dopant activation, and contact formation, must all occur below these tem-
peratures. Mg-doped material is typically annealed between 500-700°C in nitro-
gen to activate the dopants, and contacts to n-type material are made by anneal-
ing a 25 nm Ti-/100 nm Al bi-layer at 500°C. Note that the Ti separates the Al
from the nitride. This structure has a specific resistance lower than 10-3 Ω cm2,
but rapid thermal annealing at 900°C for 30 s will reduce it to below 10-5Ω cm2.
Contacts to p-GaN are usually made from thin layers of Ni and Au deposited onto
the GaN, with the Au layer adjacent to the GaN. Annealing in an oxygen ambi-
ent at >400°C causes the nickel to oxidise. Ga is dissolved in the gold and is get-
tered by the oxide, leaving behind Ga vacancies at the surface of the GaN [40].
These vancancies enhance the hole concentration at the surface and reduce the
contact resistance.

Growth by VPE is done at higher temperatures because there is a trade-off
between decomposition of the deposited material and decomposition of the react-
ing gases. The optimum growth temperature for GaN is therefore 1050°C. There
are several methods of VPE, and the hydride method (HVPE) in which liquid Ga
reacts with HCl to form GaCl and hydrogen, is very common.
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Gallium chloride reacts in the gas phase with ammonia (NH3) to form solid GaN,
hydrogen chloride and yet more hydrogen.

For deposition temperatures above 800°C reactions at the surface also have to be
considered. An activated complex of Ga, Cl, and H forms on the surface which
then decomposes to give a “free” Ga atom adsorbed but not bonded chemically
onto the surface, as well as hydrogen chloride, and monatomic hydrogen. The
adsorbed Ga then absorbs the nitrogen from the decomposing ammonia and GaN
is formed provided the ratio of V: III is high enough. Usual values lie between
500 and 700.

This is an attractive growth method for thick films because the growth rate
can be several tens, sometimes hundreds, of micrometres per hour. Very thick,
fully relaxed quasi-bulk GaN films can be grown which can then be separated
from the substrate and used as substrates themselves. AlN can be grown in a sim-
ilar way, and also the Al-Ga-N alloys, and both GaCl3 and AlCl3 can be used as
alternative metal sources. This technique is not suitable for quantum wells, how-
ever, as it takes less than a second to grow several nanometres of material.
MOCVD is therefore preferred. The chemistry of MOCVD deposition of AlN
has been discussed by Ambacher [33] but there appears to be a paucity of simi-
lar information related to the deposition of GaN. The chemistry is quite complex
and involves the formation of intermediate compounds, as well as much higher
V:III ratios. Typically GaN and AlN are deposited above 900°C but InN deposi-
tion occurs at a much lower temperature around 550°C.

In fact, there are two identifiable growth regimes for InN. The first occurs
at a temperature around 500°C [35] and leads to the best quality films. At tem-
peratures above this significant decomposition of the film occurs, but lower than
this and metallic droplets can form on the surface of the film. In addition, a much
higher V: III ratio is required, of the order of 105, if the formation of In droplets
is to be avoided even at 500°C. The role of ammonia, or how the ammonia
decomposes within the growth chamber, is not entirely clear. The second regime
occurs at temperatures greater than 650°C and here a high V: III ratio impedes
the growth. It is thought that the decomposition of ammonia is much enhanced
reducing the need for such a high input ratio, but further, leading to a significant
increase in the amount of hydrogen present. Hydrogen depresses the growth but
the mechanism is not clear [35]. Lower growth temperatures can be realised with
alternative sources of nitrogen, such as hydrazine (N2H4), di-methyl hydrazine,
and other organo-nitrides, but the films tend to be contaminated with carbon. InN
films are strongly n-type, irrespective of the dopants in the gas mixture. GaInN
alloys also have to be grown at lower temperatures than GaN in order to avoid
loss of In from the growing surface. This means that for heterostructures it is nec-
essary to grow a small amount of the subsequent barrier at a lower temperature
than is ideal for this material,

© IOP Publishing Ltd 2005



or risk losing In from the surface as the growth is interrupted and the tempera-
ture raised to the optimum.

Growth by MBE has taken a long time to develop and lags behind
MOCVD. The essential problem is the nitrogen source. One of the principal
advantages that MBE has over MOCVD is the lower growth temperature, but
this fact itself makes it impossible to use ammonia in its molecular form. It sim-
ply will not react with free Ga at the surface below 450°C [34]. Even so, the
incorporation efficiency is only 0.5% at 500°C, reaching 3.8% at 700°C, and
remaining pretty much constant thereafter. This is probably because nitrogen is
lost from the surface. Dimethylhydrazine [(CH3)2NNH2] decomposes at a lower
temperature but introduces carbon into the layer. These problems are effectively
overcome using a reactive source of nitrogen. An RF plasma generated using a
frequency of 13.56 MHZ, a standard in sputtering systems, contains a small frac-
tion of monatomic nitrogen and combining plasma generated nitrogen beams
with metals from conventional effusion cells is effective for growing these films.
However, RF generated plasmas contain high energy particles and the impact of
these on the growing surface is detrimental to the optical and electrical proper-
ties of the films. Electron cyclotron resonance (ECR) at 2.45 GHz is more effec-
tive because the higher frequency leads to a greater fraction of reactive species
and the geometry of the ECR allows low energy particles to be extracted, thus
avoiding impact damage in the film. Growth rates are typically around 1 µm h-1

or slightly less, which is slow enough for control of quantum wells but high
enough to grow relatively thick barrier layers.

In common with MOCVD, a two-step process is necessary for hetero-epi-
taxial growth on sapphire, with the growth being interrupted so that the buffer
layer can be annealed. Control of alloy composition is quite simple in principle
in III-Vs because if the films are grown under V-rich conditions the total growth
rate is governed by the total arrival rate of the metal atoms and the composition
is governed by their relative arrival rates. However, in practise loss of the more
volatile metal in the alloy as well as surface segregation might occur in the
nitrides, leading perhaps to spatial non-uniformity of the composition. In addi-
tion, growth is usually 3-dimensional, which is probably caused by the low
growth temperature relative to the melting point (typically 600-700°C compared
with ~ 2500°C for GaN) because the mobility of the atoms at the surface is so
low in GaN compared with, say, GaAs. Two-dimensional growth, in which the
whole layer essentially grows together, has been the key to the growth of high
quality layers in other material systems and the lack of it in these materials may
be another reason why the material quality is relatively poor. It is easy to imag-
ine also that if the growing surface is contoured then depending on the dimen-
sions of the contours relative to the quantum well thickness, the quantum well
will either be distorted but still contiguous or disrupted entirely in the plane of
the film so that isolated regions of low band gap material exist.
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11.2 Optical and electronic properties of (Al, Ga, In)N

The accepted view of the range of band gaps covered by these alloys is 1.89 to
6.2 eV, as shown in figure 11.4, but recently some controversy has arisen over
the band gap of InN. Undoubtedly the early work on sputtered polycrystalline
films suggests a band gap of this magnitude, but larger band gaps have been
observed and this was thought to arise from partial oxidation of the InN. The
value of 1.89 eV was a limiting value approached in conditions where oxidation
had been eliminated. However, single crystal InN films have been grown with
band gaps ranging from 0.7 to 2.0 eV [41]. The cause is attributed to the Moss-
Burstein shift; essentially a band-filling effect in which the effective band gap is
different from the density of states band gap. The reason why polycrystalline
films appeared to have such a high band gap is simply because the carrier densi-
ty is so high. Even now, intrinsic or p-type InN has not been grown, and as-
grown material always has a background carrier density approaching 1020 cm-3.

Such large variations in band gap with carrier density can actually be
observed in light emitting devices. Nakamura, in a review of InGaN-based vio-
let laser diodes [42] showed the output wavelength of single quantum well LEDs
varying from 680 nm to 630 nm as the forward bias current is increased by a fac-
tor of four. This was interpreted in terms of band-filling. However, the longest of
these wavelengths lies below the then accepted value of the band gap for InN,
which was explained in terms of the quantum confined Stark effect. These mate-
rials are piezo-electric in the hexagonal form so the lattice distortion due to strain
in the quantum well results in an internal electric field which separates the elec-
tron and hole wavefunctions and lowers the emission energy below the band gap
(figure 11.7). Now that the energy gap has been shifted downwards, it seems
much more likely that this observation is due entirely to

Figure 11.7. Reduced wavefunction overlap in the quantum confined Stark effect.
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band-filling. For the purposes of this chapter, however, the bandgap will be
assumed to follow figure 11.4, as most of the published work has assumed such
a variation and a comprehensive re-interpretation of available experimental data
has not yet been performed.

In fact it is remarkable how little is actually known about these materials.
The In content of a given device has often been estimated from the output wave-
length, but given the doubts over the band gap of the material past estimates may
well have been wrong. Even theoretical calculations to confirm the experimental
observation of a smaller band gap have thrown up answers ranging from 0.01 to
1.79 eV, but there are seemingly reliable calculations that confirm the band gap
to be 0.85 ± 0.01 eV [43]. Similar calculations on a number of III-V materials
were performed so that precise chemical trends could be derived, and the accu-
racy of these suggests that the band gap of InN is reproduced by these calcula-
tions. Similarly, confusion has also existed over the band offsets. Calculations
performed on the InN/GaN system in 1996 gave a valence band offset of 0.48 eV
as opposed to a measured value of 1.05 eV [44] but this offset is not likely to be
affected much by the controversy over the InN band gap as most of the additional
offset is expected to appear in the conduction band. Vurgaftman and Meyer [45]
have reviewed the band parameters for the nitride system and recommend 0.5 eV
for the InN/GaN valence band offset and 0.85 eV for the GaN/AIN valence band
offset.

The electron effective mass is generally taken to be 0.20 m0 [45]. Reports
of the hole effective mass of GaN vary from 0.3 to 2.2.Šantić [46] recommends
a density of states value (ie. averaged over all the valence band maxima) of 1.25
by averaging over all the various published reports. Hexagonal GaN has three
valence bands but unlike GaAs and the more common cubic III-V materials they
are none of them degenerate at k = 0 because of the non-cubic field [44]. The so-
called “A” band has the lowest energy and the heaviest mass and is therefore the
band that forms the hole quantised states within a quantum well. Šantić’s aver-
age value is 1.58 but reported values range between 1.00 and 2.07. In fact the
effective mass is k-dependent as the bands are not parabolic and varies linearly
with k from 1.2 to 1.8 [47] but right at the band edge it may be as low as 0.3 [48].
Similar values have been assumed in calculations of quantum confined states in
alloys containing small amounts of indium. Shi [49] calculated the exciton states
of In0.15Ga0.85N quantum dots and used a hole mass of 1.1 m0.

InGaN alloys are far from homogeneous. Alloy fluctuations, i.e. isolated
patches of low band gap material, are formed by phase segregation of In. The
idea has been put forward that these patches form quantum dots, which are semi-
conductor structures in which quantum confinement in all three dimensions
occurs. They have been deliberately grown in a number of materials systems [50]
using the so-called “Stranski-Krastanov” growth mode, which results in the
spontaneous ordering of semiconductor heterojunctions into coherent islands.
Initially, the deposited layer grows as a two-dimensional
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wetting layer covering the entire surface for at least one monolayer. Then, three-
dimensional islands form on the wetting layer to relieve the stress elastically. If
more material were to be deposited these islands would eventually coalesce to
produce a single crystal epitaxial film, in which the stress would be relieved plas-
tically if the thickness exceeds the critical limit. However, if the growth is
stopped well short of this point these islands remain isolated and growth of an
epitaxial wide band gap layer on top then results in a layer containing islands of
narrow band gap material confined in three dimensions by material of a wider
band gap. In essence these are solid state crystals with an atom-like electronic
structure.

These self-assembled quantum dots are probably quite different from the
structures observed in InGaN. Studies of spatially resolved cathodolumines-
cence revealed luminescent patches some 60 nm wide [51], but this is the emit-
ting area rather than the confinement area. The quantum wells seem to be atom-
ically smooth so alloy fluctuations would appear to be responsible rather than
confinement in isolated patches of quantum well material contained within bar-
rier material. If the latter were to occur, and such structures could conceivably
form if irregular growth onto a rough surface caused the well material to break
up, then the emitting area and the confinement area would be the same. However,
if alloy fluctuations are responsible carriers can diffuse out of the potential min-
imum to some extent, making the emitting area larger than the confinement area.
The carrier diffusion length has been estimated at 60 nm or so [34] but quite what
is the confinement dimension is another matter. If it is larger than about 20 nm
lateral confinement effects might not be significant as the Bohr radius for the
electron is ≈ 5 nm. It will then be more appropriate to think of these areas as discs
in which 1-D confinement occurs, but if the confinement area is smaller quan-
tum effects may be significant.

Alloy fluctuations give rise to several characteristic effects, as summarised
by Davidson et al. [52] and Lin et al. [53]:

• PL lines are broad and are increasingly so the wider the well. This is in con-
trast to most III-V quantum well systems where the linewidths increase
with decreasing well width as interfacial fluctuations become relatively
more important.

• PL lines are red shifted from absorption edges and also photo-conductivity
edges by up to nearly 200 meV. The shift increases linearly with increas-
ing In composition.

• PL lines also appear at sub-band gap energies, even in bulk InGaN films
grown on GaN buffer layers.

• PL energies shift with increasing concentrations of free carriers.
• The integrated PL intensity varies with temperature according to
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which is usually found in amorphous semiconductors, whereas the energy of
the photo-conductivity maximum varies with temperature according to the
well-known Varshni relationship (equation chapter 10, 5) appropriate to
band edge phenomena

• The time-dependence of the photo-current shows a “stretched exponential”
behaviour

which has been observed in disordered systems.
The commonly accepted explanation for these observations is that the band
structure resembles that of an amorphous semiconductor, in which the valence
and conduction band densities of states do not rise sharply at a well-defined
energy but decrease exponentially with energy into the band. Carriers trapped in
these so-called “band tails” are strongly localised and therefore have a very low
mobility compared with carriers in the extended states at higher energy. The band
gap is defined in terms of a mobility edge rather than in terms of the density of
states. Similarly, the optical band gap is not as well defined as it is in an ordered
crystalline solid where the optical absorption rises sharply from zero to typical-
ly ~ 104 cm-1 at the band edge. Optical absorption in the band tails is manifested
as a slow decline in absorption with photon energy called an Urbach tail. The
principal difference between a disordered solid and alloy fluctuations lies in the
origin, and hence the nature, of the states comprising the band tails. In a disor-
dered solid the band tail states arise from microscopic defects which can act as
non-radiative centres through close coupling with other near-neighbour defects.
In an alloy the localised states arise from compositional fluctuations and are
therefore spatially more extended, with the consequence that they can act as effi-
cient centres for carrier collection and recombination, which explains the char-
acteristic PL and photoconductivity behaviour described above: the photocon-
ductivity is measuring the higher energy extended states and the PL is measuring
the localised, sub-band gap states. If indeed quantum effects occur as a result of
this confinement the radiative efficiency will be enhanced via an increased oscil-
lator strength. It should also be borne in mind that the quantum confined Stark
effect will also contribute to an increased linewidth, and this undoubtedly occurs
in addition to localisation effects, but heavy doping of the barrier layers can help
screen out the piezo-electric field.

It is worth mentioning here the bowing parameter. The energy gap of an
alloy of A and B is assumed to follow a simple quadratic form [45]

where C is known as the bowing parameter. If C=0 the band gap of the alloy
varies linearly over the compositional range, but if C>0 the band gap at
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intermediate compositions can actually be lower than the band gaps at either end.
It has always been assumed that the bowing parameter is large in this alloy sys-
tem so that a localised increase in In content leads to a non-linear decrease in the
band gap and hence strong localisation. With the discovery that the band gap of
InN is nowhere near as large as originally thought the bowing parameter needs
to be re-assessed, but this has not yet been done yet. It is not clear exactly how
the band gap varies with In composition, nor is it clear how the In composition
fluctuates within the alloy. It is safer for the present simply to accept that locali-
sation occurs with identifiable energy differences of around 200 meV without
worrying about the actual composition.

As In has to be added to bring the band gap into the visible, some segrega-
tion seems unavoidable, but, as will be shown, it can be reduced to manageable
levels for devices in the wavelength range 400-420 nm. GaN on its own will emit
in the UV (~ 360 nm), which will be useful for many applications such as data
storage and chemical spectroscopy, but of course quite inappropriate for the
human eye. However, it was recognised fairly early on that GaN itself is a poor
luminescent emitter and even small amounts of In (>1%) significantly improved
the luminescent output (figure 11.8). In fact, it was not possible initially to
observe stimulated emission in GaN alone [54], partly, it is believed, because a
considerable density of states exists within the band gap. These states give rise
to a long exponential absorption tail extending down to 1.5 eV and act as non-
radiative recombination centres. The states are probably physically located at
threading dislocations. More recent work comparing the luminescent efficiency
of GaN/AlGaN quantum wells grown homo-epitaxially on GaN with identical
hetero-epitaxial structures grown on sapphire has indicated an increase in the
brightness by a factor of 20 due to the

Figure 11.8. Variation of the luminescent output with band gap energy in InGaN. (After
Nakamura [42].)
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reduction in the density of threading dislocations [55]. In all other respects, such
as the temperature dependence of the wavelength, these structures behaved iden-
tically apart from the intensity of the emission.

The same improvements in substrate technology that have allowed useful
emission from GaN are also available to InGaN but, somewhat oddly, there are
conflicting reports about the magnitude of the improvement it brings. In the light
emitting diodes reported by Nakamura [42] the intensity of light output does not
significantly improve with a reduction in the density of dislocations from over
1010 cm-2 to less than 106 cm-2 (which is an average over all the substrate includ-
ing defect free regions) except at relatively low forward currents, but in those
reported by Mukai et al. [56] significant differences in light intensity as a func-
tion of current were reported. It is fairly well established that the main effect of
threading dislocations in InGaN is to reduce the area of material over which
radiative recombination occurs [56], thereby reducing the intensity, but other-
wise the light output is not significantly affected. Dislocations act as recombina-
tion centres but as the carrier diffusion length is estimated to be around 50-60 nm
from spatially resolved cathodoluminescence, a dislocation density of at least
1015 cm-2 is required to affect the recombination rate significantly, and strong
luminescence is observed even in highly defective material. In fact the presence
of alloy fluctuations suppresses non-radiative recombination because the carriers
are confined to the fluctuation and recombine radiatively long before they reach
the dislocations.

Alloy fluctuations would therefore seem to be beneficial for LEDs, but the
same is not necessarily true for laser diodes. It is important to emphasise that the
intensity is affected via the emitting area rather than through the PL lifetime,
which has been found to be insensitive to dislocation density but strongly
dependent on the details of the interfacial quality or material purity [57]. In con-
trast, the size of the alloy potential fluctuations has been shown to depend direct-
ly on the material quality via the growth mode, with homo-epitaxial material
showing fluctuations as low 3 meV compared with 170 meV in hetero-epitaxial
material [58]. Hetero-epitaxial material can grow in spirals around dislocations
that break through to the surface of the film whereas homo-epitaxial growth
tends to be 2-D [59]. It appears then that the alloy fluctuations are associated
with dislocations but are located sufficiently far way for confined carriers to
recombine radiatively. Dislocations notwithstanding, large fluctuations are
apparently beneficial for laser operation at low powers because population inver-
sion occurs within the fluctuations [60]. This leads to low threshold currents and
higher gain for low powers, but at high powers the maximum modal gain is
reduced due to saturation. Population inversion can only be maintained by the
capture of more carriers into the potential fluctuation. A small alloy potential
fluctuation, on the other hand, leads to a relatively large threshold current as the
carriers are spread over the volume of the crystal but also a narrower gain spec-
trum and a higher modal gain at high power output [58], not only because of
reduced saturation but also because of
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the higher density of states at a given photon energy. That said, the increase in
laser operating lifetime has been correlated with the decrease in defect density
arising from the use of bulk GaN substrates, so all round it is better for laser fab-
rication to have a high quality material with correspondingly low alloy fluctua-
tions.

In order to shift the band gap to higher energies AlGaN alloys are necessary.
These materials find use in electrical and optical confinement layers for GaN
quantum wells and potentially as components in Bragg reflectors. Figure 11.9
shows the refractive indices [61-63]. Resonant cavity LEDs have already been
fabricated using this technology [64] but as yet the vertical cavity surface emit-
ting laser seems somewhat far off. There are a number of problems associated
with this material system. First, the lattice mismatch could be as high as 2.5%
and high Al content films tend to crack upon growth. It seems to be well estab-
lished that cracking occurs during growth [64] but this can in fact be used to
advantage [65] through lateral overgrowth across the cracks to produce a high
quality, crack-free continuous layer. Second, there is some evidence that this
material disorders naturally in much the same way as InGaN [66] but quite pos-
sibly the consequences are not so serious. As yet the use of AlxGa1-xN as an
active layer within a device has not been reported so compositional fluctuations
will affect devices indirectly, either through fluctuations in the optical properties
or through fluctuations in the barrier potential. Third, the resistivity increases
dramatically for x>0.2 for as yet unknown reasons, but in general the aluminium
content of barriers through which a current is required to flow is kept low. The
bowing parameters for the different valleys are small; 0.7 eV for the Γ valley,
0.61 eV for the X valley, and 0.8 eV for the L valley [45]. The recommended
value for GaN/AlN valence band offset is 0.85 eV, i.e. 31%.

Figure 11.9. The wavelength dependent refractive index of GaN [61], InN [62], and
A1N [63]. The data for InN exists at specific wavelengths only and the line is simply to
aid the eye.
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11.3 Laser diodes

The first InGaN laser diodes operated at room temperature lasted only a few
hours, but this was rapidly extended to several hundred hours, and then to sever-
al thousand through improvements in the substrates and the film quality [67].
Even so, the output characteristics have not always been as expected, and some
appreciation of the problems can be gained from looking at the output spectrum
from an early (1996) MQW laser on sapphire [68] at about 20 mA above thresh-
old (figure 11.10). Unlike the spectrum just above threshold, where a single peak
at 406.7 nm was observed, multiple peaks are present. If the first three peaks cor-
respond to well defined modes with a spacing of 0.255 nm, then not only is the
mode spacing too large for the size of cavity, but the longer wavelength peaks
have fractional mode indices and therefore don’t fit into the mode structure. In
fact, they appear to fit reasonably well a mode structure with a spacing of 0.11
nm.

One possible explanation, already mentioned, is the possibility that struc-
tural defects, perhaps cracks, effectively sub-divide the cavity. Alternatively, the
large mode spacing could be a result of large carrier induced changes to the
refractive index, as proposed by Jiang et al. [69]. Taking into account changes in
the refractive index, then

where ∆nλ and ∆nn are respectively the material dispersion and the carrier-
induced refractive index changes. Writing the dispersion as

Figure 11.10. The output spectrum of an early InGaN multiquantum well laser with the
integer and fractional mode indices of the peaks. (After Nakamura et al. [68].)
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and taking ∆m=1 because we are interested in the mode spacing, then, after some
manipulation

where

is the mode spacing due to dispersion alone.
Applying this to the the mode spacing in figure 11.10, where L=6.7 × 105

nm, and taking the refractive index for GaN from figure 11.10 to be n=2.52, with
∂n/∂λ ≈-0.0024 (nm)-1, then (∆λ)0 ≈ 0.035 nm. This estimate of the refractive
index is admittedly uncertain. The quoted composition is 20% In in the well,
which will increase the refractive index above that of GaN, but by how much is
unclear. Tyagai’s data [62] does not extend out this far and though other data for
the refractive index has been presented [70] it is often lower than in figure 11.9
and sometimes lower even than the refractive index of GaN. Therefore it is not
consistent with the trend from large band gap, low refractive index AlN through
to low band gap, high refractive index InN that figure 11.9 clearly shows. A
refractive index of 2.52 is therefore a good estimate in the absence of reliable
data, but in any case a small change in either direction will not significantly
affect the mode spacing. Taking into account the carrier induced refractive index
change,

with an effective mass of 0.2m0, gives a carrier density of around 6 × 1018 cm-1,
which is lower than the quoted threshold carrier density of 1.3 × 1019 cm-1.
However, this last value has been estimated from the threshold current, and if
these laser diodes act like the light emitting diodes reported by Mukai et al. [56]
the threshold carrier density may well be much smaller than that calculated.
Certainly, the calculations by Yamaguchi et al. [58] indicate that in InGaN with
large alloy fluctuations gain is possible for carrier densities below 1019 cm-1, but
the emission is below the average band gap, whereas for material with small
alloy fluctuations a higher carrier density is needed and the emission occurs
above the average band gap.

Whilst this explanation is certainly possible it doesn’t fit all the facts. The
carrier densities don’t quite match, nor is it clear why additional peaks at a lower
mode spacing and longer wavelength should appear at a relatively high current
above threshold. The two emissions seem to be completely independent, which
is of course possible if carrier localisation at fluctuations is occurring with no
communication between the fluctuations. If this were the case,
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however, the longest wavelength fluctuation would be expected to emit first.
Fluctuations that are independent cannot be described by a Fermi distribution
function [71], so in effect all the fluctuations experience the same population
independent of the particular energy levels, which will vary slightly with both the
composition and the size. It is only as the carrier density increases and carriers
can escape from the fluctuations that it becomes meaningful to describe the pop-
ulation by a Fermi function, so under these conditions the higher energy emis-
sions would occur last. The model of carrier-induced refractive index change
implies the contrary; a smaller mode spacing has a smaller carrier density and
should therefore occur at a lower current. Moreover, the effect of carrier induced
changes would be expected to apply generally to InGaN, but the majority of
diode lasers now behave rather well in comparison. Figure 11.11 shows one of
the first multiquantum well devices deposited in a commercial reactor [72]. It is
deposited on sapphire and operated under pulsed conditions, but all the observ-
able emission lines, and even two barely noticeable, but distinct features marked
“?”, fit a well-defined mode separation of 0.043 nm, which in the absence of dis-
persion gives a refractive index of ~ 2.52 for an 800 µm long cavity. There are
some missing modes and possibly the intensity distribution of the modes is not
what might be expected for a smooth gain function, but clearly the modes are all
propagating in the same cavity structure, unlike the modes in figure 11.10.

Mode spacings ranging from ≈ 0.03-0.05 nm, depending on the cavity
length, have been reported in a number of papers on laser diodes emitting in the
range 400 nm-410 nm [73-75]. These are consistent with an effective refractive
index of ≈ 3.5, which may be a little high according to figure 11.10, but takes no
account of the high dispersion around 400 nm. Incidentally, the paper by
Miyajima et al. [75] demonstrates convincingly the importance of the lateral
overgrowth for improving the emission properties. Spatially resolved photolu-
minescence over the surface of the InGaN film shows a dramatic

Figure 11.11. The output spectrum of the first InGaN multiquantum well diode grown
in a commercial reactor. (After Park et al. [72].)
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reduction in intensity over both the seed region and where the overgrown regions
meet. Miyajima et al. also used cleaved facets, which are not common in early
hetero-epitaxial nitride lasers. Whilst the substrates may cleave smoothly the
film on top does not behave so well [76], with the result that a lot of effort has
been put into developing a wet-etching technology for the facets [77]. The devel-
opment of thick quasi-bulk GaN substrates has the added advantage that forma-
tion of the laser cavity by cleaving is made easier.

At present quantum well laser diodes emitting in the wavelength range 400
≤ λ ≤ 420 are available commercially. Not only do these devices have relatively
low threshold current densities (≈1500 A cm-2) compared with longer wavelength
lasers (5000 A cm-2 at 450 nm) but they also have long lifetimes, reported in 2001
to be around 6000 hours compared with 3000 hrs at 430 nm and just a few hun-
dred hours at 450 nm [78]. However, extending the wavelength outside this range
in either direction is problematic. InGaN LEDs show the largest external quan-
tum efficiency between 400 and 450 nm but dropping dramatically at both short-
er and longer wavelengths [78]. At longer wavelengths the In alloy fluctuations
become a serious source of inefficiency as the band tail states require filling
before lasing action occurs among the extended states within the band. This leads
to very high threshold currents, which were so high for λ > 455 nm that room
temperature CW operation was impossible even in 2001 [79]. Although the
InGaN will allow in principle emission out to 650 nm, which is the effective
wavelength limit of the conventional III-V DH or quantum well lasers described
in chapters 5 and 6, in practice it will be very difficult to achieve emission in the
green and yellow using quantum well nitrides unless similar improvements in the
material quality that have been made at low In concentrations can be extended to
higher concentrations. The development of GaN substrates, for example, has
reduced the alloy fluctuations for In concentrations below 10% to negligibly low
levels so that devices exhibit a distributed loss of = 50 cm-1 and characteristic gain
of 70 cm-1 [80]. Whether phase segregation will continue to be a problem at high-
er In compositions is not yet clear.

At the other end of the spectrum, progress has been made down to λ ≈ 360
nm, close to the band gap of GaN. Kneissl et al. have investigated InGaN quan-
tum well laser diodes with In compositions from 0.2% to 2.7%[81] and AlGaN
quantum well laser diodes with active regions containing 2% Al [82]. Both of
these compositions are very close to the GaN band gap and of course require
optical and electrical confinement layers containing Al. This presents a signifi-
cant challenge, because the lattice mismatch between AlGaN and GaN puts an
upper limit on the Al content before cracking of the AlGaN layer occurs during
growth. Kneissl et al. overcame the problem to some extent by using short-peri-
od superlattice confinement layers with an average Al content of 12% and 0.8 µm
thick for the InGaN diodes and 16% Al and 0.6 µm thick for the AlGaN diodes,
with an additional 0.1 µm of lower Al content AlGaN separating the superlattice
from the quantum wells. These devices were
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grown on sapphire substrates, and therefore might not be expected to be as effi-
cient as devices grown on GaN, but even so the InGaN devices had a constant
threshold current of 5 kA cm-2 over the range 378≤ λ ≥368 nm rising very sharply
to 17 kA cm-2 at 363 nm. The AlGaN laser diodes had threshold currents of 23 kA
cm-2. In similar laser diodes fabricated on GaN substrates, but with the addition
of ZrO2/SiO2 dielectric mirror deposited over the facets to increase the reflec-
tivity, Masui et al. [83] reported threshold currents of around 3 kA cm-2 at wave-
lengths down to 364 nm but rising sharply to over 5 kA cm-2 at 363 nm. The
increase in threshold current was ascribed to absorption in the cladding layers,
and with the limitations on the amount of Al that can be incorporated into the lay-
ers this would seem at present to be a fundamental problem. Nonetheless, these
diodes exhibited lifetimes of 2000 hours, which is good enough for some appli-
cations.

11.4 Quantum dot lasers

As discussed, the idea of alloy fluctuations in the plane of the well naturally leads
on to the idea of quantum dots in these materials. Potential fluctuations in alloys
with less than 10% In seem to have been largely eliminated by the use of high
quality GaN substrates, but InGaN alloys would seem to lend themselves to the
formation of zero-dimensional systems because of the large lattice mismatch and
the tendency to 3-D growth under certain ratios of N: In flux. Zero-dimensional
systems have been described at length by Yoffe [84] where three regimes of con-
finement have been identified. Strong confinement corresponds to systems that
are smaller than the Bohr radius of both carriers as well as the exciton. The elec-
tron and hole can be thought of as separate confined particles and excitons are
not formed within the micro-crystallite. The other extreme is weak confinement,
in which the microcrystallite dimensions are larger than the characteristic Bohr
radii. An exciton forms and the exciton motion is quantised. Intermediate
between these two, the electron motion is quantised but the hole, which usually
has a much higher effective mass and therefore smaller Bohr radius, is not and
interacts with the electron via the Coulomb potential. Which of these three con-
ditions obtains depends not just upon the size but also on the material itself
through the effective masses. In GaN the electron Bohr radius is about 5 nm
whereas the hole radius is ≈ 7 Å. Yoffe has considered mainly II-VI micro-crys-
tallites embedded in glass matrices, but his paper also covers the general theo-
retical background to the confined states.

In general, numerical methods have to be used to determine the energy
states. As in the case of a quantum well, analytical solutions in the effective mass
approximation exist, but in a real solid where some penetration of the wave-
function into the barrier occurs, only a numerical solution will yield the quan-
tised states. In relation to quantum dot lasers, Grundmann [71] has
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considered self-organised structures of the Stranski-Krastanow type. Self-organ-
ised means that the structures are not defined by external means such as lithog-
raphy. These can be fabricated by etching through a quantum well to form a disc
perhaps 100 nm or more in diameter, and despite the relatively large size in the
plane, they can still exhibit quantum dot like behaviour [85]. For a laser, howev-
er, there is the added complexity of interrupting the growth to etch down through
the well. Self-organised systems are far better, as the quantum dots are formed
during growth and are naturally covered by the barrier materials so that conven-
tional diode laser fabrication technology can be used for contacting and cleaving.
Pseudopotential methods and the 8-band k. p method both yield very similar
results for structures less than ≈ 10 nm across. The energy separation is much
larger than in a quantum well, and the oscillator strength is very large. The con-
servation of momentum that’s so important in other lasers utilising extended
states, and quantum wells are included in this because the states are extended in
the plane of the well, simply does not apply here, even though the electron and
hole states might not have the same wave vectors. The localisation of the elec-
tron and hole wavefunctions leads to an uncertainty in the carrier momentum that
is at least one order of magnitude greater than the photon momentum.

One might suppose, in view of the quantisation, that the linewidth would be
very narrow but fluctuations in the sizes of the micro-crystallites leads to imho-
mogeneous broadening of several meV. Nonetheless, in the conventional III-V
materials examined to date high material gains of the order of 105 cm-1 are possi-
ble, but in practise modal gains of 10 cm-1 are common. This means that the cav-
ities have to be very long in order to achieve threshold, but threshold currents as
low as 12 A cm-2 at low temperature have been achieved [see 71 and references
therein]. These structures are therefore very promising as laser materials. Broad
area, high power devices can be achieved that will emit up to the limit for cata-
strophic optical damage. For example, Zhukov et al. [86] have reported six lay-
ers of stacked InAs/InAlAs quantum dots with a total area density of 6 × 1011 cm-

2 fabricated into 100 µm wide emitters giving 3.5 W from a single emitter 920
µm long. These are clearly attractive attributes for diode lasers, and quantum dot
materials have been used as the active medium of every type of laser discussed
within this book, with the exception of the DH device. However, quantum dots
are not without their problems. The bottleneck for these devices is the carrier
capture time into the quantum dot. As each dot is independent of each other pop-
ulation inversion can only be re-established when a new carrier is captured into
the dot, which leads to a strong saturation of the gain. The independence of the
dots has the advantage, however, that carriers will not diffuse towards non-radia-
tive centres.

Key to Stranski-Krastanow growth is a lattice mis-match between film and
substrate. There has to be a strain to be relieved by the formation of hillocks on
top of the very thin 2-D layer, which makes InGaN an ideal material at higher In
compositions. Indeed, many of the quantum dot attributes mentioned above
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are recognised as already operating in these materials, but these effects have aris-
en naturally and are therefore not optimised. With the band gap of InN having
been pushed down to ≈ 0.9 eV, the deliberate growth of InGaN quantum dots
could cover the entire visible spectrum. Jiawei et al. [87], in a review of GaN-
based quantum dots, reports on structures containing a fixed 16% In (±2%) at
1.5, 3, and 5 mono-layer thicknesses that luminesce at 451 nm, 532 nm, and 656
nm respectively. The efficiency of these structures relative to the inefficient
quantum well LEDs described earlier has not been mentioned, but the principle
has been demonstrated and the growth requirements are more in keeping with
what seems to be the natural trends in these materials. Moreover, it is not strict-
ly necessary to add In to the active material. GaN quantum dots have been grown
on AlN and these too luminesce from 2.13 eV to 3.18 eV, probably because the
internal electric fields lower the emission energy.

11.5 Summary

The development of blue laser diodes has been described as a triumph in the
materials engineering of the Ill-nitrides. These materials are much more robust
than II-VI compound semiconductors, as explained by their higher covalency.
Several key steps were necessary to realise laser diodes; the development of
MOCVD; the two-step growth method; thermal annealing of Mg-doped materi-
al; and the growth of thick, quasi-bulk GaN as a substrate. Early laser diodes
demonstrated anomalous modal behaviour consistent with the formation of
cracks within the cavity, but rapid improvement in the quality of the substrates and
the epitaxial layers on top soon resulted in devices that exhibit a well-behaved
mode structure. The quantum efficiency of the devices is highest when small
amounts of In are added to the active region, corresponding to emission between
400 nm and 420 nm, though devices emitting down at 360 nm, corresponding to
the band gap of GaN, have been improved recently. The large lattice mis-match
in these materials makes them prone to alloy fluctuations, but for In concentra-
tions <10% these appear to be minimal. However, at 16% In quantum dots can
be grown that will emit over the entire visible part of the spectrum, and these
material would seem to be ideally suited to development of this type of structure.
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Problems

1. Consider the laser in figure 11.10. This has a cavity length of 670 µm.
Calculate the expected mode spacing assuming a refractive index of 2.5
and a dispersion of -0.0025 nm-1 at 406 nm and -0.0024 nm-1 at 408 nm.
2. Calculate the effective cavity length corresponding to the two emissions.
3. Consider Miyajima’s laser [75] emitting at 404 nm with a cavity length 
of 600 µm and a mode spacing of 0.038 nm. Calculate the effective refrac-
tive index assuming first, no dispersion, and second, a dispersion of -0.0025
nm-1.
4. Calculate the power reflectivity of a typical GaN facet at 400 nm and the
mirror loss for a 500 µm long cavity. What cavity length is needed to
reduce the mirror loss to that of a conventional III-V laser with a similar
cavity length?
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Chapter 12

Quantum cascade lasers

The quantum cascade laser is a triumph of solid state engineering. It exists only
as a consequence of developments in so-called “band-gap engineering” and
unlike a conventional diode laser does not rely on band-to-band recombination.
This idea was pioneered by Federico Capasso, then at Bell Labs, who, along with
others, started to develop complex quantum devices based on the idea of epitaxy
with abrupt interfaces using molecular beams. Several applications of epitaxial
growth have already been described in this book, such as double heterostruc-
tures, quantum wells, and distributed Bragg reflectors, but of these only the
quantum well represents any sort of band gap engineering. In the DBR the elec-
tronic properties are not of primary importance beyond achieving the necessary
conductivity to allow the mirrors to act as contacts. In the DH laser the width of
the active region is still large enough for the material to be considered bulk-like,
and the band gap of the active region is identical to the band gap of bulk materi-
al. In the quantum well, however, the lowest electron energy level effectively
becomes the conduction band, and so the band gap is altered over the bulk mate-
rial by the zero-point energy of both the electrons and the holes. In a material
containing many quantum wells, sometimes with barriers thin enough for the
wells to interact with each other, the effective band gap can be made to change
throughout the structure simply by altering the well width, even though the well
and barrier compositions remain fixed.

The quantum cascade laser uses this type of band gap engineering and con-
sists of a series of quantum wells and barrier which together make up both active
regions and injector regions. Usually, but not always, active regions comprise the
layers in which the radiative transitions occur among the sub-bands of quantum
wells. Injector regions, on the other hand, comprise a series of interacting quan-
tum wells-so-called “superlattices” - which give rise to a band of states, called a
“mini band” - such that electron transport perpendicular to the wells can occur.
A distinction is made here between mini-bands and sub-bands, which are the dis-
crete states localised in quantum wells whereas mini-bands are the states associ-
ated with a superlattice. They arise from a succession of interacting wells, that is
to say, wells in which the barriers are sufficiently thin that the wavefunctions are
not confined simply to one well but
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penetrate through the barriers and extend over the whole of the superlattice. The
bands also extend over a limited range in energy and the number of states in a
band is equal to the number of wells that make up the superlattice.

The design of the active and injector regions is not straightforward and can-
not be reduced to a few simple equations. It will become clear in this chapter that
numerical computation is the only tool that the designer has to ensure that a par-
ticular choice of material composition and a particular growth sequence will
result not only in the right energy levels, but also rates of population and depop-
ulation from the levels that will allow population inversion. Transport through
the mini-bands also has to be modelled numerically using Monte Carlo tech-
niques, so what follows in this chapter, unlike the descriptions of other lasers in
this book, is not a set of concepts or equations that can be used as design princi-
ples, but an exploration of some of the ideas and structures that have so far been
reported in the literature. To do anything more requires a level of understanding
beyond anything that can be given here.

A quantum cascade laser will contain several injector-active pairs so elec-
trons injected into the system cascade through and are re-used in order to gener-
ate multiple photons per electron, as illustrated in figure 12.1 [1]. Consider an
electron injected into the upper laser level (ULL) from the right. If the lower
laser level (LLL) is empty then by definition population inversion

Figure 12.1. A schematic of a quantum cascade laser (after Gmaichl et al. [1]) showing
two active regions at either end of a superlattice injector. The possibility of more than
one photon per electron is clearly indicated, but it should be noted that the photons are
emitted in the plane of the layers rather than in the growth direction as indicated above.
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between these two levels exists and stimulated emission is possible. If the
assumption is made that electrons can only reach the LLL via the ULL, and in an
ideal device this will apply, then clearly if the exit from ULL to the depopulation
level (DPL) and then to the miniband is slower than the total time from taken to
enter the ULL and to make the transition to the LLL, charge will build up with-
in the lower states of the quantum well and population inversion will be lost. For
laser action to occur, therefore, it is necessary for the dwell time in the ULL to
exceed the relaxation time from the LLL. In an ideal case electrons entering the
LLL would be swept out instantaneously, thereby presenting an empty level to
the electron in the ULL.

Population inversion in these systems is mathematically very simple. The
rate of change of the carrier concentration in the LLL, nL, can be expressed as a
function of the excess concentration in the upper and lower levels, i.e.

where τU, L are the lifetimes of the respective levels. These are global lifetimes
that represent all the possible paths out of the state, including relaxation by
phonon emission which is, in fact, the dominant relaxation mechanism. Clearly,
the presence of multiple pathways will reduce the level lifetime. In steady state,
therefore,

and

As argued, the lower level lifetime has to be shorter than the upper level lifetime.
There is a natural upper limit to the photon energy that can be obtained from

a cascade laser. Quite clearly, the energy cannot be greater than the conduction
band offset, so even for the most favourable material system, AlGaAs/GaAs,
energies will be limited to a few tenths of an electron-volt. However, one of the
features of the quantum cascade laser should be apparent by now; the emission
wavelength is independent of the band gap of the constituent materials but is
dependent instead on the width of the quantum wells in the active region, mak-
ing this type of device structure very versatile. A very wide range of energies out
into the far infra-red are possible. In mid-IR quantum cascade lasers, correspon-
ding to the wavelength range from about 5-20 µm, of which the 8-14 µm atmos-
pheric transmission window is the most important, rapid relaxation from the LLL
to the DPL is achieved by making the LLL-DPL energy separation the same as,
or very close to, the longitudinal optical phonon energy so that the probability of
relaxation by single phonon emission is very high. In GaAs this is ~ 36 meV.
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From this perspective the LO phonon energy represents a seemingly natu-
ral limit on the energy of the laser emission. It follows that if resonant phonon
emission can be used to depopulate the LLL then it can also depopulate the ULL.
If the emission energy of the laser is lowered by widening the quantum well so
that the ULL-LLL energy separation approaches phonon resonance the LLL-
DPL separation will naturally move off the resonance, leaving a very short upper
lifetime and a relatively longer lower lifetime. The possibility of population
inversion is thereby destroyed. It should be emphasised that this is a problem in
scattering rates rather than energy levels. Long wavelength luminescence is pos-
sible simply by adjusting the well width to achieve the correct energy level sep-
aration, and luminescence at 70-80 µm was reported by several groups through-
out the late 1990’s, but for a laser the additional requirement on the scattering
times out of the states is a very severe limitation. If the ULL-LLL transition ener-
gy is reduced below the phonon energy then very careful engineering of the LLL-
DPL energy level is necessary to ensure the scattering rate will allow population
inversion. Other relaxation mechanisms, such as electron-electron scattering,
become important at such low subband separations. Even so phonon scattering
can still be used with the correct design of laser, but the problem wasn’t solved
until 2001, since when laser emission wavelengths out to ~ 100 µm have been
achieved. The quantum cascade laser is thus a very powerful tool for long wave-
length applications in both communication and medicine.

This use of subbands is a significant departure from other diode lasers, but
it’s not the whole story. It is only the “quantum” but not the “cascade”, and this
is the second, and perhaps most radical, departure from conventional laser tech-
nology, for the electron is re-used in other laser transitions. An electron leaving
the DPL enters the miniband states of the next injector region and is transported
through the superlattice into the ULL at the other end. Minibands in superlattices
are described in detail on page 390. It is sufficient for the present to realise that
minibands arise from the interacting states of a series of closely spaced quantum
wells. If all the wells and barriers are identical the minibands lie at a common
energy throughout the structure, and the bottom of the lowest miniband effec-
tively becomes the conduction band edge within the structure. However, under
an applied field this miniband will not be flat, as in figure 12.1, but will in fact
break up into a series of discrete states called a Wannier-Stark ladder. In the
quantum cascade laser it is necessary to design the injector region so that the
electron states of the interacting quantum wells align under the action of an elec-
tric field to produce a mini band that is essentially flat. This is achieved by grad-
ing the thicknesses of the layers and also the composition within the layers, so
that under zero applied bias the band offsets resemble more of a saw-tooth struc-
ture than a square well. As the electron is transported through the mini band, its
energy relative to the bottom of the well, which is essentially the bulk conduc-
tion band edge, increases, and the electron emerges from the mini band at the
next ULL. In this way electrons are re-used
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in the lasing process, unlike the conventional diode laser where the band-edge
recombination removes the electron from the lasing process.

The full extent of the numerical computation necessary to design a quantum
cascade laser should be apparent by now. Not only is it necessary to solve the
Schrödinger equation to calculate the wavefunctions of the states in the wells,
especially if, as in figure 12.1, the states at either end of the laser transition
extend over two or three wells, but it is also necessary to simulate the transport
and scattering processes. The variation of the energy of the states with applied
voltage has to be considered as part of the design, and normally will involve dif-
ferent states of the different wells being brought into resonance at a particular
applied field. In addition, of course, the superlattice states also have to be
designed to allow transport at the same electric field as the laser transitions occur.
The only effective way to do this is to design a structure and to simulate its oper-
ation using whatever simplifications and approximations are appropriate. It has
been reported, for example, that full details of the transport will not be revealed
without a full stochastic Monte Carlo simulation, as details of the electron dis-
tributions in the states and the minibands, as well as the effective electron tem-
perature, are all but impossible to determine analytically [2]. Calculations of the
electron-electron and electron-phonon scattering suggest, however, that the elec-
trons in the various states reach thermal equilibrium among themselves, but not
necessarily with the lattice, so they can be regarded as having the same temper-
ature even if its absolute value is uncertain [3]

Even the full details of the electron-phonon scattering are hard to compute,
but the calculations are probably accurate enough for the electron energies
involved. Certainly, such calculations are beyond the scope of this book, but the
underlying principles can be described. In essence, the calculation proceeds by
defining a deformation potential for the formation of the phonon, i.e. the effect
on the lattice potential of displacing an ion. For small displacements this poten-
tial has the form of simple harmonic motion, which results from a Taylor expan-
sion of the potential to second order and putting the linear term to zero because
the ion rests at a potential minimum. It is assumed that this potential interacts
weakly with the electron so that Fermi’s Golden Rule can be applied, which of
course calculates transition rates in terms of a matrix element. The matrix ele-
ment can only be calculated accurately for real systems by numerical integration,
as the wavefunction itself has to be calculated numerically by solution of
Schrödinger’s equation. The inverse of the scattering rate gives the lifetime.

Similarly, electron-electron scattering rates can also be calculated [4-6], but
self-consistent calculations are very difficult. That is, scattering rates usually
depend on the electron density but if scattering changes the population of a state
then strictly the scattering rate should also change in response. However, static
populations are normally used to calculate the scattering rates. Electron-electron
scattering can be inter-subband in nature, such that electrons
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are transferred from one subband to another, or intra-subband, such that the elec-
trons involved remain within the same subbands, but exchange energy and
momentum. In particular, Harrison [3] has identified a “bi-intrasubband” mech-
anism in which two electrons, which may be in different sublevels or in the same
sublevel, interact with scattering rates of the order of 1013 -1014 s-1 for all realistic
temperatures but the final sublevels do not change. The populations do not
change as a result of such scattering but the exchange of energy and momentum
between the electrons means that the electrons in all the subbands can be con-
sidered to have the same uniform temperature. Quite what this temperature will
be is difficult to say but it will, in all likelihood, exceed the lattice temperature.
So, whilst the inter-subband electron-electron scattering rates are generally much
lower than the intra-subband scattering rates, inter-subband electron-electron
scattering can dominate over phonon scattering both at low temperatures where
the phonon density is low and at small intersubband energy separations corre-
sponding to far infra-red emissions.

In summary, quantum cascade lasers differ from conventional diode lasers
in several ways:

• the devices are unipolar; that is to say, only one carrier type is involved;
• population inversion is achieved between sub-bands of a quantum well
system rather than between electron and hole states;
• the dependence of the lasing wavelength on band gap is therefore bro-
ken, and a very wide range of wavelengths can be engineered in well-
behaved and well-understood materials systems such as GaAs/AlGaAs;
• the wavelengths extend from the near infra-red to the very far infra-red
close to 100 µm;
• the localised and discrete nature of the lasing energy levels means that
the system appears to be almost atomic-like, with the exception that of
course in-plane dispersion exists
• the in-plane dispersion in each sub-band is of the same sign, unlike
bipolar devices, so even if transitions occur between states at in-plane k ≠≠
0 the wavelength is very similar to transitions at k=0 (see figure 12.2), and
the gain spectrum is correspondingly narrow;
• charge neutrality cannot exist in the same way as in the bipolar device,
in which equal concentrations of electrons and holes are injected;
• space charges will exist therefore within the quantum well, which can
only be offset by background doping;
• the linewidth is expected to be almost Schawlow-Townes - as like the
refractive index in this wavelength region is determined principally by
electronic transitions at much higher photon energies, leading to a very
small linewidth enhancement factor.

In some respects, however, the devices are similar:
• Light emission occurs perpendicular to the direction of current flow.
• Optical confinement is achieved through the use of wave guiding struc-
tures.
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• The cavity reflectors can be formed by cleaving or through the fabrication
of distributed Bragg reflectors.

Not only is the detailed theory of quantum cascade lasers too complex to describe
simply, but it is less than 10 years since the first report of a practical quantum
cascade laser appeared in the press and the field is still rapidly developing. Much
theoretical and experimental work on gain [7-9] and transport [10-12] has
already been done in addition to that already referenced. It is left to the interest-
ed reader to seek out these works; what follows in this chapter are some of the
simplified theoretical considerations by way of explanation of the differences
summarised above as well as some of the significant developments that have
taken place in recent years.

12.1 Quantum cascade structures

The unipolar nature of the quantum cascade laser offers a degree of flexibility to
the device designer that bipolar devices do not. The wavelength range of the
bipolar devices is limited by the quality of materials available, and even though
low band gap materials exist that will allow laser operation in the 2 µm-5 µm
wavelength range (see chapter 10), extending the wavelength beyond this poses
real difficulties in terms of epitaxial growth and carrier confinement. The quan-
tum cascade laser overcomes these difficulties by relying not on fundamental
material properties such as the band gap but on engineered properties such as the
subband spacing. The choice of materials is irrelevant to some extent, provided
of course that the conduction band offsets are large enough for effective con-
finement at the lattice matched composition and the

Figure 12.2. The contrast between the gain spectrum of a unipolar quantum cascade
structure and a conventional bipolar device. The similar dispersion for the upper and
lower laser levels of the uniploar device results in a similar transition energy irrespec-
tive of the in-plane wave vector whereas the bipolar device has widely separated maxi-
mum and minimum transition energies caused by the seperation of the Fermi levels.

© IOP Publishing Ltd 2005



material growth is well enough controlled to allow abrupt interfaces in well
defined layer sequences. Lattice matching is essential because of the total thick-
ness of a typical device. Any sort of strain built up over the layer sequence will
result in relaxation unless the strain can be compensated, and whilst such systems
have been demonstrated in the laboratory [13] they are far from commercialisa-
tion.

Quantum cascade lasers have employed several different schemes for the
active regions. The first laser [13] utilised a diagonal transition rather than the
vertical transition shown in figure 12.1. In a diagonal scheme the final state of
the transition is centred on a different well from the initial state so the electron
must move sideways in real space. Such a requirement increases the upper state
lifetime, which is essentially dominated by optical phonon scattering. Central to
the diagonal transition is the notion of “anti-crossing”. The confined states move
in energy with the application of an electric field but of course the motion is rel-
ative to the point of reference. Some states will move up and others will move
down, but when they coincide in energy they will anti-cross, as in figure 12.3.
The states are resonant at this point and coupling between the two occurs. The
subbands of the active region are designed to anti-cross at the operational elec-
tric field of the laser.

Lasers based on inter-subband transitions have been reported at various
wavelengths in the near infra-red, at various powers and temperatures of opera-
tion. A sense of the progress can be gleaned from Table 12.1, in which some of
the experimental devices that have appeared in the literature are

Figure 12.3. Anti-crossing in states of adjacent quantum wells.
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described. Most noticeably, the peak powers and operating temperatures have
improved steadily with time, though the extension of the quantum cascade con-
cept to the GaAs material system took some time, the earliest devices all exploit-
ing the InGaAs-InAlAs system. The list of devices and achievements given in
table 12.1 is by no means comprehensive and the structures themselves will not
be described as they differ mainly in the layer sequence rather than the compo-
sition. The distributed feedback reflectors described by Hofstetter et al. are
chemically wet-etched into the top waveguide layer from the surface down to a
depth of 100 nm for the lasers at 5.3 µm [18] (grating period = 825 nm) and 400
nm in the lasers emitting at 10.16 µm [22] (period 1.59 µm). The semiconduc-
tor/air interface is thus a vital part of the waveguide structure, which is of course
a potential weakness of the device. However, these structures are a long way
from commercialisation. Gmachl et al. [20] preferred to regrow a thick InP layer
over the grating, but the problem with all-semiconductor waveguides, and one
neatly avoided by Hofstetter et al., is free-carrier absorption, which was shown
in chapter 4 to depend on the square of the wavelength. The top part of the wave-
guide must also serve as the contact layer and some absorption of the laser radi-
ation is inevitable.

In addition to the discrete subbands in quantum wells some lasers have been
designed with a superlattice active region so that optical transitions occur from
the bottom of one miniband to the top of another. Minibands are less susceptible
to imperfections in the growth as there exists a range of energies into which elec-
trons can be injected.A typical such device is a 9 µm
Ga0.47In0.53As/Al0.48In0.52As superlattice structure grown by gas source MBE at
the Center for Quantum Devices at Northwestern University, Illinois, and
described by Razeghi and Slivken [23]. The active region comprises six well and
barrier pairs and the injector comprises seven well and barrier pairs as detailed
in table 12.2. Several such active/injector stages will be included in a
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single device, so the necessity to produce 26 layers per stage of an accuracy
much greater than 0.1 nm illustrates the demands of the growth technology.
Furthermore, in mid-IR ranges the dominant optical interaction in matter is free
carrier absorption so the background doping has to be very carefully controlled.
If it is too high the absorption losses will be large but if it is too small it will not
counteract the space charge induced by high electron injection, which will sub-
sequently distort the internal electric field and disrupt the laser operation.

After growth the devices are patterned into ridge or double channel wave-
guides by photolithography and chemical or plasma etching. The waveguides are
typically 15-25 µm wide (which would normally be considered as a broad area
in high power double heterostructures but because of the longer wavelength will
still support a single lateral mode) and then cleaved into 3 mm long cavities. At
room temperature these lasers are capable of delivering peak powers of 7 W at
3.26 A with a slope efficiency of 4.4 W/A, which equates to 32 emitted photons
per injected electron. Operating temperatures up to 470 K have been achieved.

12.2 Minibands in superlattices

Minibands can be best understood through the Kronig-Penney model, which was
first published in 1931 [24] as an explanation of the band structure of solid state
materials in terms of the propagation of an electron inside the periodic potential
due to the atoms in the lattice. The form of the model successfully predicts the
existence of bands inside solids but the potential is assumed to be square, and
therefore not representative of real bulk materials. For this reason it has never
really found much use in the calculation of real band structures, although it has
not been entirely forgotten [25]. However, with the advent of the

© IOP Publishing Ltd 2005



superlattice the Kronig-Penney model has found renewed favour because the
square potential is nothing less than an idealisation of the abrupt band structure
of the heterostructure superlattice. Indeed, Leo Esaki, the founder of modern
semiconductor quantum engineering, reports that in making the first super-lattice
he was in fact trying to make a practical Kronig-Penney structure [26]. It is not
surprising, therefore, that the Kronig-Penney model should apply so well to these
structures.

The Kronig-Penney potential is shown in figure 12.4. A potential barrier of
width b and height U0 alternates with a potential well of width a. There are at
least three methods of calculating the properties of an electron propagating in
such a structure; the boundary matching method, the transfer matrix method, and
the Green’s function method. The transfer matrix method is a standard formula-
tion for treating wave propagation in periodic structures and relates the wave
properties, i.e. amplitude and phase, in one layer to the wave properties in the
preceding layer, but it is easy to lose sight of the essential physics in the process.
The Green’s function method is inherently mathematical and will not be
described further, so the boundary matching method will be used here. In
essence, this requires the electron wavefunction and its derivative to be continu-
ous across each interface in the structure, thereby matching the wavefunction and
its derivative at each boundary.

We start, as before, with Schrödinger’s equation.

where

and V(r) is the spatially varying potential. All other symbols have their usual
meaning. In the Kronig-Penney model as first envisaged the square potential is
intended as an approximation to the lattice potential itself, but here the square

Figure 12.4. The square potential Kronig-Penney model.
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potential represents the superlattice conduction band which is super-imposed
onto the lattice potential. This is an important difference between the two cases.
In the presence of the lattice potential only the wave function is given by the
Bloch function (see Appendix III)

but in the superlattice we resolve the potential into its lattice (L) and superlattice
(SL) components

and write the wave function as

where un0(r) is the Bloch function of the nth band at k = 0, as explained in appen-
dix III, and F(r) is a slowly varying envelope. Strictly, for this formalism to apply
the potential USL(r) also has to vary slowly, which clearly it does not. It is for this
reason that the superlattice is divided into its constituent parts of well and barri-
er with an effective wavefunction defined in each, which, together with the deriv-
ative, are matched at the boundaries. Strictly, it is the envelope function rather
than the Bloch function that is matched at the boundary, because the Bloch func-
tion varies on the scale of the underlying lattice. Moreover, because the super-
lattice wells and barriers are lattice matched the Bloch function retains its perio-
dicity across the boundary, and as with the treatment of the confined states in a
quantum well, the Bloch function can be discarded. Therefore, the superlattice
envelope function is replaced with a wavefunction

which is itself a Bloch function but periodic in the superlattice period d = a + b.
The wave functions in both the well (A) and the barrier (B) can be defined.

It follows immediately that

so the four boundary conditions of interest can be defined as

and

© IOP Publishing Ltd 2005



The wavefunction can be constructed from a mixture of left and right propagat-
ing plane wave functions. Within the well, 0 <z ≤ a

where CA and DA are amplitude coefficients, and within the barrier, a < z ≤ d

where the wavevectors are

and

For an electron energy E<U0 the wavevector kB is imaginary, and the transfor-
mation can be made

where KB is real and corresponds to E>U0. Substituting the well and barrier
wavefunctions into the four boundary conditions leads to a set of simultaneous
equations for which the determinant must vanish. The solution to this equation
for E<U0 can be written [26]

where

A similar expression exists for the case E>U0.
In solid state physics texts dealing with the atomic Kronig-Penney model

this expression is often simplified by assuming that the barrier thickness tends to
zero in the limit as U0 tends to infinity and also that the effective masses are both
unity [27]. This is clearly not appropriate for a superlattice and which the barri-
er width and height are fixed by the details of the growth, but it is instructive
nonetheless to make the assumptions. Then

where P is a positive finite number. This function is plotted in figure 12.5 for P
= 2π. The straight lines at F(kAa) = ± 1 represent the limits of the cosine on
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the right hand side. Values of F(kAa) lying outside this range are, by definition,
invalid, and these define the energy gaps by way of forbidden values of the
wavevector. The boxes represent the energy bands spanning the range |F(kAa)|<
1. At low kAa the bands are narrow and widely spaced but as kAa increases the
bands become wider and the gaps narrower. Mathematically, the first term on the
left hand side dominates for low values of kAa but this rapidly decays and gives
way to the cosine term on the left hand side for large kAa. The function F(kAa)
therefore has no regions of invalidity at large kAa and the energy gaps disappear
as the bands touch. For smaller values of P the bands will merge at lower values
of kAa but there will always be an energy gap at low energies.

The same general results apply to superlattices, but the limitation of a def-
inite barrier width and a finite barrier height means that above barrier states will
exist. These will also exhibit band gaps for electron energies just above the bar-
rier but at high electron energies the bands will merge to form a continuum.
These states are not of primary interest in the quantum cascade laser, so figure
12.6 shows the confined states of a GaAs/AlGaAs Kronig-Penney superlattice as
a function of both well width and barrier width [26]. “Confined” in this context
means that the electron energy lies below the barrier height, but of course it is the
nature of a superlattice that, unlike a single quantum well with wide barriers,
electrons can propagate along the superlattice. For the well-width dependence a
fixed barrier width of 5 nm was assumed and similarly for the barrier width
dependence a fixed well width of 5 nm was assumed. The conduction band off-
set, i.e. barrier height, occurs at ~ 190 meV so for a well thickness of zero, cor-
responding to bulk AlGaAs there are no states in the well. It is easy to imagine
the top of the first band continuing up in energy and

Figure 12.5. Solution of the Kronig-Penney model.
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meeting the y-axis at ~ 370 meV, where in fact it coincides with the bottom of
the second band. There are therefore no band gaps at zero well-width, which is
what would be expected on intuitive grounds.

The band states behave very much like the confined states of an isolated
well, with the obvious exception of the width of the band, which is a direct result
of the communication with neighbouring wells. Thus, the first band starts to
descend into the well immediately the well thickness exceeds zero but doesn’t
become fully confined until a thickness of 1.7 nm, at which point the top of the
band descends into the well. The band energy decreases with well width, as does
the width of the band. In effect the electrons spend more time in the well than in
the barriers and there is correspondingly a much smaller probability, though still
non-zero, of communication with neighbouring wells. Eventually, as the well
width increases above 5.3 nm, the second band descends into the well. In this
particular configuration no third band is present within the well, but in fact a
third and fourth band do exist above the barrier height. These bands exist because
even though the wavevector is real at every point within the superlattice the dis-
continuous change in potential at the interfaces leads to discontinuous changes in
the wavevector, and because the system is periodic stop bands will occur for any
wavevector satisfying the Bragg condition (see chapter 9). At any given well
width the band gap narrows as the electron energy increases and the bands
become wider, in accordance with figure 12.5, so eventually a continuum of
states forms above the barrier. As in the bulk, the bands can be described with
reference to a mini-Brillouin zone corresponding to momenta ±mπ/d, where d is
the superlattice period.

The effect of increasing the barrier width can also be understood by similar
intuitive reasoning. At zero barrier width the band structure should

Figure 12.6. Superlattice states in a GaAs/A1GaAs periodic structure. (After Steslicka
[26].)
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conform to the GaAs band structure, and in figure 12.6 the band extends over the
whole energy range of the well. This well is deep enough for one confined state
only at a width of 5nm and as the barrier width increases the band becomes pro-
gressively narrower until eventually it becomes a discrete state at ~ 70 meV. In
effect all communication with neighbouring wells has ceased and the electron is
isolated. Above the barrier, bands exist but the bands are in fact widest for nar-
row barriers. For wide barriers the band widths decrease but so also do the band
gaps, because the bands must tend to the continuum of states.

The superlattice structures described above are uniform and therefore the
minibands are also uniform, but the electronic structure is modified under the
presence of an electric field. In a bulk material the conduction band will simply
have the potential associated with the electric field super-imposed upon it, but in
a superlattice the effect of the electric field is to separate in energy the individ-
ual states of the quantum wells so that they are no longer in resonance and no
longer interact. The superlattice breaks up into a series of discrete states at well
defined energy intervals, a so-called Wannier-Stark ladder [28]. In a quantum
cascade laser the layer thicknesses and compositions are graded so that at zero
field states do not align but under the action of an electric field these states are
brought into resonance and a miniband is formed. This is somewhat different
from the idealised superlattices described above but the principle remains the
same. The miniband states arise from interacting states of a series of quantum
wells, and the number of states within a mini band corresponds to the number of
interacting wells. In addition, the mini band extrema correspond to the mini
Brillouin zone boundaries.

12.3 Intersubband transitions

The selection rules for interband optical transitions were derived in chapter 6
using the envelope functions in the growth direction whilst retaining the period-
ic Bloch functions in the plane of the well. The principal restriction on heavy
hole valence band-to-conduction band transitions was shown to arise from the
magnitude of the envelope function overlap integral. For states with the same
sub-band index the overlap integral is the highest, but where the sub-band indices
differ (odd-even or even-odd) transitions are forbidden. For intersubband transi-
tions, however, the selection rules are reversed; odd-to-odd or even-to-even tran-
sitions are generally forbidden, but even-to-odd transitions, and vice versa, are
allowed, as the momentum operator is a differential and flips the parity of the
final state (figure 12.7). As the intersubband states are derived from the same
basis set - the conduction band for electron states and the valence band for hole
states - flipping the parity has the effect of making the overlap integral for odd-
to-even transitions non-zero. In figure 12.1, for example, the lower state of the
transition has almost opposite parity from the upper state.

© IOP Publishing Ltd 2005



Intersubband transitions in quantum wells can also exhibit very large oscil-
lator strengths. Following West et al. [29] the electric dipole approximation will
be used assuming the states of an ideal infinite square well potential. This
replaces the electromagnetic interaction Hamiltonian -qlm.A · p with the dipole
operator -q. E ·r, where q is the electronic charge, r is the position vector, A is the
scalar potential, and E is the electric field (see Appendix V). Physically this cor-
responds to the classical idea of an electric field E exerting a force qE which acts
over, i.e. displaces the charge, a distance z. The negative sign implies that ener-
gy is gained from the electric field and that work is done on the charge in mov-
ing it against the field to a higher potential. The essence of the dipole approxi-
mation is that the wavelength is large compared with the dimension of the quan-
tum system under consideration. It is often used in atomic systems where the
atom is of the order of an Angstrom or so and the wavelength of visible light is
at least 300 nm, and in the quantum wells considered here the intersubband tran-
sition energies correspond to wavelengths several micrometres long whereas the
well is just a few nanometres thick. The momentum matrix element is dispensed
with and the integral over the product of states can be derived quite easily.

Assume now an idealised infinite square well potential with wave functions
[29]

where kt is the transverse (in-plane) wave vector and kq = π/Lw is the wave vec-
tor in the growth direction z, with Lw being the width of the well and n is the
quantum number of the state. The average dipole moment is

Figure 12.7. Intersubband transitions between states of different parity.
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Using the identity

and integrating over the width of the well only (the wavefunctions go to zero at
the well boundary), then the dipole matrix element becomes

where use has also been made of the normalisation of the constants

The oscillator strength is given by

For a finite well these oscillator strengths are modified somewhat by the pene-
tration of the wavefunction into the barriers, and for coupled wells, such as those
illustrated in figure 12.1, where the wavefunction extends across more than one
well, the oscillator strength is given by the numerical integration of the product
of the two wavefunctions of the states at either end of the transition. If the well
design is asymmetric the selection rules are not so stringent because the wave-
functions themselves are not simple harmonic functions and do not have well
defined parity. Indeed, it is even possible that transitions will occur diagonally
from one well to an adjacent well, as already discussed.

The polarisation properties of the laser are not affected by the symmetry of
the wells. The fact of a dipole operator acting on envelope functions in the z-
direction implies an electric vector in the z-direction, so quantum cascade lasers
tend to be polarised with the magnetic vector in the plane of the well, say in the
y-direction, and the light propagating also in the plane of the well but in the x-
direction.

12.4 Intersubband linewidth

The assumption of similar effective masses for the different intersubband states
is not always realised in practise, and of course a different mass means a different
in-plane dispersion. This causes the linewidth to broaden and affects the shape of
the gain spectrum [30]. Within the Kane model the effective mass of the nth con-
duction subband is given by
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where En(0) is the energy of the nth band at kxy = 0 and EG is the band gap ener-
gy. For two states E2(0) - E1(0) = 0.3 eV in InGaAs the effective mass ratio
m2/m1 is large at 1.5, which leads to a linewidth as shown in figure 12.8. The
linewidth is highly asymmetric with a tail extending to the long wavelength side.
The inset shows the linewidth calculated for equivalent effective masses, i.e.
identical dispersion. The shape is Lorentzian with a very narrow width (FWHM
~ 0.2 meV) and a strong temperature dependence. At a temperature of 200 K the
line has broadened considerably and the height has been reduced by a factor of
~ 9. The corresponding calculations for T = 300 K and T= 400 K are not shown
as the magnitude is too small to be visible.

Figure 12.8. The lineshape for inter-subband transitions corresponding to different in-
plane effective masses at different lattice temperatures with the same calculation for
equal masses shown inset. (After Gelmont et al.)

Figure 12.9. Gain spectra calculated from the lineshapes shown in figure 12.8 at differ-
ent population ratios. (After Gelmont et al.)
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For subbands with different dispersion, however, the linewidth becomes
much broader, extending over a range of ~ 15 meV. The shape arises from the
transitions at higher energy corresponding to in-plane k ≠ 0. The calculations
considered in-plane phase relaxation by intra-subband scattering only, as inter-
subband scattering at such high energies relative to the phonon energy is consid-
erably slower than the intra-subband scattering. Moreover, the important tem-
perature identified is that of the electrons rather than the lattice, as fixing the lat-
tice temperature at 100 K and varying the electron temperature produced almost
identical results. Substituting this linewidth into a standard expression for gain -
in this respect the quantum cascade laser resembles conventional edge-emitting
devices - yields the gain spectra shown in figure 12.9 with the ratio η = η1/η2 as
shown. For η = 1 population inversion does not exist and the gain is negative cor-
responding to absorption. Over a small energy range, however, positive gain
exists due to the effective population inversion caused by the differences in dis-
persion between the two subbands (figure 12.10).

12.5 Miniband cascade lasers

There are several advantages if the transitions take place between minibands
rather than discrete subbands, and several lasers emitting over a wide range of
wavelengths have been demonstrated. The wavelength is determined principally
by the energy separation between the minibands, for the oscillator strength is
maximised at the mini-zone boundary. Optical transitions in mini-bands have
been discussed extensively by Helm [10] in terms of a modified sum rule. In
atomic systems the oscillator strength obeys the so-called f-sum rule

Figure 12.10. Intersubband transitions between subbands with different effective mass-
es. The intersubband phonon scattering is also illustrated.
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which is modified in a superlattice by the presence of the effective mass mSL,
defined as

to be

Transitions from the bottom one miniband to the top of the miniband immedi-
ately lower in energy therefore have a higher oscillator strength than transitions
from the top of the miniband to the bottom of the miniband, as shown in figure
12.11. An electron at k = 0 can also make intra-band transitions, which, from the
sum rule, must reduce the oscillator strength for the inter-band transition. At k -
π/d, however, the intra-band transitions are of an opposite sign representing the
absorption of energy, so the oscillator strength for the downward transition is
increased. It doesn’t matter that the transitions occur at the zone boundary, for
that is simply a consequence of the band index. For transitions occurring between
the third and second minibands, for example, the transitions would occur at the
zone centre.

Population inversion is easier to achieve in a superlattice active region pro-
vided the electron temperature is low enough for the bottom miniband to remain
largely empty and provided the width of the miniband is larger than the optical
phonon energy. If the electron temperature is too high then all the states in the
miniband will be full and scattering between states will not occur. However, in
an empty miniband the intra-miniband scattering times are usually much shorter
than inter-miniband scattering times so that depopulation of the lower laser level
is readily achieved. Similarly the doping level must be such that the Fermi level
lies well below the top of the lower miniband. However, there is an additional
requirement on the doping level. It should be optimised to ensure that the elec-
tric field does not penetrate significantly into the

Figure 12.11. Enhanced oscillator strength at the miniband zone boundary.
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superlattice so that the field is dropped almost entirely across the injector region.
These ideas were first demonstrated at λ= 8 µm in an eight period superlat-

tice with 1 nm thick barriers of Al0.48In0.52As and 4.3 nm thick Ga0.47In0.53As
wells [31]. The fact of eight periods means that each mini-band comprises 8
states with an electroluminescence spectrum 30 meV wide compared with 10
meV for similar quantum cascade structures. This increases the threshold current
somewhat despite the high oscillator strength of approximately 60, and an intra-
miniband relaxation time of ~0.1 ps compared with the optical mode phonon
scattering time of ~ 10 ps from the bottom of the second miniband to the top of
the first miniband. An intrinsic superlattice has also been proposed [32], the main
difference being that the dopants are placed in the injection and relaxation
regions so that the dopants are separated from the extrinsic electrons. The elec-
tric field generated by this mechanism exists primarily in the active regions and
is then cancelled by the applied field to give a similar profile as shown in figure
12.12.

As well as inter-miniband transitions, structures can be designed so that
transitions occur between a bound state and a miniband [33, 34] (figure 12.13).
The essential idea is that a chirped superlattice gives rise to minibands under the
influence of an electric field. These bands are never truly flat, but extend rea-
sonably uniformly over a limited region of space until they break up to form the
next miniband. In this scheme there is no separation of the active and the injec-
tion regions, as occurs in other devices, as the lower laser level and the injector
are one and the same miniband. However, a single narrow well placed at strate-
gic points within the superlattice gives rise to a discrete state which acts as the
upper laser level. The upper miniband is effectively redundant. One of the poten-
tial disadvantages of this design is the low oscillator strength, as understood from
the sum rule, and the relatively large linewidth. Transitions from the upper laser
level to various points within the miniband are possible,

Figure 12.12. A schematic of a superlattice cascade laser.
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leading to a linewidth of some 20 meV or so [34]. However, this is offset by the
realisation that room temperature operation will in any case cause a thermal
broadening of this magnitude, and the advantage of the fast depopulation rate of
the lower laser level makes this an attractive scheme for high temperature oper-
ation.

12.6 Terahertz emitters

The Terahertz frequency range is a part of the electromagnetic spectrum where
radiation sources have been difficult to fabricate. Quantum structures can be
designed with energy levels corresponding to this frequency range, and reports
of electroluminescence at wavelengths out to 100 µm are common in a variety of
materials systems. Converting this electroluminescence to coherent radiation is a
difficult problem that has only recently been overcome. The essential difficulty
is to design a structure with at least three levels such that there is a narrow ener-
gy separation between two upper levels with the lifetime in the upper level being
longer than the lifetime in the lower level. For laser wavelengths greater than 35
µm, corresponding to the optical phonon energy in GaAs, scattering from the
upper level by optical mode phonons can be discounted, but if the energy sepa-
ration between the depopulation level and the lowest laser level is also less than
the phonon energy, then phonon scattering out of this state can also be discount-
ed. Therefore similar mechanisms of depopulation will apply to both the upper
and lower laser levels and population inversion will be very difficult to achieve.
The key to terahertz laser operation is therefore to design a system as illustrated
in figure 12.14 in which the upper two levels have a low energy separation and
the lower two levels correspond to the optical mode phonon energy for rapid
depopulation.

Such a complicated energy level scheme cannot be designed using a single
symmetric well. Stepped asymmetric quantum wells have been proposed [35], as
well as double and triple quantum wells [35-37]. The asymmetric well system is
not easy to understand intuitively, so let’s concentrate instead on the

Figure 12.13. A bound-continuum cascade laser. (After Faist et al. [33].)
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double or triple well system. A wide well is used to provide the upper and lower
laser levels corresponding to n  = 1, 2 of this well, and the adjacent narrow wells
are used to provide intermediate levels corresponding to their n=1 levels (figure
12.15). The well width essentially determines the energy level and the barrier
width determines the dipole matrix element via the overlap integral of the states.
For very narrow barriers the penetration of the wavefunction into the adjacent
wells becomes large and the overlap integral is correspondingly increased,
whereas in the limit of very wide barriers the states would remain isolated and
transitions from the states originating in one well to the states originating in
another would be forbidden.

The three-well system of figure 12.15 was designed with optical pumping
by a CW CO2 laser in mind. Such systems were extensively investigated before
electrical pumping was realised because of the relative simplicity of the optical-
ly pumped structure [37]. Optical pumping has the advantage that the electron
injector regions can be ignored, and provides a system by which model calcula-
tions of transition rates and the like can be tested experimentally. The design of
FIR semiconductor lasers depends crucially on the optimisation of the relative
transition rates among the various levels, including electron-phonon and elec-
tron-electron scattering. These can be calculated from Fermi’s Golden

Figure 12.14. The basic energy level scheme for THz emission.

Figure 12.15. Energy levels from adjacent wells provide the key to THz emission.
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Rule using appropriate deformation potentials, phonon modes, and electron den-
sities, but self-consistent calculation is difficult. A full Monte Carlo technique,
where the trajectory of several independent electrons is computed according to
standard statistical methods, should really be employed in order to understand
such structures [38, 39], but the very fact that such calculations are necessary
means of course that a succinct description of the principles behind the designs
[40] is beyond the scope of this book. For electrical injection into a cascade
structure, it is necessary to have only three levels from two quantum wells with
injection directly into the upper laser level [41]. Alternatively, bound-to-contin-
uum transitions might be used [42], or superlattice lasers [43], possibly chirped
[44], to give relatively low threshold, long-wavelength (~ 66 µm) devices.

12.7 Waveguides in quantum cascade structures

Waveguiding structures in quantum cascade lasers present a serious technologi-
cal challenge to the laser manufacturer. In waveguides based on the convention-
al refractive index difference the optical penetration into the cladding layers is
proportional to the wavelength, which can be very long in the case of THz
devices. If the cladding layer is not thick enough to contain the entire optical
field some irreversible leakage, i.e. loss, out of the guide will occur. Of course,
if the core of the guide is itself optically thick then for the fundamental mode the
optical field at the core-cladding interface is small compared with the field at the
centre of the guide so the loss from this mode will be small. However, power will
also propagate in the higher order modes and these will be more lossy. If con-
ventional waveguides are to be built then structures several times thicker than the
wavelength need to be grown. Even in the GaAs/AlGaAs system difficulties
occur for thicknesses greater than ~1.5 µm due to residual strain in the AlGaAs,
so alternative approaches are necessary.

Sirtori et al. [45] proposed the use of heavily doped GaAs cladding layers
for mid-IR wavelengths in the range 5-20 µm, and demonstrated the principle on
a laser emitting at 8.92 µm. Heavily doped GaAs (n ≈ 5 × 1018 cm-3) has a plas-
ma frequency around 11 µm, and around this wavelength the real part of the
refractive index decreases. Heavily doped GaAs cladding layers will therefore
provide a large refractive index difference at the wavelength of interest. The
active region itself was quite small and consisted of only 36 periods, totalling just
over 1.5 µm thickness, but was embedded in ≈  3.5 µm of moderately doped
GaAs (n ≈ 4 × 1016 cm-3) on either side adjacent to which was the highly doped
layer. GaAs rather than AlGaAs was used for the simple reason given above that
the thickness of AlGaAs is limited but GaAs on the other hand can be grown
much thicker. The structure is illustrated in figure 12.16, along with the refrac-
tive index profile. The highly doped GaAs layers

© IOP Publishing Ltd 2005



(black) have a refractive index of 2 compared with 3 for the moderately doped
GaAs, and this is sufficient to confine the optical field fully within this structure.
The active region has a slightly lower refractive index because of the presence of
AlGaAs barriers, but the effect is small and doesn’t significantly alter the con-
finement properties.

Such high doping levels inevitably leads to absorption at long wavelengths,
and in this structure the extinction coefficient, i.e. the imaginary part of the
refractive index, is estimated to be k = 0.1 falling abruptly to 10-4 in the moder-
ately doped regions. By way of comparison, the absorption depth at this wave-
length for k = 0.1 is about 7 µm, but that strictly applies to a normally incident
plane wave. Nonetheless, the cavity length will be several hundreds of microme-
tres long and the fact of such a high extinction coefficient will lead to consider-
able loss, calculated by the authors of this structure to be 1740 cm-1, which is
approximately 90% of the total waveguide loss despite an optical overlap in the
heavily doped regions of 0.008. Losses in heavily doped cladding layers such as
this therefore represent the most significant source of loss in the cavity, but are
in fact an unavoidable consequence of this type of waveguiding structure. The
loss itself is not the most important parameter; it has to be put into the context of
the laser structure. That is to say, at threshold the modal gain matches the total
loss,

where g is the material gain, ΓAR is the confinement factor for the active region,
and the subscripts T, M and C refer respectively to the total loss, the mirror loss,
and the cavity loss. The cavity loss includes the effects of the waveguide struc-
ture, so the threshold condition is given by

The ratio of loss to optical confinement therefore represents a more important
figure of merit than the loss itself, because if the optical confinement factor is
increased by including a lossy layer the laser might still exhibit a lower thresh-
old.

Figure 12.16. A waveguide structure based on carrier induced refractive index changes
in the infra red. The heavily doped layers are shown in black.
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Waveguides for longer wavelengths utilise a particular property of thin
metal films that at long wavelengths where the real part of the dielectric constant
is large and negative such films, when bounded by a dielectric with a real and
positive dielectric constant, will support an electromagnetic mode that will prop-
agate over large distances [46, 47]. In fact, the condition on the dielectric con-
stants is not so strict and modes will propagate over a wide variety of wave-
lengths. Under the conditions described above the electromagnetic mode that
propagates has a magnetic vector parallel to the interface and an electric vector
perpendicular to the plane of the film, which is consistent with the polarisation
properties of the emitted radiation. Therefore a metal contact placed over the
active region serves two purposes; to act as a contact and to act as waveguide.
This waveguide will act as such over a wide range of frequencies, but of course
if the imaginary part of the dielectric constant of either the metal or the semi-
conductor is non-zero some attenuation of the propagating beam will occur.

The fact of a perpendicular electric vector requires a surface charge densi-
ty on the metal. Induced by the electric field and oscillating with it, this charge
density corresponds to the collective oscillation known as a plasmon, hence the
guide is often called a surface plasmon guide. The propagation depth into the
semiconductor is quite long so the overlap from a mode supported by a single
metal layer is quite small. Penetration of the optical field into the heavily doped
substrate will lead to some attenuation but unless the substrate is doped so heav-
ily that it becomes almost metallic it will not significantly alter the mode profile.
Encapsulating the active region between two metal layers increases the overlap
almost to unity, so whilst the attenuation of the mode

Figure 12.17. Surface plasmon wave guide structures using a single metal layer, two
metal layers, or a metal layer in conjunction with a doped semiconductor.
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might increase, the figure of merit α/Γ may well decrease. However, in order to
achieve this sort of structure it is necessary to bond the wafer to a substrate after
depositing the top metal contact in order to provide some mechanical support
while the substrate is etched off and a metal layer deposited on to what was the
bottom of the device. Such structures have been built and demonstrated at λ=
100 µm [48]. An alternative to a double metal wave guide is a heavy doped semi-
conducting or highly conducting intermetallic layer beneath the active region.
Intermetallics such as NiAl compounds can be grown epitaxially on GaAs [49]
and so have the advantage that the substrate does not need to be etched. Heavily
doped semiconducting layers have the same advantage but suffer from the dis-
advantage that the mode field can leak out in the case of a thin layer and reduce
the overlap. The optical fields from the different configurations are illustrated
schematically in figure 12.17.

12.8 Summary

Quantum cascade lasers represent a radical departure from conventional diode
lasers in which recombination of electrons and holes across the band gap results
in photon emission. Necessarily the electron is removed from the active region
by this process so that the maximum possible internal efficiency is one photon
per electron-hole pair. In the cascade laser population inversion is achieved
between electron subbands in a multiple quantum well structure, which means
that the electron is available for further stimulated emission in another set of sub-
bands. Quantum cascade lasers therefore contain more than one active region
separated by injector regions designed for the sole purpose of transporting the
electron from one active region to another.

The design of these systems is a complicated exercise in numerical compu-
tation involving solution of Schrödinger’s equation, Fermi’s Golden Rule for
electron-phonon and electron-electron scattering, and in some instances Monte
Carlo formulations of transport. For these reasons no simple design rules exist,
but some principles of operation can be discerned. These are:

• At least three levels are needed in an active region.
• The lowest level serves the dual purpose of depopulating the lowest laser

level and feeding the electron into the next injector region.
• The lifetime of the lower laser level has to be shorter than the lifetime of the

upper laser level in order to achieve population inversion.
• Depopulation by optical mode phonon scattering is one of the most effective

scattering mechanisms from the lower laser level, so the energy separation
between the lowest levels should correspond to the phonon energy.

• Emission wavelengths can be extended out to the very far infra-red (≈ 100
µm) by careful design of the active region.

© IOP Publishing Ltd 2005



• Superlattices are usually used for the injector regions but they can also be
used for the active regions in both bound-to-continuum and continuum-to-
continuum designs.

• Using a superlattice as the lower laser level has the advantage that inter-
miniband scattering times are extremely fast and population inversion is
easier to achieve.

• Waveguide structures are more difficult to fabricate than in conventional
edge-emitting devices but metal waveguides based on surface plasmons
are common.

It should be borne in mind that whilst a very wide diversity of designs and oper-
ating wavelengths have been demonstrated, the quantum cascade laser is still a
relatively recent invention and the technology is still very much under develop-
ment. Many of the ideas described in this chapter may well find their way into
commercial devices, but this is by no means clear at present.
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Problems

1. Assuming me/m* ≈ 15 for GaAs, show, by calculating the oscillator
strength, that the strongest transitions between the subband of a quantum
well are those occurring between states adjacent in energy, i.e. 1→2, 2→3,
3→4, etc. to confirm the requirement that the parity flips in inter-sub band
transitions.
2. Using the idealised infinite square well quantum well estimate the thick-
ness of two adjacent wells that from the active region of a laser emitting at
λ = 50 µm. Assume a phonon energy of 36.0 meV similar to bulk GaAs.
As an exercise, you might try calculating the equivalent quantities in a real
quantum well formed from GaAs/AlAs just to illustrate how complicated
is the procedure for designing cascade lasers.
3. Estimate the change in wave vector required for an electron to relax from
the top of a miniband to the bottom in a GaAs superlattice with a period of
10 nm. Compare this with the kinetic energy of an electron in bulk GaAs
at a similar wavevector.
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Appendix I

Population inversion in semiconductors

The number of stimulated emissions per unit time per unit volume is

where Wcv is the microscopic probability for the transition from the conduction
band to the valence band, Ncfc is the number of occupied states in the conduc-
tion band, Nc being the effective density of states at the bottom of the conduction
band and fc being the occupancy function, Nv(1 — fv) is the number of states in
the valence band occupied by holes, by similar reasoning to the above, and ρ(v)
is the density of photons at frequency  v.

By similar reasoning, the number of absorptions per unit time per unit vol-
ume is

where Nvfv is the number of occupied states in the valence band and Nc(1 —fc)
is the number of empty states in the conduction band.

From Einstein, WCV=WVC so for Nst ≥Nab we must have

hence

where Efc, v are the quasi-Fermi levels for the conduction and valence bands
respectively. Therefore

which is known as the Bernard-Duraffourg condition.

© IOP Publishing Ltd 2005



Appendix II

The three-layer dielectric slab waveguide

Light incident on a transparent surface will be partially transmitted and partially
reflected. The properties of these three beams of light, the incident, reflected, and
transmitted, are summarised by Snell’s well known laws of reflection and refrac-
tion:

1. the incident, reflected and refracted beams all lie in the same plane;
2. the angle of incidence θi is equal to the angle of reflection θr;
3. the ratio of the sines of the angle of incidence (measured with respect to
the normal) and the angle of the transmitted beam are given by the ratios
of the refractive indices in the two materials.

For light travelling into a more optically dense medium nt > nr and θi > θt. For
light travelling from a dense medium to a less dense medium θt > θi and θ can
have a maximum value of π/2, i.e. the refracted beam travels along the interface.
In this case,

and θi is known as the critical angle. For angles of incidence larger than this the
incident ray will be totally reflected and no energy will be transmitted across the
boundary. If we now consider three dielectrics, as in figure 1, a light ray travel-
ling from the core towards the outer layer will be reflected if the angle of

Figure 1. Total internal reflection in a waveguide structure.
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incidence (relative to the plane of the interface) is below the critical angle. On
traversing the guide again to the other interface a similar reflection will occur. It
would seem that this ray can be transmitted down the middle dielectric.
However, no account has been taken of phase changes.

Imagine two rays adjacent to each other. Points of similar phase can be
identified such that a line joining them describes the wavefront. In traversing the
guide at an angle the phase of the ray is advanced. There is also a phase change
on reflection, the magnitude of which depends on the polarisation, the angle of
incidence, and the refractive indices of the two layers. It is possible therefore to
map out the point at which the phase has advanced by 2π symbol and this then
constitutes the new wavefront. If the new wavefront is facing the same direction
as the old wavefront, but is simply displaced down the guide, then the wave will
propagate. However, if the wavefront has changed direction the wave is effec-
tively scattered. Only certain angles of incidence will maintain the wavefront
down the guide, so even though a ray may be reflected it will be diverted over a
number of reflections unless it propagates at one of the specific angles. Figure 2
illustrates this requirement.

As the first ray travels from C to D and undergoes two reflections in the
process, the second ray must travel from A to B in order that the wavefront -the
dotted lines joining regions of equal phase on the rays - is maintained down the
guide. Hence

where CD - AB is the difference in geometrical path lengths, Φ1 and Φ2 are the
phase changes on reflection at C and D, λ is the wavelength of light in free space,
and N is an integer. It can be shown from elementary trigonometry that

so that equation (5) becomes

Figure 2. Maintenance of the wavefront during propagation down the guide.
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This is known as the eigenvalue equation and leads to restrictions on the value
of  θ1. Such values of  θ1 as are allowed are called modes of the waveguide. The
phase angles  Φ1 and Φ2 depend on the polarisation of the beam, and there are
two distinct cases, known respectively as the transverse electric (TE), when the
electric vector lies in the plane of the interface, and transverse magnetic (TM),
when the electric vector is perpendicular to the interface. Analytical formulae
exist for these phase shifts [1] but will not be given here.

The mathematics of the waveguide is normally taken further so the final
form of the eigenvalue equation becomes

for the TE mode, and

for the TM modes, where we define for convenience

where k = 2π/λ is the free-space wavevector and β = n1k. cos θ1 For given val-
ues of n1, n2, n3 and d, modes will only propagate at particular angles such that
K, γ, and δ satisfy these equalities.

The eigenvalue equation can be appreciated by considering a light source
inside the core emitting at all angles. Those incident on the interface at a large
angle (i.e. near normal) will pass through to the outside of the guide. Those inci-
dent at angles below the critical angle will be reflected but will not propagate
unless the angle of incidence coincides with the mode. For a thin guide, or a
guide with a small refractive index difference, the mode angle will be relatively
large and the ray will propagate some way into the cladding. If the width of the
guide is increased then clearly the phase changed on traversing the guide would
increase without any change in the angle of incidence so the mode is changed.
The angle of incidence decreases. Similarly, if the width is kept constant but the
refractive index difference is increased the phase change on reflection is altered
so the mode changes. Again, the angle of incidence decreases, which means that
the penetration into the cladding is reduced. Eventually in either process the con-
ditions will be achieved where another ray at a larger angle matches the condi-
tions for a mode to propagate, and as either the width of the guide or the refrac-
tive index difference increases the angle of incidence of this mode will decrease.
Eventually a third mode will propagate, and so on. Looked at the other way
around, in a wide guide several modes will
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propagate at distinctive angles. As the width of the guide decreases the angles
will increase until total internal reflection no longer occurs and the mode is “cut
off. In an asymmetric guide, n2 ≠ n3 and all modes cut off if the guide is thin
enough. In a symmetric guide n2 = n3 and at least one mode, the zero’th mode,
propagates at all values of the core thickness.

Reference
[1] Marcuse D 1974 Theory of Dielectric Optical Waveguides (Academic Press)
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Appendix III

Valence bands and effective masses

The following is intended to give some insight to the nature of the valence bands
and hole effective masses. The physics of the quantum well presented in chapter
7 shows that the energy of quantum confined carriers depends on the effective
mass, but it is also necessary to know the energy band dispersion in the plane of
the well in order to calculate the density of states and the optical gain. The most
convenient assumption is that a well-defined effective mass exists in the plane of
the well, but often this is not true. In fact the behaviour is often very complicat-
ed, such that the concept of an effective mass is not always justified. Quantum
confinement of three bands - the light and heavy holes, and the split-off band -
causes the states to overlap and interfere with each other, leading to complicated
non-parabolic behaviour. This is a complicated, and a very mathematical prob-
lem in semiconductor physics, but it is not necessary to understand the mathe-
matics fully to appreciate the essential features. What follows is an outline, start-
ing first with a bulk semiconductor.

The starting point is the recognition that the potential inside the semicon-
ductor varies rapidly with the periodicity of the lattice. It is common in many
texts in semiconductor physics to ignore this because it is an extra complication
not usually needed. Many semiconductor devices can be understood by treating
the semiconductor as a quasi-classical system with the electrons as quasi-classi-
cal particles. The conduction and valence bands are therefore portrayed as uni-
formly smooth throughout the volume of the crystal, the only variations being
caused either by a change in material properties, for example at a heterojunction,
or by the application of a voltage which causes a redistribution of charge within
the semiconductor. The resulting electric fields cause a significant spatial varia-
tion in the band edges, but usually this variation occurs over large distance com-
pared with the lattice spacing.

However, a solid is composed of atoms which are bonded together through
a redistribution of charge between neighbours. In a fully ionic material there will
be alternating positive and negative charges, so it is easy to appreciate that the
potential “seen” by an electron (treating it as a classical charged particle) propa-
gating through the material must depend on its position relative to these charges.
In a fully covalent semiconductor, such as silicon, the valence
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electrons reside on average between the atoms so the potential is lowest there and
a maximum at the centre of the atom. From a classical point of view, the electron
would not occupy the same space as the atoms. III—V materials are not, of
course, fully covalent and there is a displacement of charge towards the group V
atom, but the principles are the same. In a quantum view, the atom is mostly
empty space and the electrons propagate freely through this space but with an
amplitude modulated at the periodicity of the lattice. Therefore, when the square
of the amplitude is calculated there is a greater probability of finding the electron
mid-way between the atoms than anywhere else. These quantum states are called
Bloch functions. They are essentially plane wave representations with a period-
ic amplitude, i.e.

where n is the band index, r is the electron position and unk(r) is a coefficient
with the periodicity of the lattice, referred to variously as a unit cell wavefunc-
tion or an atomic wavefunction [1]. The unit cell is the basic building block of
the lattice and therefore composed of the atoms of the material. The band index
will be described in detail as we go.

This wavefunction can be substituted into the Schrödinger equation.

and it will be shown below that this naturally leads to a term in k . p for the
Hamiltonian. Operation once by the differential operator leads to

and operation a second time

Concentrating on the middle term, multiplication by -h2/2m0 required by the
Schrödinger equation yields

where p, the momentum operator, is

Therefore
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where

and En(k) is the energy eigenvalue for the state k in band n. Clearly when k = 0
the solution to this eigen equation (8) are the functions uno(r). The more general
solutions unk(r) can be constructed in terms of this basis set

where the band index has been changed to m to indicate the general nature of the
solution and to show clearly that many different band states can contribute to the
solutions for one particular band. This is called “band mixing”.

So far this treatment is entirely general and logical, but the correspondence
with the physical reality is not always easy to see. In particular, the band index n
needs some further explanation. Recalling the discussion in chapter 1 on the for-
mation of bands in semiconductors, a band arises from the atomic energy levels
that broaden due to the proximity of neighbouring atoms. This is most easily
imagined in an elemental semiconductor where all the atoms are the same and
there is a one-to-one correspondence between the atomic levels and the bands,
but in compound semiconductors such as the III-V materials, the constituent
atoms obviously have different energy levels and the simple intuitive picture
becomes a little more complicated. We can still appeal to physical intuition,
though. The electrons involved in the bonding are one of the p electrons and the
two s electrons of the group III element, and the p electrons of the group V ele-
ment. There is an element of hybridisation, i.e. the mixing of these s and p bonds
to give three similar covalent bonds, but there is also a difference in electroneg-
ativity that causes the electrons to transfer partially from the group III to the
group V. In other words, the bonds are not fully covalent, and in so far as the
electrons spend the majority of their time associated with the group V element
their nature is now predominantly p-like.

If we further accept that electrons in the valence band are electrons residing
in these covalent bonds it follows that the conduction band must correspond to
the next atomic level up, which will of course be the higher s electronic orbital.
Intuitively, then, we arrive at the picture described without explanation in chap-
ter 1 that the valence band in III-V semiconducting materials is comprised of
three p-like orbitals and the conduction band is comprised of s-like orbitals.
There are therefore three valence bands and one conduction band. What is meant
by s and p in this context means essentially the symmetry properties of the elec-
trons; s electrons are spherically symmetric but p-electrons are orthogonal and
anti-symmetric. The symmetry properties of these states can be very useful in the
detailed analysis of valence and
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conduction band structure but are not the principal focus of the present discus-
sion, which is centred on the band indexes. These correspond in most cases to the
four bands described, but there exist more complicated treatments that also con-
sider other bands, such as the s-orbitals lying below the valence electrons of the
group V element. These are not immediately part of the band structure usually of
interest but they can interact with, and therefore influence the properties of, the
p-electrons above. For the most part, though, the four bands described above are
the most commonly treated.

AIII.1  The Kane model: one-band, two-band, and four-band
calculations

The simplest calculation that can be performed is a one-band calculation. Putting
k=0 leads to the eigen equation (8) that has exact solutions u10(r). We don’t real-
ly need to know what these functions are because they appear on both sides of
the equation. All we really need to know is that the electrons are expressed as
plane waves and that

The band is perfectly parabolic with a free-electron mass. This is obviously not
a realistic model.

A two-band model is not realistic either, but serves to demonstrate some
useful features. The wavefunctions are constructed according to equation (9),
and equation (7) becomes

At this stage use is made of the orthonormality property of wavefunctions, i.e.

where δmn = 1 if m = n and 0 if m≠n, as required by orthonormality.
Multiplication of equation (11) through by u*

no and integration over all space (in
practise this is only the unit cell of the lattice) leads to
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where the term En(k = 0) appears as a result of H0 and

is known as the momentum matrix element. The principles behind ortho-nor-
mality can be applied to the momentum matrix element, but now, because the
momentum operator is a differential any state with a definite parity, i.e. an odd
or even function, will have that parity flipped, which is equivalent to shifting the
phase through 90°. Therefore cross terms become non-zero and pnn = 0. As we
are considering only two bands, the summation resolves into two independent
equations which, expressed in matrix form, become

solution for the eigen energies requires that the determinant be set equal to zero,
i.e.

Some simplifying assumptions can be made at this point. First, we assume that
p12 is isotropic, which is true if the functions of the basis set are themselves
isotropic. Thus we are restricted to s-like states, i.e. the conduction band. Second,
suppose that the parabolic term is small, and that we are therefore restricted to
small values of k.

Taking the cross-products and subtracting,

The points E1,2(0) correspond to the band extrema, so we can define the band gap
to be the difference between the two and the energy at the top of the valence band
can be set arbitrarily to zero, i.e.
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yields an equation quadratic in E(k)

where

At first sight equation (20) is not so easy to solve, but we have already made the
assumption in its derivation that k is small. This immediately puts the energies
of interest either at the top of the valence band, in which case E(k) ~ 0, or at the
bottom of the conduction band, in which case E(k)~Eg These substitutions there-
fore provide the solution. Dealing with the valence band first, the key substitu-
tion is the term in brackets, otherwise the solution is trivially zero, and leads to

or

and m* is now the effective mass. Similarly for the conduction band, the key sub-
stitution is the term outside the brackets, and

where the effective mass has the same magnitude but opposite sign.
The effective mass is thus seen to arise from the addition of an extra band

in the summation over states. It is this extra band that alters the parabolicity and
leads ultimately to non-parabolicity, as this solution is strictly valid over a limit-
ed range of k close to the band extrema. Thus the effective mass is an approxi-
mation.

As for the eigen states themselves, the extent of band mixing becomes clear
through a re-examination of equation (15).
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Using the eigen energy solution for E(k) (equation (17)) we then have

From equation (9)

At k = 0, equation (26) reduces to

leaving

so that a1 = 0. The states must be made up entirely of states from band 2 so a2 =
1 and

For k≠0, though, a1 and a2 are generally non-zero and formally equation (27)
becomes

This shows explicitly that away from k = 0 the Bloch functions for the electrons
in the conduction band contain an admixture of valence band states at k = 0, and
in fact the degree of mixing increases with increasing k.

The two-band model, whilst unrealistic, does at least demonstrate the essen-
tial technique. It is possible to construct a four-band model, but the correct choice
of the basis states is important in order to ensure the correct bands are repro-
duced. Use is thus made of the symmetry properties of the s-like and p-like
states. That is, s-like states are spherically symmetric and p-like states are anti-
symmetric and orthogonal to each other. In addition, there are two states per basis
state corresponding to spin up and spin down, and the 2 × 2 matrix for the
Hamiltonian given in equation (15) therefore becomes an  8 × 8 matrix. There is
also a contribution from spin-orbit interaction.

Spin-orbit interaction is most easily understood with reference again to the
hydrogen atom in which the solution to the Schrödinger equation clearly repre-
sents a physical orbital. The potential arises in this case from a central charge
which gives rise to a central force, and the electron orbits the charge. A
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moving charge constitutes, of course, an electric current so the orbiting electron
effectively behaves like a current coil with a magnetic field being generated as a
result. There is an angular momentum associated with the orbital motion. The
electron also spins, and similarly, the spin motion gives rise to an angular
momentum and a magnetic moment, which interact with the angular momentum
and the magnetic moment due to the orbital motion. In a solid the interaction
between spin and orbital angular momentum is less intuitive, but as the bands are
constructed essentially from atomic orbitals it exists and must be included. A
moving electron has angular momentum and gives rise to a magnetic moment,
and its own motion within that moment is modelled by spin-orbit interaction.

Classically, angular momentum l is defined as

where r is the radius of the motion and p is the linear momentum, (= mv). If the
spin angular momentum is defined as s, then the coupling is defined as

The derivation of the spin-orbit Hamiltonian is very rarely given in undergradu-
ate texts and instead is just quoted as

where V is the potential seen by the electron (essentially the conduction band
profile which is periodic on the scale of the lattice) and σ is the Pauli spin matrix.
You can begin to appreciate that this problem now becomes quite complicated as
not only must Hso be added to the left hand side of equation (7) but we must find
eight basis states corresponding to the conduction band and three valence bands,
each with two spins, and we must define the spatial symmetry of these states. The
problem proceeds essentially as before, but will not be described in detail.

We find that one band decouples from the others and appears as a solution
on its own with an energy E = 0 at k = 0 and an electron mass equal to the free
electron mass. This is clearly a valence band, and in fact turns out to be the heavy
hole band. This wrong result is one of the unfortunate features of this model and
one of the reasons that a different approach is adopted, which will be described
in due course. There are three other bands to describe;

1. a band at energy Eg, the conduction band;
2. a band at energy E = 0, the light hole band;
3. a band at energy E = -∆, the split-off band.

In essence, then, each of the three p-orbitals forms its own band, two of them
being degenerate, i.e. having the same energy, at k = 0 and the third having a
lower energy due to the spin-orbit interaction. The conduction band arises from
the s-like states of the higher lying atomic orbitals.
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The effective masses are given in the same way, but as there are more bands
the terms are clearly more complicated. In the conduction band,

where Ep is equivalent to equation (21) but with a slightly modified matrix ele-
ment that reflects the additional complexity of the problem. The light hole effec-
tive mass is

and for the split-off hole band,

We shall not proceed to develop the eigen functions that lead to these effective
masses. Suffice it to say they are quite complicated and contain admixtures of the
different basis states. Again, effective mass arises from this type of admixture,
which ultimately leads to a departure from parabolicity at a large enough energy
away from the band extrema. To summarise, then, k . p theory is not concerned
with the band structure throughout the Brillouin zone, i.e. for all electron
wavevectors, but instead concentrates on particular points in the band structure.
The most common points are the band extrema at Γ, i.e. the bottom of the con-
duction band and the top of the valence band corresponding to the direct transi-
tions. Thus all the important properties of the electrons at the band edges are
evaluated without reference to the band structure at all electron wavevectors.
Most importantly the effective mass is defined in the theory. 

The important features of the model thus revealed are:

• The effective mass of the conduction band electrons arises from the inclu-
sion of other bands in the formulation of the problem.

• The effective mass of the light hole states scales with the band gap.
• The effective mass of the split-off valence band also scales with the band

gap, in this case Eg + ∆.

Luttinger-Kohn method

The above treatment, whilst giving the incorrect solution for the heavy hole
effective mass, nonetheless is an exact solution within the approximations
employed. An alternative approach is to adopt a perturbative method in which
some bands are treated exactly and others are introduced as a perturbation. That
is to say, an additional term is introduced into the Hamiltonian and the new
wavefunctions developed recursively. Such a method is the Luttinger-Kohn
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method that uses a Hamiltonian expressed in terms of the so-called Luttinger
parameters  γ1, γ2, and γ3. As such the method is less intuitive but mathematical-
ly more convenient. The three valence bands are treated exactly, and the states of
the conduction band are introduced as the perturbation. The effective masses are
also expressed in terms of the Luttinger parameters [2]. Hence, in the [100] direc-
tion of a zinc blende structure, which corresponds to most III-V materials of
interest, the heavy hole effective mass corresponds to

and the light hole effective

In other crystal directions, [110] and [111], respectively, the effective masses
become

and

for the heavy holes and

and

for the light holes. These crystallographic directions are illustrated in figure 1.
The crystal planes corresponding to the sides of the cubic cell, [100], [010],
[001], are identical in an isotropic crystal.

Figure 1. The Crystallographic planes of a cubic (zinc blende) lattice.
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The conduction band effective mass is identical to equation (35) if only the
top three valensce bands are considered. If deeper lying valence bands are
included their effect is subsumed into a parameter, F, such that [2]

Along with the Kane matrix element Ep (equation (21)), F is difficult to deter-
mine accurately as remote band effects can be calculated but not directly meas-
ured. Vurgaftman [2] has reviewed the band parameters of the III-V compounds
of interest and has tabulated experimentally measured parameters, including the
Luttinger parameters, the spin-orbit energy ∆ the band gaps, and effective mass-
es, and determined Ep and F from the known experimental data on the band
structure. Band calculations using Luttinger Hamiltonians are described by
Heinamaki [1] who has also tabulated the Luttinger parameters for InP, GaAs,
and InAs. The different valence band states correspond to well-defined spin
states of; a total spin  J = 3/2 for the heavy hole and J = ½ for the light hole, and
spin ½ for the SO band. The effective mass for the SO band is

Quantum well valence band states
Confinement of electrons and holes in a quantum well leads to a modification of
the energy levels, as discussed in chapter 7. Most importantly, the energy of the
quantised state depends on the effective mass, which, from the preceding, can be
seen to be a consequence of the detailed band structure. The quantum confined
states are therefore related directly to the band states of the bulk material. There
are various ways of deriving the confined states, some more complicated than
others. The more complicated treatments are usually required when the simple
treatments fail.

The first effect of confinement is to lift the degeneracy of the light and
heavy hole states. The Luttinger representation can be used to show that an addi-
tional effect also occurs, and that is that the states normally associated with the
heavy hole (J = 3/2) can have their effective mass in the plane of the quantum
well reduced, and that states normally associated with the light hole (J= 1/2) can
have their in-plane effective mass increased [3]. In fact the two normally cross
over at some particular energy, but an exact treatment would show that an anti-
crossing is the outcome. At the point of closest approach the states diverge away
from eachother, but in such a way that it seems as if the heavy hole state contin-
ues where the light hole state should and vice versa (figure 2).
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Writing the wavefunction as

Xm(r) is the envelope function and um, k0(r) is the rapidly varying Bloch function
appropriate to band m at the momentum point k0, we recognise that in a lattice
matched semiconductor the crystal structure of the well material is no different
from that of the bulk material. This means that the Bloch functions of the well
material are identical to the substrate material and can therefore be extracted
from the wavefunctions leaving only the envelope functions. This is equivalent
to ignoring the rapidly varying periodic potential within the semiconductor and
treating both the conduction and valence bands as uniform in space unless the
material properties change. In order to see how this develops, let the wavefunc-
tion within the barrier be

and within the well

where

and

It is possible to separate out the directional components of the envelope.

Figure 2. Anti-crossing of light and heavy hole states. The dotted line indicates the indi-
vidual state and the solid line indicates the final state after anti-crossing.
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where S is the area of the quantum well and the pre-factor containing this term
normalises the wavefunction. kplane is a two-dimensional wavevector in the
plane of the well, and rplane is the position in the plane of the well. Hence the
electron moving in the plane of the well is regarded as a plane-wave with an
amplitude that varies in the growth direction z, i.e. is proportional to X W, B

m(z).
These Xw, b

m(z) are the only functions needed to describe the quantised state of the
electron. The envelope function therefore describes the “outline” of the summa-
tion of the Bloch functions and shows none of the rapid variations.

The wavefunction of equation (51) is substituted into the Schrödinger equa-
tion taking into account only the changing potential at the heterojunction rather
than the periodic potential of the lattice to give a series of states at well defined
energies with a parabolic dispersion in the plane of the well. This is the so-called
Ben Daniel-Duke model, as described by Bastard [4] and illustrated in figure 3.
There are circumstances when this simple approach, which is intuitive and can
easily be understood even though the practical implementation may be a little
more complicated than is implied above, breaks down. One of the principal
requirements for the envelope function approximation is that states from differ-
ent bands are not too close to each other in energy, otherwise it becomes neces-
sary to mix them together. Just as confined states can be constructed from the
direct band gap states at Γ, confined states can also be constructed for the indi-
rect band gap states at X, where the electron has a heavier effective mass. As the
bulk energies for the X-point states lie well above the Γ-point states, the first
quantised state from the indirect band gap must also lie much higher in energy in
the quantum well, but if the well is narrow, leading to a large confinement ener-
gy, the Γ-like states will have similar energies to the X-like states. The envelope
function method calculates these states separately so they remain separate in this
formalism, but in reality where the states lie close in energy, such that they may
be occupied by the same particle, it is necessary to construct a quantum state that
takes into account all

Figure 3. In-plane dispersion of quantised conduction band states according to Ben
Daniel-Duke model.
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the possibilities of position and energy, so some mixing and anti-crossing occurs.
Thus in narrow wells even the first quantised state of the conduction band may
contain some X-like character, but in wide wells the first quantised state is
always Γ-like and only the higher lying conduction band states may be mixed in
nature. The heavy hole states are well served by the envelope function method at
k = 0 in any heterojunction system [4].

The mixing of the states can be better appreciated by realising that equation
(50) implies that the wavefunction has to be summed over several bands. This is
similar to the Kane model already discussed, but there are important differences.
First, the Bloch functions are of no interest, and second the summation is not just
over the bands m but over the materials comprising the well and the barrier. The
summation over m is the same for both barrier and well materials, so it is
assumed that the quantum confined state is built from the bulk wavefunctions of
both the barrier and well materials, as described above. However, the summation
over the bands is limited to a small number of bands, and as with the Kane
model, this predicts a parabolic band in the plane of the well which will only
strictly apply to a small range of k close to the band edge. It has to be empha-
sised, therefore, that the envelope function method is an approximation. It gives
an in-plane effective mass from which the total energy of the electron can be cal-
culated, but the effective mass is not an accurate representation of the energy of
either the electron or the hole across the Brillouin zone. If band mixing occurs
there will be a strong nonparabolicity in the band so a more accurate representa-
tion of the wavevector across the whole Brillouin zone, i.e. from k = 0 to k =
2π/a, will be needed. Other, more complete methods must be used therefore to
determine the wavefunctions and the energy dispersion. One such method is a
tight-binding calculation which uses atomic wavefunctions of the constituent
atoms to calculate the band structure. Such a treatment is beyond the scope of
this book but the outcomes of such calculations can be described. Chang and
Shulman [5] used such a method to calculate the dispersion properties of the
valence band quantised states of a GaAs/Ga0.75Al0.25As superlattice in the [110]
and [100] directions, both of which lie in the plane of the quantum wells. These
are lattice-matched structures, but it is evident from figure 4, which shows the
dispersion of the light and heavy holes for bulk GaAs for comparison, that the
dispersion properties are far from simple. It is not even clear, for example, that
an effective mass can be assigned to the quantised states.

In fact this is typical of many quantum well systems and shows up the dan-
gers inherent in making simplified assumptions. The quantisation is apparent
from the energy shift of the states relative to the bulk band edges, but the effec-
tive mass of the first quantised state of the heavy hole (HH1) is larger than in the
bulk, though still negative, whereas the effective mass for the second quantised
state of the heavy hole (HH2) is actually positive and becomes essentially an
indirect band-gap. Moreover, the first light hole state (LH1) appears below HH2
and LH2 appears below HH4. The light hole states have
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the most well-defined effective masses, but again they differ between the two
states, and HH3 and HH4 do not behave at all well in respect of the effective
mass. Finally, there is some anti-crossing evident in the HH1-HH2 and LH1-
HH3 states. The full range of possible effects are illustrated in figure 5, where the
degeneracy of the bulk light and heavy hole bands is lifted by quantisation, inver-
sion of the effective masses in the plane of the well occurs, and because of the
crossing of the band states, an anti-crossing behaviour occurs.

In summary, the valence band states in both bulk and quantum well materi-
als are complicated. To a great extent it is not necessary to know the detail behind
the bulk effective masses, but it is not sufficient simply to assume that what
applies in the bulk will apply to a quantum well. The situation is much more
complicated than the simple particle in a box problem described in chapter 7, and
the presence of more than one valence band causes mixing and

Figure 4. Valence band states of an A1GaAs - GaAs superlattice. (After Chang and
Shulman [5].) The bulk bands are shown as dashed lines.

Figure 5. Possible quantisation effects in the valence band.
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considerable deviations from parabolicity in the plane of the well. Of course, it
is always possible to assume an effective mass. This will allow the quantised
energies to be calculated, from which the wavelength of the laser transitions can
be derived, but this is only one aspect of a laser. The dispersion properties of the
states in the plane of the well affects the densities of states and the gain calcula-
tions, and any attempt to model a device in all but the most rudimentary manner
requires a knowledge of the dispersion properties. Again, an in-plane effective
mass can be assumed along with a parabolic band, but this will have limited
validity. Moreover, the in-plane effective mass will be different from the effec-
tive mass in the growth direction, and the relationship between the two is not
simple. If the full dispersion properties of the valence band are required, there is
no alternative but to undertake a full quantum mechanical treatment.
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Appendix IV

Valence band engineering via strain

The band structure of semiconductors is modified considerably by strain. In a
quantum well diode laser strain is introduced by the growth of lattice-mis-
matched layers, provided the layer thickness is below the critical thickness for
strain relief. Most III-V materials of interest are cubic structures, and the growth
along the side of the cubic lattice in the [001] direction (figure 1) is the most
technologically important [1, 2]. This simplifies matters enormously.

In one dimension, the ratio of stress to strain is a constant and is called
Young’s modulus. In three dimensions the equivalent elasticity modulus is a ten-
sor but the symmetry of a cubic structure means that only three components are
required; C11, C12, and C44. These are experimentally determined parameters,
tabulated values of which may be found in, for example, [3] for a limited num-
ber of III-V materials, or in Vurgaftman’s review of the band parameters [4].
Slight differences may exist between different sources, but that is only to be
expected with an experimental parameter.

The strain is defined as the relative change in the dimension of the materi-
al, and again in three dimensions this is a tensor. Symmetry reduces the impor-
tant components to εxx εy and εzz acting in the x, y, and z directions respectively.
For growth in the [001] direction the strain will be biaxial (see

Figure 1. A cubic lattice with key planes indicated in black.
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figure 2) as opposed to uni-axial because the lattice parameter in two-dimensions
is extended to match the substrate. The in-plane strain is therefore

where as is the lattice parameter of the substrate material and a1 is the lattice
parameter of the growth layer. Strain in any direction will also cause a corre-
sponding perpendicular strain, as illustrated in figure 2 for the uni-axial strain.
For a biaxial strain in the plane of the layer there will be a corresponding defor-
mation in the z-direction. The magnitude of this perpendicular strain is deter-
mined by Poisson’s ratio, which is simply the ratio of the transverse change to
the longitudinal change, and is

In terms of the elastic moduli,

and hence

Equations (1) to (4) are all that is needed to characterise the strains in a cubic
structure where the growth is on the (001) plane. However, the deposited layer
will not remain strained for an indefinite thickness because the change in volume
requires work to be done. This work can be expressed as an energy per unit area
which increases linearly with the thickness of the film [2, 5]. When the energy
stored within the film exceeds the energy for the formation of dislocations, the
atomic planes slip and the strain is relieved. The thickness at which this occurs
is called the critical thickness, and several models exist within the literature, all
of which give a similar expression but which differ in the detail. O’Reilly dis-
cusses the models and Köpf reviews the critical thickness in InGaAs on GaAs in
relation to one of the most widely used

Figure 2. A plan view of the unit cell distortion caused by biaxial and uni-axial strains
in the direction of the arrows.
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models, that of Matthews and Blakeslee [6]. There is fairly widespread agree-
ment between the MB model and experiment for InGaAs.

InGaAs is one of the most important strained layer materials. Historically
the AlGaAs system was one of the first quantum well systems but it is lattice
matched throughout the entire composition range and strain is not an issue.
InGaAs is important because it allows wavelengths in the near infrared, espe-
cially for the 1.3 µm telecommunications window. Moreover is aluminium-free,
which is an important consideration for the lifetime and stability of high power
devices. For any In composition, InGaAs will be compressively strained with
respect to GaAs. At low In composition the mismatch is low but so also is the
carrier confinement. Critical thicknesses range from about 80 nm at ~ 8% In
down to ~ 10 nm at about 35% In [7] and it is important to remain below this
threshold. The maximum permitted quantum well width therefore varies with
composition. Devices grown close to the critical thickness show a rapid degra-
dation in performance, with the threshold current rising steeply as a function of
the operating time. However, devices grown below the critical thickness are sta-
ble and exhibit very small increases in threshold current.

The critical thickness is not really such an important issue in a single quan-
tum well as the devices often have an optimum thickness which is usually below
the critical thickness. The useful range is typically about 5-10 nm. Thinner wells
can be grown, of course, but then the effects of interfacial fluctuations assume
ever greater importance. Thicker wells can be grown provided the composition
allows it, but the energy separation between confined states decreases and the
density of states increases. However, in multi-quantum well systems each well is
strained and the strain energy increases with the number of wells. If the total
thickness of all the wells exceeds the critical thickness relaxation will occur. The
exception to this occurs in strain compensated materials where alternately com-
pressive and tensile strained layers are grown. The strain energy cancels out to
an extent depending on the thickness of each of the layers and if the system is
such that each layer exactly compensates for its neighbours, infinitely thick pairs
of layers could be grown.

Strain also has an effect on the band structure. Recalling that energy bands
arise in solids from the interaction between neighbouring electronic wavefunc-
tions, it is easy to imagine that these interactions are modified in the presence of
strain. The effect of the strain depends on whether it is hydrostatic, i.e. related to
a change in volume, or axial, i.e. a shear strain. These are, respectively [2]

and
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The bandgap changes by an amount

where

comprises a contribution from the conduction band and the valence band and is
known as the band gap deformation potential. Therefore

The review by Vurgaftman et al. [4] contains a discussion of the experimental
determination of these parameters in III-V materials, and Köpf et al. [1] also con-
tains an extensive discussion relevant to GaAs and InP. There are also two shear
deformation potentials, b and d, but for growth along the [001] direction only b
is important. The shear energy is

which has the effect of splitting the degeneracy of the light and heavy hole states.
The combined effect of the hydrostatic (H) and shear (S) components on the band
edges in the z-direction is illustrated in figure 3, neglecting the effects of spin-
orbit interaction on the light and heavy hole states. Spin-orbit effects shift the
energy of the light hole state slightly upwards, but not greatly [8, 9]. Spin-orbit
coupling causes the energy of the split-off band to be shifted down by the same
amount. Note that under tensile strain the uppermost valence band is a light hole
state, which can change the polarisation properties of the quantum well laser [9].
However, the situation is more complicated than a simple lifting of the degener-
acy, because these effects apply only to the band edges. If the dispersion proper-
ties of the hole states are required throughout the Brillouin zone it is necessary
to calculate the states from first principles using a strain Hamiltonian construct-
ed from the hydrostatic and shear energies H and S.

Figure 3. Schematic illustration of the effects of strain on the band edges.
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References [2, 8, 9] explain the method. However, for small values of the
wavevector in the plane of the well the light and heavy hole states are inverted.
That is, the light hole state in the growth direction behaves like a heavy hole state
in the plane and vice versa. In terms of the Luttinger parameters the light and
heavy hole states are swapped.

These are bulk effects but they can be used to advantage within a quantum
well laser. To recap, non-parabolicity in the valence band structure in the plane
of the well arises from the presence of nearby heavy and light hole states that
anti-cross. In unstrained material the confinement energies of these two valence
bands are different purely because of the difference in effective mass, but when
the degeneracy is lifted by strain the energy separation of the confined levels
must take into account this additional separation. Thus in compressively strained
material, the heavy hole is shifted up relative to the light hole band, so energy
separation is enhanced and the mixing and anti-crossing occurs at a larger value
of the wave-vector. The effective mass approximation in the plane of the well
(figure 3) applies over a larger range of hole energies through the reduced inter-
action with neighbouring states. Moreover, because of the bulk anisotropy in the
effective mass in the plane of the well is equivalent to the light hole mass, which
has the effect of reducing the density of states. In figure 4 the effective mass and
the band gap have been left unchanged by the presence of strain for the sake of
simplicity and in order to emphasise the effect of degeneracy lifting on the den-
sity of states, but it is important to emphasise that strain can, and often does,
change the effective masses so that additional difference between the strained
and unstrained cases will be apparent.

By way of example, Kano et al [10] mapped out the valence bands as a
function of wave vector in both the [100] and [110] crystallographic planes for
strained multiple quantum wells of InGaAsP/InP. Both of these directions lie in
the plane of the quantum well. The well width was 50 Angstrom sandwiched in
barrier layers corresponding to a band gap of 1.1 µm. The result is shown in fig-
ure 5 for three of the bands. The asymmetry is a result of the different directions
being plotted on the same axes. In the lattice matched quantum well (a) the
degeneracy of the heavy hole and the light hole ground states is lifted

Figure 4. Schematic illustration of the dependence of energy on the in-plane wavevec-
tor for a compressively strained quantum well. Note the light hole behaviour in the
plane of the well.
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by confinement and the heavy hole forms the band gap. Similar features as
observed by Chang and Shulman [appendix III, figure 4] are evident. First, the
heavy hole state has quite a small zone centre effective mass, but there is a strong
non-parabolicity caused by anti-crossing of the first light and heavy hole states.
Second, the light hole has a positive effective mass. Third, the second heavy hole
state shows a strong non-parabolicity but a relatively small effective mass at the
zone centre.

In the strained quantum well (b) however, and the strain is only 2%, the
heavy hole ground state is shifted up by 79 meV and the light hole state is shift-
ed down as described above, but to the extent that the second heavy hole band
lies above the first light hole band. It is quite obvious from visual inspection that
at k = 0 the heavy hole mass is much reduced and similar to the light hole mass
as a consequence of the strain induced splitting and the reduced mixing.

For tensile strained material the light hole in the growth direction becomes
the uppermost valence band in the bulk. Within the quantum well this state will
tend to have a lower confinement energy than the equivalent heavy hole state and
may well be pushed below it in energy so that the heavy hole state forms the band
gap. Therefore effect of degeneracy lifting in the bulk is to reduce the energy sep-
aration in the quantum well but if the strain is large enough and the energy sep-
aration great enough, the light hole state will remain the uppermost state and will
form the band gap. This will change the polarisation selection rules and allow
operation of an edge-emitting laser in the TM mode. [9].
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Appendix V

The scalar potential and electromagnetic inter-
action Hamiltonian

The scalar potential A is given by the time derivative of the electric vector (chap-
ter 4), and must therefore be oscillatory in nature. If

where ε is a unit vector describing the direction of polarisation and n is a unit
vector describing the direction of propagation z, then for small distances r the
exponential can be expanded

This is essentially the dipole approximation. It is possible to show from this that
the electromagnetic interaction is of the form of an electric dipole q. r. The jus-
tification for this is as follows.

Recalling from chapter 4 that the electromagnetic interaction Hamiltonian
is

the transition from an initial state i to a final state f is described by the probabil-
ity integral
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Concentrating on the oscillatory terms of the vector field and neglecting the coef-
ficients for the moment, then

That is to say, under the dipole approximation only the momentum is important.
Consider now the action of the kinetic and potential energy operators on the state
r. ψ, where r is the position operator. It is left as an exercise to show that

Therefore

Expansion of the term on the right hand side requires a clear understanding of the
properties of Hermition operators, but it is fairly straightforward to show [1] that
this integral becomes

In other words, the momentum operator has been replaced by the position oper-
ator and the interaction Hamiltonian becomes

Given that

then
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Solutions

Ch. 2

1. i. n = 4.3 × 1012cm-3 p = 9.1 × 10-1 cm-3

ii. n = 2.35 × 1017 cm-3 p = 8.3 × 10-8 cm-3

iii. n = 5.5 × 10-7 cm-3 p = 3.5 × 1018 cm-3

2. 10.36 nm; n = 1.1 × 1017 cm-3

3. p = 6.10 × 10-25 kg m s-1 (phonon); p = 5.98 × 10-28 kg m s-1 (photon)
4. p=1.21 × 10-24 kgm s-1

Ch. 3

1. m = 4096 λ= 830.08 nm
2. ∆λ = 0.2nm
3. 24.1 cm-1; τ=4.72 ps; ∆v= 1.71 MHz
4. 12.2 cm-1; τ=9.26 ps; ∆v=0.44 MHz
5. 9.08 × 103 cm-1; 2.725 × 103 cm-1; 2.749 × 103 cm-1

6. 9.6×103 A cm-2

7. 7.04×104 Acm-2

8. 1.28×103 A cm-2; 1.8 × 103 A cm-2

Ch. 4

1. (a) n2=l - j2.79;  n = 1.41+j0.99
(b) n2 = 2.56 - jl.48;  n =1.66+ j0.44

2. n2 = 2.46 - j0.99;  n = 1.60+ j0.31

3. ∆n = -2.83×10-3

Ch. 5

1. Eg= 1.972 eV; (a) 0.053 eV; (b) 0.085 eV; (c) 0.156 eV; (d) 0.248 eV
2. n = 8.94×10.17cm-3
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3. (a) 7.55 × 1014 cm-3; (b) 2.61 × 1015 cm-3; (c) 4.09 × 1016 cm-3

(d) 1.44×1018cm-3

(Note: in (d) the barrier is negative and the Boltzmann approximation is
probably inaccurate.)

4. (a) 2.89 × 1012 cm-3; (b) 5.79 × 1012 cm-3; (c) 1.44 × 1013 cm-3; 
(d) 2.89 × 1013 cm-3.

5. (a) 109 A cm-2; (b) 376 A cm-2; (c) 5.9 × 103 A cm-2; (d)2.1×105 A cm-2.
Differentiating gives

so that d= 188 nm or 159 nm for n1 = 3.44 or n1 = 3.54, D = 1.19 in 
both cases, and Γ= 0.414 or 0.417.

Ch. 6

1. n=1;  |ψ|2 = 0.4(max)at z = 0
2. n = 2;  |ψ|2 = 0.4 (max) at z = ± 1.27; |ψ|2 = 0 (min) at z = 0
3. n = 3;  |ψ|2 = 0.4 (max) at z = ± 1.67; |ψ|2= 0 (min) at z = ±0.84
4. n=1;  14.9 meV; 219 meV
5. n = 2;  59.7 meV; 877.9 meV
6. n = 3;  134.3 meV; 1.97 
7. ∆Ec = 0.219; k2

0 = 3.94 × 1017 m-2; (K0L)2/4 = 2.46; transforming the 
eigenvalue equation as in figure 6.11 gives the intercept at (kL)2/4

= 0.933 so that k2 = 1.49 × 1017 m2 and κ = 2.45 × 1017 m2; this 
results in E1 =-0.137 eV, i.e. 81 meV above the band edge.

8. ∆EV = 0.329; k2

0 = 3.91 ×1018 m2; (K0L)2
/4 = 2.44; the intercept lies at 

(kL)2/4 = 0.932 so that k2= 1.49 × 1017 m-2 and k2 = 3.766 × 1018 m-2 and 
E1 =-0.316 eV, i.e. 12.5 meV below the valence band edge. The total 
transition energy is 1.424 eV+ 12.5 meV + 81.8 meV= 1.518 eV or 
816 nm. The band gap of GaAs corresponds to 870 nm at RT.

9. ke = 3.83 × 108 m-1 and kh = 3.86 × 108 m-1; the penetration depth is 
2.6 nm for both carriers.

Ch. 7

1. Without material dispersion
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with material dispersion (λ in µm)

Hence, for a one-wavelength cavity the mode spacing is either 123 nm
or 141 nm

2. λ = 0.85 µm:
x = 0:0.9; r = 0.0846; 27 pairs; 3.49 µm
x = 0:0.8; r = 0.0760; 30 pairs; 3.84 µm
x = 0.1:0.8; r = 0.0651; 35 pairs; 4.52 µm
λ= 1.3 µm:
x = 0:0.9; r = 0.0748; 31 pairs; 6.38 µm
x = 0:0.8; r= 0.0669; 34 pairs; 6.94 µm
x = 0.1:0.8; r = 0.0587; 39 pairs; 8.02 µm
λ= 1.5 µm:
x=0:0.9; r = 0.0739; 31 pairs; 7.40 µm
x = 0:0.8; r= 0.0662; 35 pairs; 8.28 µm
x = 0.1:0.8; r = 0.0574; 40 pairs; 9.55 µm

3. λ = 0.85 µm: r = 0.381; 6 pairs; 1.15 µm
λ = 1.3 µm: r=0.359; 6 pairs; 1.78 µm
λ= 1.5 µm: r = 0.356; 6 pairs;  2.06 µm

4. The mobility of the electrons within the stack is unknown, but it will 
be much smaller than the mobility in either of the materials because of
the activated nature of conduction across the barriers. Suppose as a 
generous estimate, µ= 50 cm2 s-1 then the scattering time τ= 1.93 × 
10-15 s-1 and γ=5.18 × 1014 s-1, and ω2

p = 2.34 × 1028 s-2. If √ ε ∝ ≈ 3 then 
k = 1 × 10-3 and 85 cm-1.

Ch. 8

1. Calculating the optical confinement from chapter 5, D= 1.28 and Γ = 
0.45. From equation (#8, 30) S= 1 ×1015 cm-3. Strictly it is necessary to 
solve for the waveguide mode and calculate the effective penetration 
of the light into the cladding but it is simpler to assume that the emit
ting area is the same as the stripe cross-section. Therefore R

stim
=2.12

×1026 cm-3 s-1 and I=7.6 mA or 507 A cm-2.
2. The stimulated recombination rate becomes

Coldren and Corzine (chapter 8, [3]) give the differential gain of bulk 
GaAs as ≈ 4 × 10-16 cm2 so the effective lifetime for the stimulated re-
combination is 2.9 × 10-10 s and ∆N= 1.29 × 1017 cm-3. From question 
(#5, 2) N

t
= 8.94 × 1017 cm-3 and N= 1.02 × 1018 cm-3. This formulation of
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an effective lifetime above demonstrates the idea that the carrier den
sity remains close to transparency during steady state operation of the 
laser.

3. τ= 4.2 ns. This sort of lifetime is not typical of radiative lifetimes, and
would probably represent the combined effect of a number of non-
radiative processes. However, assuming that all the electrons generate 
photons then Sspon= 1021 cm-3, five orders of magnitude below the stim
ulated photon density. Assuming that the quality of material has been 
improved so that non-radiative processes are insignificant the t will be
of the order of 1 µs, giving Sspon=4 × 1018 cm-3

4. It is a question of judgment as to what transit time is acceptable, but 
for ωτ ≥ 0.2 the high frequency performance begins to be affected. A
response of 90% occurs at ωτ ≈ 0.34 corresponding to a confining 
layer thickness of =116 nm.

5. This function varies dramatically with both time constant and hole 
density. Under the conditions described the 80% current limits lie at 
49 nm and 430 nm respectively for τ= 1 ns and 10 ns. At 100 nm 
thickness the currents are 232 and 383 A cm-2.

Ch. 9

1. About 45-50 mW
2. 30.8 GHz; 27.2 GHz
3. 214 nm
4. κ = 41.9 cm-1; Leff=111 mm; R = 87%; ∆λ = 0.6 nm, ∆β = 6 x 10-6 and 

the real part of the phase = 0.23. Hence r = 0.217 and R = 0.05

Ch. 10
1. This problem proceeds as (2) in chapter 8. A large optical cavity means 

that Γ = 1 so S = 9.45× 1016 cm-3 and τp = 3.40 ×10-11 s, giving Rstim = 
2.78 × 1027 cm-3 s-1. Hence J= 4.5 × 104 A cm-2, or a current of 11.2 A. 
However, this is not the total current. Calculating τstim = 3.1 × 10-12 s 
gives ∆N= 8.6 × 1015 cm-3, i.e. just above transparency, so N= 9.02 × 1017

cm-3. Therefore Fn2 = 50 meV and for ∆EC = 219 meV (chapter 6) Fn3
= 169 meV, and n3 = 6.1 × 1014 cm-3. Therefore Jleak = 97 A cm-2, which 
is trivial compared with the stimulated emission current.

2. Now Fn3 =111 meV, giving n3 = 6.82 × 1015 cm-3 and Jleak = 1.09 × 103

A cm-2. This is still less than 3% of the stimulated emission current.
3. 34.5 W.
4. τ = 1 ns: ∆N =3 × 1018 cm-3, giving a total carrier density of 4.73 × 1018

cm-3 and a leakage current of 5.7 × 103 A cm-2 for x = 0.4, and 5.2 × 104

A cm-2 for x = 0.3.
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τ = 0.1 ns: ∆N =3 × 1017 cm-3, giving a total carrier density of 1.17 × 
1018 cm-3 and a leakage current of 1.7 × 102 A cm-2 for x = 0.4, and 1.6 
×103 A cm-2 for x = 0.3.

5. The change in band gap follows that of GaAs to a first approximation 
and is estimated at 23.5 meV giving a wavelength of 820 nm. The ban
offsets do not change appreciably, so the main effect on the leakage is 
through the increased injection over the barrier, i.e. the barrier electron
density is 3.5 × 1017 cm-3 giving a leakage current of 5.5 × 104 A cm-2.

Ch. 11

1. 0.035 nm; 91µm and 140 µm
2. 3.579; 2.57
3. Assuming n=2.6, R= 19.5, am=33 cm-1 The equivalent cavity length = 

700 µm.

Ch. 12
1.

2. The transition energy is 24.8 meV so the two states of the first quan
tum well must be 60.8 meV apart, taking into account the phonon 
energy. This leads to a quantum well width of 2.14 nm. The zero-point
energy of the adjacent well must lie at the zero-point energy of this 
well plus the phonon energy, i.e. 56 meV, leading to a thickness of 
1.29 nm.

3. The momentum change is π/d = 3.142 × 10-8 kg. m s-1. For an electron 
in bulk GaAs this corresponds to a kinetic energy of ~ 55 meV. This 
is greater than the width of the miniband of the superlattice, but can 
you think of a good reason why this must be the case?
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