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Preface

A unified quantum theory incorporating the four fundamental forces of nature is one
of the major open problems in physics. The Standard Model combines electro-
magnetism, the strong force and the weak force, but ignores gravity. The quanti-
zation of gravity is, therefore, a necessary first step to achieve a unified quantum
theory.

The Einstein equations are the Euler–Lagrange equations of the Einstein–Hilbert
functional, and quantization of a Lagrangian theory requires to switch from a
Lagrangian view to a Hamiltonian view. In a groundbreaking paper, Arnowitt,
Deser and Misner [1] expressed the Einstein–Hilbert Lagrangian in a form which
allowed to derive a corresponding Hamilton function by applying the Legendre
transformation. However, since the Einstein–Hilbert Lagrangian is singular, the
Hamiltonian description of gravity is only correct if two additional constraints are
satisfied, namely the Hamilton constraint, which is expressed by the equation
H ¼ 0, where H is the Hamilton function, and the diffeomorphism constraint.
Dirac [8] proved how to quantize a constrained Hamiltonian system—at least in
principle—and his method has been applied to the Hamiltonian setting of gravity,
cf. the paper of DeWitt [6] and the monographs by Kiefer [36] and Thiemann [42].
In the general case, when arbitrary globally hyperbolic spacetime metrics are
allowed, the problem turned out to be extremely difficult and solutions could only
be found by assuming a high degree of symmetry, cf., e.g. [14].

However, in [15, 17, 18] we proposed a model for the quantization of gravity for
general hyperbolic spacetimes, in which we eliminated the diffeomorphism con-
straint by reducing the number of variables and proving that the Euler–Lagrange
equations for this special class of metrics were still the full Einstein equations. The
Hamiltonian description of the Einstein–Hilbert functional then allowed a canonical
quantization. We quantized the action by looking at the Wheeler–DeWitt equation
in a fibre bundle E, where the base space is a Cauchy hypersurface of the spacetime
which has been quantized and the elements of the fibres are Riemannian metrics.
The fibres of E are equipped with a Lorentzian metric such that they are globally
hyperbolic, and the transformed Hamiltonian, which is now a hyperbolic operator,
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Ĥ, is a normally hyperbolic operator acting only in the fibres. The Wheeler–DeWitt
equation has the form Ĥu ¼ 0 with u 2 C1ðE; CÞ and we defined with the help
of the Green’s operator a symplectic vector space and a corresponding Weyl
system.

The Wheeler–DeWitt equation seems to be the obvious quantization of the
Hamilton condition. However, Ĥ acts only in the fibres and not in the base space
which is due to the fact that the derivatives are only ordinary covariant derivatives
and not functional derivatives, though they are supposed to be functional deriva-
tives, but this property is not really invoked when a functional derivative is applied
to u, since the result is the same as applying a partial derivative.

Therefore, we discarded the Wheeler–DeWitt equation in [19] and expressed the
Hamilton condition differently by looking at the evolution equation of the mean
curvature of the foliation hypersurfaces MðtÞ and implementing the Hamilton
condition on the right-hand side of this evolution equation. The left-hand side, a
time derivative, we replaced by the corresponding Poisson brackets. After canonical
quantization, the Poisson brackets became a commutator and now we could employ
the fact that the derivatives are functional derivatives, since we had to differentiate
the scalar curvature of a metric. As a result, we obtained an elliptic differential
operator in the base space, the main part of which was the Laplacian of the metric.

On the right-hand side of the evolution equation, the interesting term was H2, the
square of the mean curvature. It transformed to a second-time derivative, the only
remaining derivative with respect to a fibre variable, since the differentiations with
respect to the other variables cancelled each other. The resulting quantized equation
is then a wave equation in a globally hyperbolic spacetime.

Q ¼ ð0; 1Þ � S0;

where S0 is the Cauchy hypersurface. When S0 is a space of constant curvature,
then the wave equation, considered only for functions u which do not depend on x,
is identical to the equation obtained by quantizing the Hamilton constraint in a
Friedmann universe without matter but including a cosmological constant.

There also exist temporal and spatial self-adjoint operators H0 resp. H1 such that
the hyperbolic equation is equivalent to

H0u� H1u ¼ 0;

where u ¼ uðt; xÞ, and H0 has a pure point spectrum with eigenvalues ki while, for
H1, it is possible to find corresponding eigendistributions for each of the eigen-
values ki, if S0 is asymptotically Euclidean or if the quantized spacetime is a black
hole with a negative cosmological constant, cf. [22–24]. The hyperbolic equation
then has a sequence of smooth solutions which are products of temporal eigen-
functions and spatial eigendistributions. Due to this “spectral resolution” of the
wave equation, we were also able to apply quantum statistics to the quantized

vi Preface



systems, cf. [25]. These quantum statistical results could help to explain the nature
of dark matter and dark energy.

We believe that the wave equation model in the spacetime Q is a very promising
model for describing quantum gravity.

Heidelberg, Germany Claus Gerhardt
December 2017
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Contents

1 The Quantization of a Globally Hyperbolic Spacetime . . . . . . . . . . . 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Definitions and Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Combining the Hamilton Equations

with the Hamilton Constraint . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 The Quantization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.5 The Second Quantization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
1.6 The Gravitational Waves Model . . . . . . . . . . . . . . . . . . . . . . . . . 40

2 Interaction of Gravity with Yang-Mills and Higgs Fields . . . . . . . . . 51
2.1 Gravity Interacting with Other Fields . . . . . . . . . . . . . . . . . . . . . . 51
2.2 The Yang-Mills Functional . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
2.3 The Higgs Functional . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.4 The Hamilton Condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.5 The Quantization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.6 The Spectral Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

3 The Quantum Development of an Asymptotically Euclidean
Cauchy Hypersurface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
3.1 Spectral Resolution of a Hyperbolic Equation . . . . . . . . . . . . . . . 79
3.2 Existence of a Complete Set of Eigendistributions . . . . . . . . . . . . 82
3.3 Properties of rðAÞ in the Asymptotically Euclidean Case . . . . . . . 93
3.4 The Quantization of the Wave Equation . . . . . . . . . . . . . . . . . . . . 95

4 The Quantization of a Schwarzschild-AdS Black Hole . . . . . . . . . . . 99
4.1 The Quantum Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.2 The Quantization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.3 Transition from the Black Hole to the White Hole . . . . . . . . . . . . 110

ix



5 The Quantization of a Kerr-AdS Black Hole . . . . . . . . . . . . . . . . . . 113
5.1 Rotating Black Holes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

5.1.1 Notations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.2 Preparations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.3 The Quantization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

6 A Partition Function for Quantized Globally Hyperbolic
Spacetimes with a Negative Cosmological Constant . . . . . . . . . . . . . 133
6.1 Trace Class Operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.2 Trace Class Estimates in Rþ . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.3 Trace Class Estimates in R

n . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
6.4 The Hamiltonians Governing Quantum Gravity . . . . . . . . . . . . . . 159
6.5 The Partition Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
6.6 The Friedmann Universes with Negative

Cosmological Constants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

7 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
7.1 The Eigendistributions are Smooth Functions . . . . . . . . . . . . . . . . 187

Bibliography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

Symbol Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

x Contents



Chapter 1
The Quantization of a Globally
Hyperbolic Spacetime

1.1 Introduction

The quantization of gravity is hampered by the fact that the Einstein–Hilbert
Lagrangian is singular. Switching to a Hamiltonian setting requires to impose two
constraints, the Hamilton constraint and the diffeomorphism constraint. Though we
were able to eliminate the diffeomorphism constraint in a recent paper [16], the
Hamilton constraint is a serious obstacle. Quantization of a Hamiltonian setting
requires a model in which the quantized variables, which turn into operators, act,
and, in case of constraints, preferably given as an equation, to quantize this equation.

In the former paper, we proposed a quantization of gravity by working in a fiber
bundle E with base space S0 after quantization, the Hamilton function H was trans-
formed to an hyperbolic operator ̂H , and the Hamilton condition, which could be
expressed by

H = 0, (1.1.1)

was transformed to the Wheeler–DeWitt equation

̂Hu = 0 (1.1.2)

in the bundle E . However, the operator ̂H acts only in the fibers and there is no
differentiation in the base space S0, though the solutions are defined in E . This
seems to be unsatisfactory.

We therefore use a better quantization model, cf. [18]: We are still working in the
bundle E , but we discard the Wheeler–DeWitt equation; i.e., we do not express the
Hamilton constraint by Eq. (1.1.1) but differently using the Hamilton equations. The
second Hamilton equation has the form

π̇i j = − δH
δgi j

, (1.1.3)

© Springer International Publishing AG, part of Springer Nature 2018
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2 1 The Quantization of a Globally Hyperbolic Spacetime

or equivalently,
π̇i j = {πi j ,H}, (1.1.4)

where we use a Hamiltonian density at the moment. Hence, we have the identity

gi j {πi j ,H} = −gi j
δH
δgi j

(1.1.5)

which is a scalar equation.
The Hamilton constraint can be expressed in the form

|A|2 − H 2 = (R − 2Λ). (1.1.6)

Looking at the right-hand side of (1.1.5), the term |A|2 − H 2, which will be trans-
formed to be themain part of the hyperbolic operator, occurs on the right-hand side in
two places. Replacing |A|2 − H 2 on the right side by (R −2Λ) will give an equation
that defines the Hamilton constraint.

We developed two models: In the first model, we replaced |A|2 − H 2 partially in
(1.1.5). The quantization of themodified equation then leads to a hyperbolic equation

Pu = 0 (1.1.7)

in E , where P acts in the fibers as well as in S0. P is a symmetric operator, and with
the help of its Green’s operator, one can define a symplectic vector space and then a
Weyl system, or a quantum field.

In the second model, we use a geometric evolution equation to express the Hamil-
ton constraint by replacing |A|2 − H 2 completely in the evolution equation. After
quantization, we then obtain a wave equation in E

1

32

n2

n − 1
ü − (n − 1)t2−

4
n Δu − n

2
t2(t− 4

n R − 2Λ)u = 0 (1.1.8)

in points (x, t, ξ) ∈ E , where a metric gi j in the fiber over x ∈ S0 has the form

gi j = t
4
n σi j (x, ξ) (1.1.9)

and the Laplacian in (1.1.8) is defined with respect to σi j . Hence, for any ξ we have
a wave equation in

S0 × R
∗
+ (1.1.10)

with solutions u = u(x, t, ξ). We prove that solutions of the corresponding Cauchy
problems exist and are smooth in all variables.

This secondmodel seems to be the rightmodel since it contains the quantization of
a cosmological Friedmann universe,withoutmatter butwith a cosmological constant,
as a special case by choosing σi j to be the metric of a space of constant curvature
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and by assuming u = u(t). Equation (1.1.8) is in this case identical to the quantized
Friedmann equation up to the last constant.

Moreover, assuming S0 to be compact we also derive a spectral resolution of
Eq. (1.1.8), by constructing a countable basis of solutions of the form

u = w(t)v(x), (1.1.11)

where v is an eigenfunction of the problem

− (n − 1)Δv − n

2
Rv = μv (1.1.12)

in S0 with μ > 0 and w an eigenfunction of an ODE. These solutions have finite
energy, cf. (1.6.73) on page 49.

However, the most satisfying spectral resolution we shall obtain later by defining
temporal resp. spatial Hamiltonians H0 resp. H1 such that the wave equation (1.1.8)
can be expressed in the form

t2−
n
4 (H1 − H0)u = 0, (1.1.13)

where H0 has a pure point spectrum with positive eigenvalues λi and where it is
possible to find corresponding eigendistributions of H1 for each of the eigenvalues
λi . Let wi be a complete mutually orthogonal sequence of eigenvectors of H0 and
vi j a sequence of smooth eigendistributions of H1 satisfying

H1vi j = λivi j ∀ j, (1.1.14)

then
ui j = wivi j (1.1.15)

will be solutions of thewave equation. This approachwill require that theλi belong to
the continuous spectrum of H1 which will be the case if the positive real numbers are
part of the continuous spectrum. Fortunately, this will be true for important classes
of open spacetimes, i.e. spacetimes with non-compact Cauchy hypersurfaces S0, cf.
the examples in the chapters [3–6].

The results for the first model are proved and described in detail in Sects. 1.4 and
1.5. The results for the second model are proved in Sect. 1.6. Here is a more formal
summary of the results of the second model:

Theorem 1.1.1 Let (S0,σi j ) be a given connected, smooth and complete
n-dimensional Riemannian manifold and let

Q = S0 × R
∗
+ (1.1.16)

be the associated globally hyperbolic spacetime equipped with the Lorentzian metric
(1.6.41) or, if necessary, with (1.6.42), then the hyperbolic equation
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1

32

n2

n − 1
ü − (n − 1)t2−

4
n Δu − n

2
t2−

4
n Ru + nt2Λu = 0, (1.1.17)

where the Laplacian and the scalar curvature correspond to the metric σi j , describes
a model for quantum gravity. If S0 is compact, a spectral resolution of this equation
has been proved in the theorem below.

Theorem 1.1.2 Assume n ≥ 2 and S0 to be compact and let (v,μ) be a solution
of the eigenvalue problem (1.1.12) with μ > 0, then there exist countably many
solutions (wi ,Λi ) of the implicit eigenvalue problem (1.6.57) such that

Λi < Λi+1 < · · · < 0, (1.1.18)

lim
i

Λi = 0, (1.1.19)

and such that the functions
ui = wiv (1.1.20)

are solutions of the wave equations (1.1.8). The transformed eigenfunctions

w̃i (t) = wi (λ
n

4(n−1)

i t), (1.1.21)

where
λi = (−Λi )

− n−1
n (1.1.22)

form a basis of the corresponding Hilbert space H and also of L2(R∗+, C).

1.2 Definitions and Notations

The main objective of this section is to state the equations of Gauß, Codazzi and
Weingarten for spacelike hypersurfaces M in a (n+1)-dimensional Lorentzian man-
ifold N . Geometric quantities in N will be denoted by (ḡαβ), (Rαβγδ), etc., and those
in M by (gi j ), (Ri jkl), etc. Greek indices range from 0 to n and Latin from 1 to n; the
summation convention is always used. Generic coordinate systems in N resp. M will
be denoted by (xα) resp. (ξi ). Covariant differentiation will simply be indicated by
indices, and only in case of possible ambiguity they will be preceded by a semicolon;
i.e., for a function u in N , (uα) will be the gradient and (uαβ) the Hessian, but, e.g.,
the covariant derivative of the curvature tensor will be abbreviated by Rαβγδ;ε. We
also point out that

Rαβγδ;i = Rαβγδ;εx ε
i (1.2.1)

with obvious generalizations to other quantities.
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Let M be a spacelike hypersurface; i.e., the induced metric is Riemannian, with
a differentiable normal ν which is timelike.

In local coordinates, (xα) and (ξi ), the geometric quantities of the spacelike hyper-
surface M are connected through the following equations

xα
i j = hi jν

α (1.2.2)

the so-called Gauß formula. Here, and also in the sequel, a covariant derivative is
always a full tensor, i.e.

xα
i j = xα

,i j − Γ k
i j x

α
k + Γ

α

βγxβ
i xγ

j . (1.2.3)

The comma indicates ordinary partial derivatives.
In this implicit definition, the second fundamental form (hi j ) is taken with respect

to ν.
The second equation is the Weingarten equation

να
i = hk

i xα
k , (1.2.4)

where we remember that να
i is a full tensor.

Finally, we have the Codazzi equation

hi j;k − hik; j = Rαβγδν
αxβ

i xγ
j xδ

k (1.2.5)

and the Gauß equation

Ri jkl = −{hikh jl − hilh jk} + Rαβγδxα
i xβ

j xγ
k xδ

l . (1.2.6)

Now, let us assume that N is a globally hyperbolic Lorentzian manifold with a
Cauchy hypersurface. N is then a topological product I × S0, where I is an open
interval, S0 is a Riemannian manifold, and there exists a Gaussian coordinate system
(xα), such that the metric in N has the form

ds̄2N = e2ψ{−dx02 + σi j (x0, x)dxi dx j }, (1.2.7)

where σi j is a Riemannian metric, ψ a function on N , and x an abbreviation
for the spacelike components (xi ). We also assume that the coordinate system is
future oriented; i.e., the time coordinate x0 increases on future directed curves.
Hence, the contravariant timelike vector (ξα) = (1, 0, . . . , 0) is future directed as
is its covariant version (ξα) = e2ψ(−1, 0, . . . , 0).

Let M = graphu|S0
be a spacelike hypersurface

M = { (x0, x) : x0 = u(x), x ∈ S0 }, (1.2.8)
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then the induced metric has the form

gi j = e2ψ{−ui u j + σi j } (1.2.9)

where σi j is evaluated at (u, x), and its inverse (gi j ) = (gi j )
−1 can be expressed as

gi j = e−2ψ{σi j + ui

v

u j

v
}, (1.2.10)

where (σi j ) = (σi j )
−1 and

ui = σi j u j

v2 = 1 − σi j ui u j ≡ 1 − |Du|2. (1.2.11)

Hence, graph u is spacelike if and only if |Du| < 1.
The covariant form of a normal vector of a graph looks like

(να) = ±v−1eψ(1,−ui ). (1.2.12)

and the contravariant version is

(να) = ∓v−1e−ψ(1, ui ). (1.2.13)

Thus, we have

Remark 1.2.1 Let M be spacelike graph in a future oriented coordinate system.
Then, the contravariant future directed normal vector has the form

(να) = v−1e−ψ(1, ui ) (1.2.14)

and the past directed
(να) = −v−1e−ψ(1, ui ). (1.2.15)

In the Gauß formula (1.2.2), we are free to choose the future or past directed
normal, but we stipulate that we always use the past directed normal. Look at the
component α = 0 in (1.2.2) and obtain in view of (1.2.15)

e−ψv−1hi j = −ui j − Γ
0
00ui u j − Γ

0
0 j ui − Γ

0
0i u j − Γ

0
i j . (1.2.16)

Here, the covariant derivatives are taken with respect to the induced metric of M ,
and

− Γ
0
i j = e−ψ h̄i j , (1.2.17)

where (h̄i j ) is the second fundamental form of the hypersurfaces {x0 = const}.
An easy calculation shows
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h̄i j e
−ψ = −1

2
σ̇i j − ψ̇σi j , (1.2.18)

where the dot indicates differentiation with respect to x0.

1.3 Combining the Hamilton Equations
with the Hamilton Constraint

Let N = N n+1 be a globally hyperbolic spacetime. We consider the functional

J =
∫

N
(R − 2Λ), (1.3.1)

where R is the scalar curvature and Λ a cosmological constant. The integration over
N is to be understood only symbolically since we are only interested in the first
variation of the functional; i.e., when a metric ḡ = (ḡαβ) in N is given, we are only
interested in the first variation of J with respect to compact variations of ḡ; hence,
it suffices to integrate only over open and precompact subsets Ω ⊂ N such that

J =
∫

Ω

(R − 2Λ). (1.3.2)

It is well known that, when the first variation of J with respect to arbitrary compact
variations of ḡ vanishes, the metric ḡ satisfies the Einstein equations with cosmolog-
ical constant Λ, namely

Gαβ + Λḡαβ = 0, (1.3.3)

where Gαβ is the Einstein tensor.
When N , endowed with a metric ḡ, is globally hyperbolic, there exists a global

time function f ∈ C∞(N ) such that

‖D f ‖2 = ḡαβ fα fβ < 0, (1.3.4)

and N can be written as a topological product

N = I × S0, I = (a, b) ⊂ R, (1.3.5)

where
S0 = f −1(c), a < c < b, (1.3.6)

is a Cauchy hypersurface and there exists a Gaussian coordinate system (xα), 0 ≤
α ≤ n, such that x0 = f and the metric ḡ splits according to
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ds̄2 = −w2(dx0)2 + ḡi j dxi dx j , (1.3.7)

where (xi ), 1 ≤ i ≤ n, are local coordinates of S0 and

ḡi j = ḡi j (x0, x), x ∈ S0, (1.3.8)

are Riemannian and w > 0 is function.
Without loss of generality, we may always assume that 0 ∈ I and that c = 0.

When there exists a time function and an associated Gaussian coordinate system
such that (1.3.7) is valid we also say that x0 splits the metric.

Lemma 1.3.1 Let (N , ḡ) be a globally hyperbolic spacetime and let f be a time
function that splits ḡ. Let ω = (ωαβ) be an arbitrary smooth symmetric tensor field
with compact support and define

ḡ(ε) = ḡ + ε ω (1.3.9)

for small values of ε
|ε| < ε0. (1.3.10)

If ε0 is small enough, the tensor fields ḡ(ε) will also be Lorentzian metrics that will
be split by f .

Proof We shall only prove that the ḡ(ε) will be split by f, since the other claim is
obvious.

Define the conformal covariant metrics

g(ε) = |〈D f, D f 〉|ḡ(ε), (1.3.11)

then D f is a unit gradient field for each g(ε). Let S0 = f −1(0) and consider the flow
x = x(t, ξ) satisfying

ẋ = −D f,

x(0, ξ) = ξ,
(1.3.12)

where ξ ∈ S0. For fixed ξ, the flow is defined on amaximal time interval J = (a0, b0).
If we can prove that J = I = (a, b) = f (N ), then we would have proved that each
metric g(ε) satisfies

ds̄2 = −(dx0)2 + gi j dxd x j , (1.3.13)

where the gi j are Riemannian and depend smoothly on ε, cf. the arguments in [12,
p. 27].

It suffices to prove b0 = b. Assume that

b0 < b, (1.3.14)

and let K be the support of ω. Then, there exists t0 < b0 such that
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x(t, ξ) /∈ K ∀ t > t0, (1.3.15)

for otherwise there would exist a sequence (tk)

tk → b0 ∧ x(tk, ξ) ∈ K (1.3.16)

contradicting the maximality of J , since there has to be a “singularity” for the flow
in b0.

Thus, choose
t0 < t1 < b0, (1.3.17)

then
x(t1, ξ) ∈ M(t1) = f −1(t1), (1.3.18)

because
f (x(t, ξ)) = t (1.3.19)

as one easily checks.
Let y = y(t, ξ) be the flowcorresponding to ε = 0, then y covers N by assumption

and hence there exists ζ ∈ S0 such that

y(t1, ζ) = x(t1, ξ). (1.3.20)

Then the integral curve
ẏ = −D f,

y(t1, ζ) = x(t1, ξ),
(1.3.21)

where the contravariant vector is now defined with the help ḡ = ḡ(0)

Dα f = ḡαβ fβ, (1.3.22)

would be a smooth continuation of x(t, ξ) past b0, a contradiction. �
The preceding lemma will enable us to eliminate the so-called diffeomorphism

constraint when switching from a Lagrangian to a Hamiltonian view of gravity.

Theorem 1.3.2 Let (N , ḡ) be a globally hyperbolic spacetime, f a time function
that splits ḡ with Cauchy hypersurface S0. Let Ω̃ � N be open and precompact and
assume that the first variation of the functional

J =
∫

Ω̃

(R − 2Λ) (1.3.23)

vanishes in ḡ for those compact variations of ḡ which can be expressed in the form

ds̄2 = −w2(dx0)2 + gi j dxi dx j , (1.3.24)



10 1 The Quantization of a Globally Hyperbolic Spacetime

where (gi j (x0, x)) is Riemannian, then the first variation of J in ḡ also vanishes for
arbitrary compact variations.

Proof Letω = (ωαβ) be an arbitrary smooth symmetric tensor with compact support
in Ω̃ . The metrics

ḡ(ε) = ḡ + ε ω, |ε| < ε0, (1.3.25)

then satisfy (1.3.24) for small ε0, in view of the preceding lemma, hence

δJ (ḡ; ˙̄g(0)) = 0. (1.3.26)

But the first variation is a scalar, hence

δJ (ḡ; ˙̄g(0)) = δJ (ḡ;ω), (1.3.27)

where at the right-hand side we used an arbitrary coordinate system to express the
tensors. �

We are now ready to look at the Hamiltonian form of the Einstein–Hilbert action
following [1].

Let Ω̃ � N be an arbitrary open, precompact set. Then, we consider the functional

J =
∫

Ω̃

(R − 2Λ), (1.3.28)

whereΛ is a negative constant andwe assume that there exists a time function f = x0

in N with Cauchy hypersurface S0 = f −1(0) and where, in view of Theorem 1.3.2,
we only consider metrics of the form

ds̄2 = −w2(dx0)2 + gi j dxi dx j , (1.3.29)

where w is an arbitrary smooth positive function and gi j = gi j (x0, x), x ∈ S0,
Riemannian metrics. Let us fix a metric ḡ = (ḡαβ) as in (1.3.29), then we deduce
from the Gauß equation

R = H 2 − |A|2 + R − 2Rαβνανβ, (1.3.30)

where R is the Scalar curvature of the slices

M(t) = {x0 = t}, (1.3.31)

H the Mean curvature of M(t),

H = gi j hi j =
n

∑

i=1

κi , (1.3.32)
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where κi are the principal curvatures, |A|2 is defined by

|A|2 = hi j h
i j =

n
∑

i=1

κ2
i , (1.3.33)

and where the second fundamental form hi j of M(t) can be expressed as

hi j = −1

2
ġi jw

−1, (1.3.34)

where

ġi j = ∂gi j

∂t
, (1.3.35)

when we identify t with x0.
The last term on the right-hand side of (1.3.30) can be written as

− 2Rαβνανβ = −2(H 2 − |A|2) + Dαaα, (1.3.36)

cf. Lemma 1.3.6 below. Since the divergence term can be neglected, the functional
J is equal to

J =
∫ b

a

∫

Ω

{|A|2 − H 2 + R − 2Λ}w√
g, (1.3.37)

where we may assume that

Ω̃ = (a, b)×Ω, Ω � S0, (1.3.38)

and
(a, b) � x0(N ) = I. (1.3.39)

This way of expressing the Einstein–Hilbert functional is known as the ADM
approach, see [1].

Let F = F(hi j ) be the scalar curvature operator

F = 1

2
(H 2 − |A|2) (1.3.40)

and let

Fi j,kl = gi jgkl − 1

2
{gikg jl + gilg jk} (1.3.41)

be its Hessian, then
Fi j,klhi j hkl = 2F = H 2 − |A|2 (1.3.42)

and
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Fi j = Fi j,klhkl = Hgi j − hi j . (1.3.43)

In physics
Gi j,kl = −Fi j,kl (1.3.44)

is known as the DeWitt metric, or more precisely, a conformal metric, where the
conformal factor is even a density, is known as the DeWitt metric, but we prefer the
above definition.

Combining (1.3.34) and (1.3.42) J can be expressed in the form

J =
∫ b

a

∫

Ω

{1
4

Gi j,kl ġi j ġklw
−2 + (R − 2Λ)}w√

g. (1.3.45)

The Lagrangian density L is a regular Lagrangian with respect to the variables gi j .
Define the conjugate momenta

πi j = ∂L
∂ġi j

= 1

2
Gi j,kl ġklw

−1√g

= −Gi j,klhkl
√

g

(1.3.46)

and the Hamiltonian density

H = πi j ġi j − L
= 1√

g
wGi j,klπ

i jπkl − (R − 2Λ)w
√

g,
(1.3.47)

where

Gi j,kl = 1

2
{gikg jk + gilg jk} − 1

n − 1
gi jgkl (1.3.48)

is the inverse of Gi j,kl .
Let us now consider an arbitrary variation of gi j with compact support

gi j (ε) = gi j + εωi j , (1.3.49)

whereωi j = ωi j (t, x) is an arbitrary smooth, symmetric tensor with compact support
in Ω . The vanishing of the first variation leads to the Euler–Lagrange equations

Gi j + Λgi j = 0, (1.3.50)

i.e. to the tangential Einstein equations. We obtain these equations by either varying
(1.3.28) or (1.3.37).

To obtain the full Einstein equations we impose the Hamilton constraint, namely
that the Hamiltonian density vanishes or, equivalently, that the normal component of
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the Einstein equations are satisfied

Gαβνανβ − Λ = 0. (1.3.51)

We then conclude that any metric (ḡαβ) satisfying (1.3.29), (1.3.50) and (1.3.51)
has the property that it is a stationary point for the functional (1.3.28) in the class
of metrics which can be split according to (1.3.29). Applying then the result of
Theorem 1.3.2, we deduce that ḡαβ satisfies the full Einstein equations.

The Lagrangian density L in (1.3.45) is regular with respect to the variables gi j ;
hence, the tangential Einstein equations are equivalent to the Hamilton equations

ġi j = δH
δπi j

(1.3.52)

and

π̇i j = − δH
δgi j

, (1.3.53)

where the differentials on the right-hand side of these equations are variational or
functional derivatives; i.e., they represent the Euler–Lagrange operator of the cor-
responding functionals, or more precisely, of the corresponding Lagrangians, with
respect to the indicated variables, in this case, the functional is

∫

Ω

H, (1.3.54)

where S0 is locally parameterized over Ω ⊂ R
n . Occasionally, we shall also write

∫

S0

H (1.3.55)

by considering S0 simply to be a parameter domain without any intrinsic volume
element.

We have therefore proved:

Theorem 1.3.3 Let N = N n+1 be a globally hyperbolic spacetime and let the metric
ḡαβ be expressed as in (1.3.29). Then, the metric satisfies the full Einstein equations
if and only if the metric is a solution of the Hamilton equations (1.3.52) and (1.3.53)
and of the Eq. (1.3.51) which is equivalent to

H = 0 (1.3.56)

and is called the Hamilton constraint. These equations are equations for the variables
gi j . The function w is merely part of the equations and not looked at as a variable
though it is of course specified in the component ḡ00.



14 1 The Quantization of a Globally Hyperbolic Spacetime

We define the Poisson brackets

{u, v} = δu

δgkl

δv

δπkl
− δu

δπkl

δv

δgkl
(1.3.57)

and obtain
{gi j ,π

kl} = δkl
i j , (1.3.58)

where

δkl
i j = 1

2
{δk

i δ
l
j + δl

i δ
k
j }. (1.3.59)

Then, the second Hamilton equation can also be expressed as

π̇i j = {πi j ,H}. (1.3.60)

In the next section, we want to quantize this Hamiltonian setting and especially the
Hamiltonian constraint. In order to achieve this, we shall express equations (1.3.53),
(1.3.52) and (1.3.51) by a set of equivalent equations, namely (1.3.53), (1.3.52) and
(1.3.61)

gi j {πi j ,H} = (n − 1)(R − 2Λ)w
√

g − Rw
√

g − (n − 1)Δ̃w
√

g

− 1√
g

Grs,klπ
rsπklw,

(1.3.61)

where Δ̃ is the Laplacian with respect to the metric gi j . Let us formulate this claim
as a theorem:

Theorem 1.3.4 Let N = N n+1 be a globally hyperbolic spacetime and let the metric
ḡαβ be expressed as in (1.3.29). Then, the metric satisfies the full Einstein equations
if and only if the metric is a solution of the Hamilton equations (1.3.52) and (1.3.53)
and of equation (1.3.61).

Proof The second Hamilton equation states

π̇i j = − δH
δgi j

, (1.3.62)

which is of course equal to (1.3.60), and

− δH
δgi j

= − ∂

∂gi j
(
1√
g

Grs,klπ
rsπkl)w + δ((R − 2Λ)w

√
g)

δgi j
. (1.3.63)

In the lemma below, we shall prove
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δ((R − 2Λ)w
√

g)

δgi j
= 1

2
Rgi jw

√
g − Ri jw

√
g

+ {wi j − Δ̃wgi j − Λgi jw}√g

(1.3.64)

and a simple but somewhat lengthy computation will reveal

− ∂

∂gi j
(
1√
g

Grs,klπ
rsπkl)w = 1

2
(|A|2 − H 2)gi jw

√
g

− 2πi
rπ

r jw
1√
g

+ 2

n − 1
πi jπr

r w
1√
g
,

(1.3.65)

where the indices are lowered with the help of gi j , and we further conclude

− gi j
∂

∂gi j
(
1√
g

Grs,klπ
rsπkl)w

= n

2
(|A|2 − H 2)w

√
g − 2(|A|2 − H 2)w

√
g

= (
n

2
− 1)(|A|2 − H 2)w

√
g − 1√

g
Grs,klπ

rsπklw

(1.3.66)

On the other hand, the Hamilton density is equal to

H = −2{Gαβνανβ − Λ}w√
g (1.3.67)

because of the Gauß equation. Hence,

1

2
{|A|2 − H 2}w√

g = 1

2
(R − 2Λ)w

√
g (1.3.68)

iff the Hamilton constraint is valid, fromwhich the proof of the theorem immediately
follows. �

Lemma 1.3.5 Let M be a Riemannian manifold with metric gi j , scalar curvature R
and let w ∈ C2(M) and Λ ∈ R, then the Eq. (1.3.64) is valid.

Proof It suffices to consider the term

δ(Rw
√

g)

δgi j
, (1.3.69)

since the result for the second term is trivial.
Let Ω ⊂ M be open and bounded and define the functional

J =
∫

Ω

Rw
√

g. (1.3.70)
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Let gi j (ε) be a variation of gi j with support in Ω such that

gi j = gi j (0) (1.3.71)

and denote differentiation with respect to ε by a dot or prime, then the first variation
of J with respect to this variation is equal to

J̇ (0) =
∫

Ω

{ġi j Ri j + gi j Ṙi j }w√
g +

∫

Ω

Rw
√

g′
. (1.3.72)

Again we only consider the non-trivial term

∫

Ω

gi j Ṙi jw
√

g. (1.3.73)

It is well known that
Ṙi j = −(Γ̇ k

ik); j + (Γ̇ k
i j );k, (1.3.74)

where the semicolon indicates covariant differentiation, Γ̇ k
i j is a tensor. Hence, we

deduce that (1.3.73) is equal to

∫

Ω

{gi j Γ̇ k
ikw j − gi j Γ̇ k

i jwk}√g (1.3.75)

which in turn can be expressed as

∫

Ω

gi jgkl 1

2
(ġil;k + ġkl;i − ġik;l)w j

−
∫

Ω

gi jgkl 1

2
(ġil; j + ġ jl;i − ġi j;l)wk,

(1.3.76)

where we omitted the notation of the density
√

g. Let us agree that each row of the
preceding expression contains three integrals. Then, the first integrals in each row
cancel each other, the second in the first row is equal to the third integral in the second
row, and the third integral in the first row is equal to the second integral in the second
row. Therefore, we obtain by integrating by parts

−
∫

Ω

Δ̃wgkl ġkl +
∫

Ω

wl
i ġ

i
l =

∫

Ω

{−Δ̃wgl
i + wl

i }ġi
l (1.3.77)

and conclude

δ(Rw
√

g)

δgi j
= (

1

2
Rgi j − Ri j )w

√
g + (wi j − Δ̃wgi j )

√
g. (1.3.78)

�
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Let us now prove the relation (1.3.36).

Lemma 1.3.6 Let M ⊂ N be a spacelike hypersurface and let ν = (να) be a smooth
field of unit normal vectors of M, then

Rαβνανβ = (H 2 − |A|2) + Dαaα, (1.3.79)

where aα is a smooth vector field.

Proof Without loss of generality we may assume that the vector field ν is defined in
a neighbourhood of M by looking at a tubular neighbourhood of M , cf. [12, Theorem
1.3.13]. Applying the Ricci identities, we then deduce

νδ
;αδ = νδ

;δα − R
δ

βαδν
β = νδ

;δα + Rαβνβ . (1.3.80)

Next, we have the identities

(νδ
;ανα);δ = νδ

;αδν
δ + νδ

;ανα
;δ (1.3.81)

and
(νδ

;δν
α);α = νδ

;δανα + νδ
;δν

α
;α, (1.3.82)

from which we infer, by subtracting the last equation from the preceding one,

(νδ
;ανα);δ − (νδ

;δν
α);α = νδ

;αδν
δ − νδ

;δανα + |A|2 − H 2, (1.3.83)

where we also used that

να
;α = ±H ∧ νδ

;ανα
;δ = |A|2. (1.3.84)

Combining (1.3.83) and (1.3.80), we obtain (1.3.79). �

1.4 The Quantization

For the quantizationof theHamiltonian settingwefirst replace all densities by tensors,
by choosing a fixed Riemannian metric in S0

χ = (χi j (x)), (1.4.1)

and, for a given metric g = (gi j (t, x)), we define

ϕ = ϕ(x, gi j ) = ( det gi j

det χi j

) 1
2 (1.4.2)
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such that the Einstein–Hilbert functional J in (1.3.45) on page 12 can be written in
the form

J =
∫ b

a

∫

Ω

{1
4

Gi j,kl ġi j ġklw
−2 + (R − 2Λ)}wϕ

√
χ. (1.4.3)

The Hamilton densityH is then replaced by the function

H = {ϕ−1Gi j,klπ
i jπkl − (R − 2Λ)ϕ}w, (1.4.4)

where now
πi j = −ϕGi j,klhkl (1.4.5)

and
hi j = −ϕ−1Gi j,klπ

kl . (1.4.6)

The effective Hamiltonian is of course

w−1H. (1.4.7)

Fortunately, we can, at least locally, assume

w = 1 (1.4.8)

by choosing an appropriate coordinate system: Let (t0, x0) ∈ N be an arbitrary point,
then consider the Cauchy hypersurface

M(t0) = {t0} × S0 (1.4.9)

and look at a tubular neighbourhood of M(t0); i.e., we define new coordinates (t, xi ),
where (xi ) are coordinates for S0 near x0 and t is the signed Lorentzian distance to
M(t0) such that the points

(0, xi ) ∈ M(t0). (1.4.10)

The Lorentzian metric of the ambient space then has the form

ds̄2 = −dt2 + gi j dxi dx j . (1.4.11)

Secondly, we use the same model as in [16, Sect. 3]: The Riemannian metrics
gi j (t, ·) are elements of the bundle T 0,2(S0). Denote by E the fiber bundle with base
S0 where the fibers consist of the Riemannian metrics (gi j ). We shall consider each
fiber to be a Lorentzian manifold equipped with the DeWitt metric. Each fiber F has
dimension

dim F = n(n + 1)

2
≡ m + 1. (1.4.12)
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Let (ξa), 0 ≤ a ≤ m, be coordinates for a local trivialization such that

gi j (x, ξa) (1.4.13)

is a local embedding. The DeWitt metric is then expressed as

Gab = Gi j,klgi j,agkl,b, (1.4.14)

where a comma indicates partial differentiation. In the new coordinate system, the
curves

t → gi j (t, x) (1.4.15)

can be written in the form
t → ξa(t, x) (1.4.16)

and we infer
Gi j,kl ġi j ġkl = Gabξ̇

a ξ̇b. (1.4.17)

Hence, we can express (1.3.37) as

J =
∫ b

a

∫

Ω

{1
4

Gabξ̇
a ξ̇bϕ + (R − 2Λ)ϕ}, (1.4.18)

where we now refrain from writing down the density
√

χ explicitly, since it does
not depend on (gi j ) and therefore should not be part of the Legendre transformation.
We also emphasize that we are now working in the gauge w = 1. Denoting the
Lagrangian function in (1.4.18) by L , we define

πa = ∂L

∂ξ̇a
= ϕGab

1

2
ξ̇b (1.4.19)

and we obtain for the Hamiltonian function H

H = ξ̇a ∂L

∂ξ̇a
− L

= ϕGab
(1

2
ξ̇a

)(1

2
ξ̇b

) − (R − 2Λ)ϕ

= ϕ−1Gabπaπb − (R − 2Λ)ϕ,

(1.4.20)

where Gab is the inverse metric.
The fibers equipped with the metric

(ϕGab) (1.4.21)
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are then globally hyperbolic Lorentzian manifolds as we shall now prove.
DeWitt already analysed the fibers in [6], though he did not look at them as fibers.

Some of the ideas that we shall use in the proofs below can already be found in
DeWitt’s paper.

Lemma 1.4.1 Let F be a fiber, then F is connected and

τ = logϕ (1.4.22)

is a time function satisfying

ϕ−1Gabτaτb = − n

4(n − 1)
ϕ−1. (1.4.23)

Proof F is obviously connected, since F is a convex cone in the vector space defined
by the symmetric covariant tensors of order two.

To prove (1.4.23), we use the original coordinate representation gi j and conclude

τ i j = ∂τ

∂gi j
= 1

2
gi j , (1.4.24)

and hence
Gi j,klτ

i jτ kl = − n

4(n − 1)
, (1.4.25)

where

Gi j,kl = 1

2
{gikg jl + gilg jk} − 1

n − 1
gi jgkl (1.4.26)

is the inverse of Gi j,kl , hence the result. �

Theorem 1.4.2 Each fiber F is globally hyperbolic, the hypersurface

M = {ϕ = 1} = {τ = 0} (1.4.27)

is a Cauchy hypersurface and in the corresponding Gaussian coordinate system (ξa)

the metric ϕGab can be expressed as

ds2 = 4(n − 1)

n
ϕ{−dτ 2 + G ABdξAdξB}, (1.4.28)

where
τ = ξ0 ∧ −∞ < τ < ∞ (1.4.29)

and (ξA), 1 ≤ A ≤ m, are local coordinates for M. The metric G AB is also static,
i.e., it does not depend on τ .
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Proof (i) Let τ be as in Lemma 1.4.1, then τ (F) = R and in the conformal metric

˜Gab = ϕ−1 n

4(n − 1)
(ϕGab) (1.4.30)

τa is a unit gradient field in view of (1.4.23).
(ii) Thehypersurface M in (1.4.27) is therefore spacelike andhas atmost countably

many connected components.
Consider the flow

ξ̇ = −Dτ = −(˜Gabτb)

ξ(0, ζ) = ζ, ζ ∈ M.
(1.4.31)

It will be convenient to express the flow in the original coordinate system, i.e.,

ġi j = −4(n − 1)

n
Gi j,klτ

kl,

gi j (0, ζ) = ζ = ḡi j ,

(1.4.32)

where Gi j,kl is the metric in (1.4.26). The flow exists on a maximal time interval Jζ .
From (1.4.26), we obtain

Gi j,klτ
kl = 1

2
Gi j,klg

kl

= 1

2
gi j (1 − n

n − 1
) = − 1

2(n − 1)
gi j ,

(1.4.33)

hence

ġi j = 2

n
gi j . (1.4.34)

Let (ηi ) ∈ T 1,0
x (S0) be an arbitrary unit vector with respect to the metric χi j , then

(gi jη
iη j )′ = 2

n
gi jη

iη j (1.4.35)

leading to
gi jη

iη j = ḡi jη
iη j e

2
n t , (1.4.36)

and thus, the eigenvalues of gi j with respect toχi j are uniformly bounded from above
and strictly bounded against zero when |t | ≤ const. Moreover,

τ (gi j ) = t (1.4.37)

from which we conclude
Jζ = R. (1.4.38)
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If M would be connected, then we would have proved that F is product

F = R × M (1.4.39)

and that the metric would split as (1.4.28). However, if M had more then one con-
nected component, then the corresponding cylinders defined by the flow would be
disjoint and hence F would not be connected.

(iii) Let (ξa), 0 ≤ a ≤ m, be the corresponding Gaussian coordinate system such
that

ξ0 = τ = t (1.4.40)

and (ξA), 1 ≤ A ≤ m, are local coordinates for M . Let gi j (ξ
a) be a local embedding

in the new coordinate system, where the ambient metric should be the conformal
metric up to a multiplicative constant; i.e., we consider

Gi j,kl = 1

2
{gi jgkl + gilg jk} − gi jgkl (1.4.41)

to be the ambient metric such that

Gab = Gi j,klgi j,agkl,b. (1.4.42)

The metric splits, and we claim that

G AB = Gi j,klgi j,Agkl,B (1.4.43)

is stationary
d

dt
G AB = 0. (1.4.44)

To prove this equation, we observe that the normal to M(t) = {τ = t} is amultiple
of gi j , cf.(1.4.24), hence

gi jgi j,A = 0 (1.4.45)

for gi j (t, ξA) is a local embedding of M(t) from which we deduce

G AB = 1

2
{gikg jl + gilg jk}gi j,Agkl,B . (1.4.46)

Differentiating this equation with respect to t we infer, in view of (1.4.34),

d

dt
G AB = −2

n
{gikg jl + gilg jk}gi j,Agkl,B

+ 2

n
{gikg jl + gilg jk}gi j,Agkl,B

= 0

(1.4.47)
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where we also used

ġi j = −2

n
gi j . (1.4.48)

(iv) Finally, we want to prove that M = M(0) is a Cauchy hypersurface and hence
F globally hyperbolic, cf. [40, Corollary 39, p. 422]. It suffices to prove this result
for a conformal metric Gab where

ds̄2 = −dτ 2 + G ABdξAdξB (1.4.49)

and G AB is stationary.
G AB is the metric of M . In case n = 3, DeWitt proved in [6, Remarks past

equation (5.15)] that M is a symmetric space and hence complete. DeWitt’s proof
in [6, Appendix A] remains valid for n > 3. We shall only use the fact that M is
complete; in Lemma 1.4.3 below we shall give a second proof which does not rely
on DeWitt’s result.

Let γ(s) = (γa(s)), s ∈ I , be an inextendible future directed causal curve in
F and assume that γ does not intersect M . We shall show that this will lead to a
contradiction. It is also obvious that γ can meet M at most once.

Assume that there exists s0 ∈ I such that

τ (γ(s0)) < 0 (1.4.50)

and assume from now on that s0 is the left endpoint of I . Since τ is continuous, the
whole curve γ must be contained in the past of M .

γ is causal, i.e.,
G AB γ̇Aγ̇B ≤ |γ̇0|2 (1.4.51)

and thus
√

G AB γ̇Aγ̇B ≤ γ̇0 (1.4.52)

since γ is future directed. Let
γ̃ = (γA) (1.4.53)

be the projection of γ to M , then the length of γ̃ is bounded

L(γ̃) =
∫

I

√

G AB γ̇Aγ̇B ≤
∫

I
γ̇0 ≤ −γ0(s0). (1.4.54)

Hence, γ̃ stays in a compact set since M is complete and the timelike coefficient is
also bounded

γ0(s0) ≤ γ0(s) < 0 ∀ s ∈ I, (1.4.55)

which is a contradiction since γ should be inextendible but stays in a compact set
of F . �
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Lemma 1.4.3 The hypersurface M = M(x) is a Cauchy hypersurface in F(x).

Proof As in the proof above we consider an inextendible causal curve γ and look
at the projection γ̃ given in (1.4.53) which has finite length, cf. (1.4.54). Then, it
suffices to prove that γ̃ stays in a compact subset of M .

Representing γ̃ = γ̃(s), s ∈ I = [s0, b), in the original coordinate system (gi j )

γ̃ = (gi j (x, s)) ≡ (gi j (s)) (1.4.56)

we use (1.4.46) to deduce

L(γ̃) =
∫

I
‖ġi j‖ ≤ −γ0(s0), (1.4.57)

where
‖ġi j‖2 = gikg jl ġi j ġkl, (1.4.58)

from which we infer, in view of [28, Lemma 14.2], that the metrics (gi j (s)) are all
uniformly equivalent in I and converge to a positive definite metric when s → b.
Hence, the limit metric belongs to M and γ̃ stays in a compact subset of M . �

When we work in a local trivialization of E , the coordinates ξA are independent
of x .

Lemma 1.4.4 The function ϕ is independent of x.

Proof Let
gi j (x, τ , ξA) (1.4.59)

be the local embedding in E , then we have

ġi j = ∂gi j

∂τ
= 2

n
gi j , (1.4.60)

cf. (1.4.34), hence we conclude

gi j = e
2
n τ gi j (x, 0, ξA)

≡ e
2
n τσi j (x, ξA),

(1.4.61)

where
σi j = gi j (0) ∈ M (1.4.62)

and we further deduce

ϕ2 = det gi j

det χi j
= e2τ

det σi j

det χi j
. (1.4.63)
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In the embedding (1.4.59), τ is considered to be independent of x being the time
component of a coordinate system (x, ξa) describing a local trivialization of the
bundle E . Therefore, we infer from (1.4.63)

det σi j = det χi j , (1.4.64)

proving the lemma. �
We can now quantize the Hamiltonian setting using the original variables gi j and

πi j . We consider the bundle E equipped with the metric (1.4.28), or equivalently,

(ϕGi j,kl), (1.4.65)

which is the covariant form, in the fibers and with the Riemannian metric χ in S0.
Furthermore, let

C∞
c (E) (1.4.66)

be the space of real-valued smooth functions with compact support in E .
In the quantization process, where we choose � = 1, the variables gi j and πi j are

then replaced by operators ĝi j and π̂i j acting in C∞
c (E) satisfying the commutation

relations
[ĝi j , π̂

kl] = iδkl
i j , (1.4.67)

while all the other commutators vanish. These operators are realized by defining ĝi j

to be the multiplication operator

ĝi j u = gi j u (1.4.68)

and π̂i j to be the functional differentiation

π̂i j = 1

i

δ

δgi j
, (1.4.69)

i.e., if u ∈ C∞
c (E), then

δu

δgi j
(1.4.70)

is the Euler–Lagrange operator of the functional

∫

S0

u
√

χ ≡
∫

S0

u. (1.4.71)

Hence, if u only depends on (x, gi j ) and not on derivatives of the metric, then

δu

δgi j
= ∂u

∂gi j
. (1.4.72)
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Therefore, the transformed Hamiltonian ̂H can be looked at as the hyperbolic dif-
ferential operator

̂H = −Δ − (R − 2Λ)ϕ, (1.4.73)

where Δ is the Laplacian of the metric in (1.4.65) acting on functions

u = u(x, gi j ). (1.4.74)

We used this approach in [16] to transform the Hamilton constraint to the Wheeler–
DeWitt equation

Ĥu = 0 in E (1.4.75)

which can be solved with suitable Cauchy conditions. However, the Hamiltonian in
the Wheeler–DeWitt equation is a differential operator that only acts in the fibers
of E and not in the base space S0 which seems to be insufficient. This shortcoming
will be eliminated when, instead of the explicit Hamilton constraint, its equivalent
implicit version, Eq, (1.3.61) on page 14,1 is quantized: Following Dirac, the Poisson
brackets are replaced by 1

i times the commutators in the quantization process, � = 1,
i.e., we obtain

{πi j , H} → i[Ĥ , π̂i j ]. (1.4.76)

Dropping the hats in the following to improve the readability equation (1.3.61) is
transformed to

igi j [H,πi j ] = (n − 1)(R − 2Λ)ϕ − Rϕ + Δ, (1.4.77)

where Δ is the Laplace operator with respect to the fiber metric.
Now, we have

i[H,πi j ] = [H,
δ

δgi j
]

= [−Δ,
δ

δgi j
] − [(R − 2Λ)ϕ,

δ

δgi j
],

(1.4.78)

cf. (1.4.73). Since we apply both sides to functions u ∈ C∞
c (E)

[−Δ,
δ

δgi j
]u = [−Δ,

∂

∂gi j
]u = −Ri j

,klu
kl, (1.4.79)

because of the Ricci identities, where

1Note that the left-hand side of this equation is a variant of the evolution equation of the mean
curvature of the foliation hypersurfaces, cf. (1.6.16) on page 42, i.e., the implementation of the
Hamilton constraint is very similar for these two models.
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Ri j
,kl (1.4.80)

is the Ricci tensor of the fiber metric (1.4.65) and

ukl = ∂u

∂gkl
(1.4.81)

is the gradient of u.
For the second commutator on the right-hand side of (1.4.78), we obtain

−[(R − 2Λ)ϕ,
δ

δgi j
]u = −(R − 2Λ)ϕ

∂u

∂gi j
+ δ

δgi j
{(R − 2Λ)uϕ}, (1.4.82)

where the last term is the Euler–Lagrange operator of the functional

∫

S0

(R − 2Λ)uϕ ≡
∫

S0

(R − 2Λ)uϕ
√

χ

=
∫

S0

(R − 2Λ)u
√

g

(1.4.83)

with respect to the variable gi j , since the scalar curvature R depends on the derivatives
of gi j . From (1.3.64) and the proof of Lemma 1.3.5 on page 15 we infer

δ

δgi j
{(R − 2Λ)uϕ} = 1

2
(R − 2Λ)gi j uϕ − Ri j uϕ

+ ϕ{ui j
; − Δ̃ugi j } + (R − 2Λ)ϕ

∂u

∂gi j
,

(1.4.84)

where the semicolon indicates covariant differentiation in S0 with respect to the met-
ric gi j , Δ̃ is the corresponding Laplacian, and where we observe that the fundamental
lemma of the calculus of variations has been applied to functions in L2(S0,

√
χ), i.e.,

∫

S0

f η
√

g =
∫

S0

f ηϕ
√

χ; (1.4.85)

here, we have
f ∈ C0(S0), η ∈ C∞

c (S0). (1.4.86)

We also note that

Dku = ∂u

∂xk
+ ∂u

∂gi j

∂gi j

∂xk

= ∂u

∂xk

(1.4.87)

in Riemannian normal coordinates.
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Hence, we conclude that Eq. (1.4.77) is equivalent to

−Δu − (n − 1)ϕΔ̃u − n − 2

2
ϕ(R − 2Λ)u = 0 (1.4.88)

in E , since
gi j Ri j

,kl = 0 (1.4.89)

for
1√

n(n − 1)ϕ
gi j (1.4.90)

is the future directed unit normal of the Cauchy hypersurfaces {ϕ = const}: The
gradient of ϕ

∂ϕ

∂gi j
= 1

2
ϕgi j (1.4.91)

is a past directed normal in covariant notation. Its contravariant version has the form

ϕ−1Gi j,klg
kl 1

2
ϕ = − 1

2(n − 1)
gi j . (1.4.92)

Therefore, the vector in (1.4.90) is future directed and has unit length as can easily
be checked.

Now, let us choose a coordinate system (τ , ξA) associated with the Cauchy hyper-
surface

M = {ϕ = 1} (1.4.93)

and express the metric as in (1.4.28). The time coordinate τ is defined as

τ = logϕ. (1.4.94)

Let t be the time function
t = √

ϕ = e
1
2 τ , (1.4.95)

then

dt2 = 1

4
ϕdτ 2 (1.4.96)

and we conclude that the Fiber metric can be expressed as

ds2 = −16(n − 1)

n
dt2 + 4(n − 1)

n
t2G ABdξAdξB, (1.4.97)

where G AB is independent of t . We also emphasize that t is independent of x , cf.
Lemma 1.4.4.
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Let (ξa) = (t, ξA), 0 ≤ a ≤ m, be the coordinates such that

ξ0 = t ∧ 1 ≤ A ≤ m, (1.4.98)

then we immediately deduce from (1.4.97) or (1.4.28) that the Ricci tensor satisfies

R0a = 0 ∀ 0 ≤ a ≤ m, (1.4.99)

cf. also the arguments following (2.5.14) on page 69, where a more detailed proof is
given.

Since the determinant of the metric in (1.4.97) is equal to

|det(Gab)| = 16(
n − 1

n
){4(n − 1

n
)}mt2m det(G AB) (1.4.100)

we conclude that Eq. (1.4.88) can be expressed in the form

1

16

n

n − 1
t−m ∂(tmu̇)

∂t
− 1

4

n

n − 1
t−2ΔGu

− (n − 1)t2Δ̃u − n − 2

2
t2(R − 2Λ)u = 0,

(1.4.101)

where ΔG is the Laplacian with respect to the metric G AB .
For any point

(x, gi j ) ∈ E (1.4.102)

the metric can be written in the form

gi j = t
4
n σi j , (1.4.103)

where σi j is independent of t and

det σi j = det χi j , (1.4.104)

cf. (1.4.61) and (1.4.64). Hence, we can write

Δ̃u = t− 4
n Δ̃σi j u. (1.4.105)

Thus, let us equip E with the metric

ds̄2 = −16(n − 1)

n
dt2 + 4(n − 1)

n
t2G ABdξAdξB + 1

n − 1
σi j dxi dx j

≡ Gabdξadξb + 1

n − 1
σi j dxi dx j

≡ Gαβdζαdζβ,

(1.4.106)
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where 0 ≤ a ≤ m and ξ0 = t . We call Gab the Fiber metric and σi j the Base metric,
which are to be evaluated at the points

(x, ξa) ≡ (x, gi j ) = (x, t
4
n σi j ). (1.4.107)

Beware that
σi j = σi j (x, ξA) ∈ E1, (1.4.108)

where E1 is the subbundle
E1 = {t = 1}. (1.4.109)

The operator P in (1.4.101) is a symmetric hyperbolic differential operator

Pu = −Dα(aαβ Dβu), (1.4.110)

where the derivatives are covariant derivatives with respect to the metric in (1.4.106)
and the coefficients aαβ represent a Lorentzian metric. However, it is not normally
hyperbolic; i.e., its main part is not identical with the Laplacian of the ambientmetric.
Nevertheless, we can consider P as a normally hyperbolic operator by equipping E
with the metric

ds̃2 = −16(n − 1)

n
dt2 + 4(n − 1)

n
t2G ABdξAdξB

+ 1

n − 1
t
4
n −2σi j dxi dx j

≡ ˜Gαβdζαdζβ,

(1.4.111)

though, of course, P is not symmetric in this metric.
Let E , ˜E be the bundles

(E, Gαβ) ∧ (E, ˜Gαβ) (1.4.112)

respectively, and E1 resp. ˜E1 the corresponding subbundles defined by

{t = 1}. (1.4.113)

We shall now prove that E and ˜E are both globally hyperbolic manifolds and the
subbundles E1 resp. ˜E1, ormore generally, the subbundles E1(τ ) resp. ˜E1(τ ), defined
by

{t = τ }, τ > 0, (1.4.114)

Cauchyhypersurfaces provided the base spaceS0 is either compact or a homogeneous
space for a suitable metric ρi j .
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Lemma 1.4.5 The bundles E and ˜E are both globally hyperbolic manifolds, if S0

is either compact or a homogeneous space for a suitable metric ρi j , and the hyper-
surfaces E1(τ ) resp. ˜E1(τ ) are Cauchy hypersurfaces.

Proof We shall only prove that E is globally hyperbolic, since the proof for ˜E is
essentially identical.We shall show that E1 is a Cauchy hypersurface. The arguments
will then also apply in case of the hypersurfaces E1(τ ). The proofwill be similar to the
proof of Lemma 1.4.3, where we proved that the fibers of E are globally hyperbolic.
The fact that we now consider the whole bundle creates a small complication which
will be handled by the additional assumption on S0.

We shall now prove that E1 is a Cauchy hypersurface implying that E is globally
hyperbolic. Let us argue by contradiction. Thus, let

γ(s) = (γα(s)), s ∈ I = (a, b), (1.4.115)

be an inextendible future directed causal curve in E and assume that γ does not
intersect E1. We shall show that this will lead to a contradiction. It is also obvious
that γ can meet E1 at most once.

Assume that there exists s0 ∈ I such that

t (γ(s0)) < 1 (1.4.116)

and assume from now on that s0 is the left end point of I . Since t is continuous, the
whole curve γ must be contained in the past of E1.

γ is causal, i.e.,

1

n − 1
σi j ẋ

i ẋ j + 4(n − 1)

n
t2G AB γ̇Aγ̇B ≤ 16(n − 1)

n
|γ̇0|2 (1.4.117)

and thus
√

1

n − 1
σi j ẋ i ẋ j + 4(n − 1)

n
t2G AB γ̇Aγ̇B ≤ 4γ̇0, (1.4.118)

since γ is future directed.
Let

γ̃ = (xi , γA) (1.4.119)

be the projection of γ onto E1, then the length of γ̃ is bounded

L(γ̃) ≤
∫

I

√

1

n − 1
σi j ẋ i ẋ j + 4(n − 1)

n
G AB γ̇Aγ̇B

≤ 4(1 − t (s0)) < 4.

(1.4.120)

Expressing the quadratic form
G AB γ̇Aγ̇B (1.4.121)
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in E1 in the coordinates (gi j ) = (σi j ), we have

G AB γ̇Aγ̇B = σikσ jl σ̇i j σ̇kl

≡ ‖σ̇i j‖2,
(1.4.122)

since the right-hand side is exactly

Gi j,kl σ̇i j σ̇kl, (1.4.123)

if
σ̇i j ∈ T (E1). (1.4.124)

Hence, we infer, in view of [28, Lemma 14.2], that the metrics (σi j (s)) are all
uniformly equivalent in I and converge to a positive definite metric when s tends to
b. It remains to prove that the points (xi (s)) are precompact in S0 and then we would
have derived a contradiction.

If S0 is compact, then the precompactness of (xi (s)) is trivial; thus, let us assume
that (S0, ρi j ) is a homogeneous space. Then, σi j (s0) is equivalent to ρi j (x(s0)), and
hence, in view of the homogeneity, σi j (s) is uniformly equivalent to ρi j (x(s)) for all
s ∈ I , and we conclude

∫

I

√

ρi j ẋ i ẋ j ≤ const (1.4.125)

proving the precompactness. E1 is therefore a Cauchy hypersurface and E is globally
hyperbolic. �

Remark 1.4.6 Since ˜E is globally hyperbolic and P is a normally hyperbolic differ-
ential operator, the Cauchy problems

Pu = f,

u|
˜E1(τ )

= u0,

uαν̃α|
˜E1(τ )

= u1

(1.4.126)

have unique solutions
u ∈ C∞(˜E) (1.4.127)

for given values u0, u1 ∈ C∞
c (˜E1(τ )), and f ∈ C∞

c (˜E) such that

supp u ⊂ J
˜E (K ), (1.4.128)

where
K = supp u0 ∪ supp u1 ∪ supp f, (1.4.129)

cf. [2, 26, 27].
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Since E , ˜E , and E1(τ ) resp. ˜E1(τ ) coincide as sets and the normals (να) resp.
ν̃α) are also identical

ν̃ = ν (1.4.130)

we immediately deduce that the Cauchy problems (1.4.126) are also uniquely solv-
able in E . Using this information, we then could derive the existence of the funda-
mental solutions F± for P in E and also the existence of the advanced resp. retarded
Green’s operators G± of P , cf. [26, Theorem 4].

However, we would like to show how the fundamental solutions ˜F± of P in ˜E
can easily be transformed to yield fundamental solutions of P in E and similarly
Green’s functions ˜G±. This process is valid in general pseudo-riemannian manifolds
and thus also valid for elliptic operators; however, we shall only consider Lorentzian
manifolds. The notations N resp. ˜N refer to the same manifold N equipped with the
metrics gαβ resp. g̃αβ .

Definition 1.4.7 Let T ∈ D′(N ) be a distribution and let
√|g| be the volume element

in N , where
g = det gαβ, (1.4.131)

then we use the notation
〈T, η

√|g|〉 (1.4.132)

or
T [η√|g|] (1.4.133)

to refer to “T acts on η” instead of the usual symbols

〈T, η〉 (1.4.134)

or
T [η]. (1.4.135)

If P is a differential operator in N and P∗ its formal adjoint, then

〈PT, η
√|g|〉 = 〈T, (P∗η)

√|g|〉. (1.4.136)

We found this notation in [10, Definition 2.8.1, p. 60].

Lemma 1.4.8 Let T ∈ D′(N , g̃) and let g be a another smooth metric in N and set

ψ =
√

|̃g|
√|g| , (1.4.137)

then
ψT ∈ D′(N , g) (1.4.138)
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and
〈ψT, η

√|g|〉 = 〈T, η
√|̃g|〉 ∀ η ∈ C∞

c (N ). (1.4.139)

Proof Follows immediately from the definition of ψT

〈ψT, η
√|g|〉 = 〈T,ψη

√|g|〉 = 〈T, η
√|̃g|〉. (1.4.140)

�

As an application we obtain:

Corollary 1.4.1 Let ˜F± resp. ˜G± be the fundamental solutions of P in ˜E resp. the
advanced and retarded Green’s operators, and define

ψ =
√

|˜G|
√|G| = t2−n, (1.4.141)

then
F± = ψ˜F± (1.4.142)

are fundamental solutions of P in E and

G± = ψ˜G± (1.4.143)

the advanced and retarded Green’s operators.

Proof “(1.4.142)” We have

F±[η√|G| ] = ψ˜F±[η√|G| ]
= ˜F±[η

√

|˜G| ]
(1.4.144)

and

P F±[η√|G| ] = P ˜F±[η
√

|˜G| ] = η. (1.4.145)

“(1.4.143)” To prove the second claim, we note that Green’s operators are defined
as maps

C∞
c (E) → C∞(E) (1.4.146)

by the definition

G±[η√|G| ](p) = F±(p)[η√|G| ], p ∈ E . (1.4.147)

Now, from (1.4.144), we deduce
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F±(p)[η√|G| ] = ˜F±(p)[η
√

|˜G| ]
= ˜G±[η

√

|˜G| ](p)

= ψ˜G±[η√|G| ](p).

(1.4.148)

�

Remark 1.4.9 Let G be the Green’s operator of P in E

G = G+ − G−, (1.4.149)

then
N (P) = {Gu : u ∈ C∞

c (E)} (1.4.150)

is the kernel of P . Its elements are smooth functions which are spacelike compact;
however, this condition is strictly correct only in ˜E , since the light cones in ˜E and E
are different. Fortunately, we only need one special property of spacelike compact
functions, namely that their restrictions to Cauchy hypersurfaces have compact sup-
port. This will be case in E , if we only consider the Cauchy hypersurfaces E1(τ ), as
we shall prove in the lemma below.

Lemma 1.4.10 The compact subsets of ˜E1(τ ) are also compact in E1(τ ) and vice
versa.

Proof The Cauchy hypersurfaces E1(τ ) resp. ˜E1(τ ) carry the same topology, since
their induced metrics are uniformly equivalent as one easily checks. �

1.5 The Second Quantization

Let us first summarize some facts about Green’s operators G± of P in E which are
still valid even though P is not normally hyperbolic.

Lemma 1.5.1 Let G± resp. ˜G± be Green’s operators of P in E resp. ˜E, then

G± : C∞
c (E) → C∞(E) (1.5.1)

P ◦ G± = G± ◦ P |C∞
c (E)

= id|C∞
c (E)

(1.5.2)

supp(G±u) = supp(˜G±u) ∀ u ∈ C∞
c (E) (1.5.3)

supp G+u ⊂ J
˜E
+ (supp u) ∀ u ∈ C∞

c (E) (1.5.4)

supp G−u ⊂ J
˜E
− (supp u) ∀ u ∈ C∞

c (E) (1.5.5)
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supp G+u ∩ supp G−v is compact (1.5.6)

for all u, v ∈ C∞
c (E) and

G∗
± = G∓. (1.5.7)

Proof The properties (1.5.1) and (1.5.2) immediately follow from the corresponding
relations for ˜G± of P in ˜E and the fact that

G± = t2−n
˜G±, (1.5.8)

cf. Corollary 1.4.1 on page 34. The preceding relation also proves the properties
(1.5.3)–(1.5.6), since the topologies of E and ˜E are identical.

It remains to prove (1.5.7). Let u, v ∈ C∞
c (E), then

∫

E
〈G±u, v〉 =

∫

E
〈G±u, PG∓v〉

=
∫

E
〈PG±u, G∓v〉

=
∫

E
〈u, G∓v〉,

(1.5.9)

where the partial integration is justified because of (1.5.6), and the scalar product is
just normal multiplication. �

Lemma 1.5.2 Let E1(τ ) be one of the special Cauchy hypersurfaces in E, then

∫

E
〈u, Gv〉 =

∫

E1(τ )

{〈Dν(Gu), Gv〉 − 〈Gu, DνGv〉}, (1.5.10)

for all u, v ∈ C∞
c (E), where ν is the future directed normal of E1(τ ).

Proof Let E+, E− be defined by

E+ = {t > τ } (1.5.11)

and
E− = {t < τ }, (1.5.12)

then
∫

E
〈u, Gv〉 =

∫

E+
〈u, Gv〉 +

∫

E−
〈u, Gv〉. (1.5.13)

Now, in E+ we have
PG−u = u (1.5.14)

and
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PGv = 0 = G Pv. (1.5.15)

Moreover,
supp(G−u) ∩ E+ is compact, (1.5.16)

since
supp(˜G−u) ∩ ˜E+ is compact, (1.5.17)

hence we obtain by partial integration

∫

E+
〈PG−u, Gv〉 = −

∫

E1(τ )

〈DνG−u, Gv〉 +
∫

E1(τ )

〈G−u, DνGv〉. (1.5.18)

A similar argument applies to E− by looking at

PG+u = 0 (1.5.19)

leading to

∫

E−
〈PG+u, Gv〉 =

∫

E1(τ )

〈DνG+u, Gv〉 −
∫

E1(τ )

〈G+u, DνGv〉. (1.5.20)

Adding these two equations implies the result. �

We shall now construct a CCR representation or a Weyl system for P and its
kernel

N (P) = {u ∈ C∞(E) : Pu = 0} = {Gu : u ∈ C∞
c (E)}. (1.5.21)

This characterization of N (P) is correct, since it is valid in ˜E and because of

PG[u√|G| ] = P ˜G[u
√

|˜G| ], (1.5.22)

cf. (1.4.143) on page 34.
There are two ways to construct a Weyl system given a formally self-adjoint,

normally hyperbolic operator in a globally hyperbolic spacetime which are also
applicable in our case, though P is not normally hyperbolic. One possibility is to
define a symplectic vector space

V = C∞
c (e)/N (G), (1.5.23)

where G is Green’s operator of P

G = G+ − G−. (1.5.24)
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Since
G∗ = −G (1.5.25)

the bilinear form

ω(u, v) =
∫

E
〈u, Gv〉, u, v ∈ V, (1.5.26)

is skew-symmetric, non-degenerate by definition, and hence symplectic. Then, there
is a canonical way to construct a corresponding Weyl system.

The second method is to pick a Cauchy hypersurface E1 in E and then define a
quantum field Φ with values in the space of essentially self-adjoint operators in a
corresponding symmetric Fock space.

We pick a Cauchy hypersurface E1 = E1(τ ) in E and define the complex Hilbert
space

HE1 = L2(E1) ⊗ C = L2(E1, C) (1.5.27)

the complexification of the real Hilbert space L2(E1) with complexified scalar prod-
uct

〈u, v〉E1 =
∫

E1

〈u, v〉C. (1.5.28)

We denote the symmetric Fock space of HE1 byF+(HE1). Let� be the corresponding
Segal field. Since G∗ = −G, we deduce from (1.5.4), (1.5.6) and Remark 1.4.9 on
page 35 that

G∗u|E1
∈ C∞

c (E1) ⊂ HE1 ∀ u ∈ C∞
c (E). (1.5.29)

We can therefore define

ΦE1(u) = �(i(G∗u)|E1
− Dν(G

∗u)|E1
). (1.5.30)

From the proof of [2, Lemma 4.6.8], we conclude that the right-hand side of (1.5.30)
is an essentially self-adjoint operator in F+(HE1). We therefore call the map ΦE1

from C∞
c (E) to the set of self-adjoint operators in F+(HE1) a quantum field defined

in E1.

Lemma 1.5.3 The quantum field ΦE1 satisfies the equation

PΦE1 = 0 (1.5.31)

in the distributional sense, i.e.

〈PΦE1 , u〉 = 〈ΦE1 , Pu〉
= ΦE1(Pu) = 0 ∀ u ∈ C∞

c (E).
(1.5.32)
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Proof In view of (1.5.25), we have

G∗(Pu) = 0. (1.5.33)

�

With the help of the quantum field ΦE1 , we shall construct a Weyl system and hence
a CCR representation of the symplectic vector space (V,ω) which we defined in
(1.5.23) and (1.5.26).

From (1.5.30), we conclude the commutator relation

[ΦE1(u),ΦE1(v)] = iIm〈iG∗u − Dν(G
∗u), iG∗v − Dν(G

∗v)〉E1 I, (1.5.34)

for all u, v ∈ C∞
c (E), cf. [3, Proposition 5.2.3], where both sides are defined in the

algebraic Fock space F+alg(HE1).
On the other hand

Im〈iG∗u − Dν(G
∗u),iG∗v − Dν(G

∗v)〉E1

= −Im〈iG∗u, Dν(G
∗v)〉E1 − Im〈Dν(G

∗u), iG∗v〉E1

=
∫

E1

{〈G∗u, Dν(G
∗v)〉 − 〈Dν(G

∗u), G∗v〉}

=
∫

E
〈u, Gv〉

(1.5.35)
in view of (1.5.10) and (1.5.25).

As a corollary, we conclude

[ΦE1(u),ΦE1(v)] = i
∫

E1

〈u, Gv〉I ∀ u, v ∈ C∞
c (E). (1.5.36)

From [3, Proposition 5.2.3] and (1.5.35), we immediately infer

Theorem 1.5.4 Let (V,ω) be the symplectic vector space in (1.5.23) and (1.5.26)
and denote by [u] the equivalence classes in V , then

W ([u]) = eiΦE1 (u) (1.5.37)

defines a Weyl system for (V,ω), where ΦE1(u) is now supposed to be the closure of
ΦE1(u) inF+(HE1), i.e., ΦE1(u) is a self-adjoint operator. The Weyl system generates
a C∗-algebra with unit which we call a CCR representation of (V,ω).

Remark 1.5.5 Since all CCR representations of (V,ω) are ∗-isomorphic, where the
isomorphism maps Weyl systems to Weyl systems, cf. [3, Theorem 5.2.8], this espe-
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cially applies to the CCR representations corresponding to different Cauchy hyper-
surfaces E1 = E1(τ ) and E1

′ = E1(τ
′); i.e., there exists a ∗-isomorphism T such

that
T (eiΦE1 (u)) = eiΦE1

′ (u) ∀ [u] ∈ V . (1.5.38)

1.6 The Gravitational Waves Model

In the previous sections, we saw that the quantization of the Hamilton constraint does
not yield a unique result but depends on the equation bywhich theHamilton constraint
is expressed. In [16], we obtain the Wheeler–DeWitt equation after quantization and
in the previous sections the Eq. (1.4.101) on page 29 which differs significantly. In
this section, we shall propose another model by replacing any occurrence of the term

|A|2 − H 2 (1.6.1)

by
(R − 2Λ). (1.6.2)

However, when we do this on the right-hand side of (1.3.61) on page 14, then, after
quantization, we would obtain an elliptic equation instead of an hyperbolic equation,
namely

− (n − 1)Δ̃u + n − 4

2
(R − 2Λ)u = 0 (1.6.3)

valid in E , which, for fixed (t, gi j ), can be looked at as an eigenvalue equation,
where Λ would be a constant multiple of the eigenvalue provided n �= 4. In case S0

is compact, a spectral resolution of equation (1.6.3) would be possible.
However, we believe that a hyperbolic and not an elliptic equation should define

the possible states of quantum gravity. In order to obtain a hyperbolic equation while
eliminating any occurrences of the term in (1.6.1) we have to express the Hamilton
constraint by a different equation. In Sect. 1.3, the Hamilton equations only yielded
the Tangential Einstein equations (1.3.50) on page 12, or equivalently,

Ri j − 1

2
Rgi j + Λgi j = 0. (1.6.4)

The Hamilton constraint expresses the normal component of the Einstein equations,
where the terms tangential und normal refer to the foliation M(t) of the spacetime
N . This foliation is also the solution set of the geometric flow equation

ẋ = −wν (1.6.5)

with initial hypersurface
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M0 = S0, (1.6.6)

where ν is the past directed normal ν of the solution hypersurfaces M(t), cf. [12,
Eq. (2.3.25)]. We shall use the evolution equation of the mean curvature H(t) of the
M(t) to define the Hamilton constraint.

The mean curvature satisfies the evolution equation

Ḣ = −Δ̃w + {|A|2 + Rαβνανβ}w, (1.6.7)

where we embellished the Laplacian with a tilde, cf. [12, Eq. (2.3.27)] observing that
in that reference

eψ = w. (1.6.8)

To exploit this evolution equation, we need the following lemma:

Lemma 1.6.1 Assume that the Eq. (1.6.4) is valid, then

1

2
R = 1

n − 1
{Gαβνανβ − Λ} + n + 1

n − 1
Λ (1.6.9)

and

Rαβνανβ = n − 2

n − 1
{Gαβνανβ − Λ} − 2

n − 1
Λ. (1.6.10)

Proof “(1.6.9)” There holds

R = gi j Ri j − Rαβνανβ (1.6.11)

and hence

Rαβνανβ + 1

2
R = n − 1

2
R − nΛ (1.6.12)

or, equivalently,
1

n − 1
{Gαβνανβ − Λ} = 1

2
R − n + 1

n − 1
Λ. (1.6.13)

“(1.6.10)” Combining (1.6.12) and (1.6.13), we deduce

R̄αβνανβ = n − 2

n − 1
{Gαβνανβ − Λ} − 2

n − 1
Λ. (1.6.14)

�

We note that
πi j = (Hgi j − hi j )ϕ, (1.6.15)
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where (hi j ) is the contravariant version of the second fundamental form and where
we also point out that, as before, we introduced the function ϕ to replace the density√

g in order to deal with tensors instead of densities.
Hence, we have

(n − 1)Hϕ = gi jπ
i j (1.6.16)

and we shall use the evolution equation of

(n − 1)Hϕ
1
2 (1.6.17)

to express the Hamilton constraint.
We immediately deduce

(ϕ
1
2 )′ = 1

4
ϕ

1
2 gi j ġi j

= −1

2
ϕ

1
2 Hw,

(1.6.18)

cf. (1.3.34) on page 11, and obtain, in view of (1.6.7) and (1.6.10),

(n − 1)(Hϕ
1
2 )′ = −(n − 1)Δ̃wϕ

1
2

+ (n − 1){|A|2 + Rαβνανβ}wϕ
1
2 − n − 1

2
H 2ϕ

1
2 w

= −(n − 1)Δ̃wϕ
1
2 + (n − 1)(|A|2 − H 2)ϕ

1
2 w

+ n − 1

2
H 2ϕ

1
2 w + (n − 2){Gαβνανβ − Λ}ϕ 1

2 w

− 2Λϕ
1
2 w.

(1.6.19)

Employing now the Hamilton condition and observing that

1

2
{|A|2 − H 2 − (R − 2Λ)} = −{Gαβνανβ − Λ}, (1.6.20)

cf. [12, Eq. (1.1.43)], we conclude that the evolution equation

(n − 1)(Hϕ
1
2 )′ = −(n − 1)Δ̃wϕ

1
2 + (n − 1)(R − 2Λ)ϕ

1
2 w

− 2Λϕ
1
2 w + n − 1

2
H 2ϕ

1
2 w

(1.6.21)

is equivalent to the Hamilton condition provided the tangential Einstein equations
are valid.

Finally, expressing the time derivative on the left-hand side by thePoisson brackets
such that



1.6 The Gravitational Waves Model 43

(n − 1){Hϕ
1
2 ,H} = −(n − 1)Δ̃wϕ

1
2 + (n − 1)(R − 2Λ)ϕ

1
2 w

− 2Λϕ
1
2 w + n − 1

2
H 2ϕ

1
2 w

(1.6.22)

we conclude that the Hamilton equations and the geometric evolution equation
(1.6.22) are equivalent to the full Einstein equation, cf. the proof of Theorem 1.3.3
on page 13.

Switching to the gauge w = 1, we then quantize equation (1.6.22). Because of
the relation (1.6.16), the left-hand side of (1.6.22) is transformed to

i[ ̂H ,ϕ− 1
2 ĝi j π̂

i j ] = [Ĥ ,ϕ− 1
2 gi j

δ

δgi j
], (1.6.23)

where ̂H is the transformed Hamiltonian. On the other hand,

ϕ− 1
2 gi j

δ

δgi j
= √

n(n − 1)νa Da = √

n(n − 1)ν0D0

= n

4

∂

∂t
,

(1.6.24)

where νa is the future unit normal of the hypersurfaces

M(t) = {ξ0 = t}, (1.6.25)

i.e., the left-hand side of (1.6.24) is a constant multiple of the covariant derivative
with respect to t in the fiber when the differential operator is applied to functions
u = u(x, gi j ). Hence,

[ ̂H ,ϕ− 1
2 gi j

δ

δgi j
]u

= ϕ− 1
2 gi j

δ

δgi j
{(R − 2Λ)uϕ} − ϕ− 1

2 (R − 2Λ)ϕgi j
∂u

∂gi j

= ϕ− 1
2 {n

2
(R − 2Λ)uϕ − Ruϕ − (n − 1)Δ̃uϕ},

(1.6.26)

in view of (1.4.84) on page 27. The transformation of the right-hand side of (1.6.22),
note that w = 1, yields

(n − 1)(R − 2Λ)uϕ
1
2 − 2Λuϕ

1
2 + ϕ

1
2

n − 1

2
H 2u, (1.6.27)

where
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ϕ
1
2

n − 1

2
H 2u = −n

2
ϕ− 1

2 { 1

n(n − 1)
ϕ−1gi jgkl

δ

δgi j

δ

δgkl
}u

= −n

2
ϕ− 1

2 (νaνb Da Dbu)

(1.6.28)

or

ϕ
1
2

n − 1

2
H 2u = −n

2
ϕ− 1

2 Da(ν
aνb Dbu) (1.6.29)

depending on the ordering of the derivatives.
Observing that

ν = (ν0, 0, . . . , 0) (1.6.30)

and

ν0 = 1

4

√

n

n − 1
(1.6.31)

we obtain, after multiplying both sides with ϕ
1
2 , the hyperbolic equations

1

32

n2

n − 1
ü − (n − 1)t2Δ̃u − n

2
Rt2u + nΛt2u = 0 (1.6.32)

or
1

32

n2

n − 1
t−m ∂

∂t
(tmu̇) − (n − 1)t2Δ̃u − n

2
Rt2u + nΛt2u = 0 (1.6.33)

where we recall that ϕ = t2, cf. (1.4.95) and (1.4.101) on page 29.
These equations can be rewritten, as before, by observing that

gi j = t
4
n σi j , (1.6.34)

such that
Δ̃u = t− 4

n Δ̃σi j u (1.6.35)

and
R = t− 4

n Rσi j , (1.6.36)

where Rσi j is the scalar curvature of the metric σi j . Both equations are hyperbolic
equations in E , where u = u(x, t, ξA), 1 ≤ A ≤ m, and σi j = σi j (x, ξA). However,
for fixed (ξA), we may consider these equations as hyperbolic equations in

S0 × R
∗
+, (1.6.37)

where the solutions as well as the metric depend on an additional parameter (ξA).
To simplify the notation, let us drop the tilde over the Laplacian and stipulate that
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the Laplacian as well as the scalar curvature refer to the metric σi j . Then, we can
rewrite the equations as

1

32

n2

n − 1
ü − (n − 1)t2−

4
n Δu − n

2
t2−

4
n Ru + nt2Λu = 0 (1.6.38)

and

1

32

n2

n − 1
t−m ∂(tmu̇)

∂t
− (n − 1)t2−

4
n Δu − n

2
t2−

4
n Ru + nt2Λu = 0, (1.6.39)

respectively. We also note that

det σi j = det χi j (1.6.40)

and that σi j ∈ E1 is arbitrary but fixed.

Lemma 1.6.2 Both operators are symmetric with respect to the Lorentzian metric

ds̄2 = −32(n − 1)

n2
dt2 + σi j dxi dx j (1.6.41)

and they are normally hyperbolic with respect to the metric

ds̃2 = −32(n − 1)

n2
dt2 + 1

n − 1
t
4
n −2σi j dxi dx j . (1.6.42)

Thus, if
Q = S0 × R

∗
+ (1.6.43)

is globally hyperbolicwith respect to thesemetrics, and ifwe denote Q equippedwith
the metric (1.6.42) by Q̃ and stipulate that Q is equipped with the metric (1.6.41),
then the results from Sects. 1.4 and 1.5 can be applied to the present setting.

Lemma 1.6.3 Assume that the metric

σi j (x, ξ) ∈ E1, (1.6.44)

where ξ = (ξA) is fixed, is complete, then the Lorentzian manifolds Q and Q̃ are
globally hyperbolic, and the hypersurfaces

Mτ = {t = τ } ⊂ Q (1.6.45)

are Cauchy hypersurfaces.

Proof Let us only consider Q. From the proof of Lemma 1.4.5 on page 30, we infer
that the claims are correct if a bounded curve
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γ(s) ⊂ S0, s ∈ I, (1.6.46)

where bounded means, bounded relative to σi j , is relatively compact which is the
case, if (S0,σi j ) is complete. �

In the next theorem, we would like to prove that the solutions depend smoothly
on ξ. In order to achieve this, the Cauchy values have to be prescribed on E1(τ ) and
not only on Mτ .

Theorem 1.6.4 Let P be one of the hyperbolic operators in (1.6.39) or (1.6.38), and
let E1(τ ) be given as well as functions f ∈ C∞

c (E) and u0, u1 ∈ C∞
c (E1(τ )). These

functions depend on (x, t, ξ). Since f, u0, u1 have compact support, the correspond-
ing ξ, such that f (ξ), u0(ξ), u1(ξ) do not identically vanish in Q, are contained in
a relatively compact, open set U. Assume that the metrics

σi j (x, ξ), ξ ∈ U, (1.6.47)

are all complete, then the Cauchy problems

Pu = f

u|E1(τ )
= u0

u̇|E1(τ )
= u1

(1.6.48)

are uniquely solvable in (Q,σi j ) for all ξ ∈ U such that

u = u(x, t, ξ) ∈ C∞(E |U ), (1.6.49)

where
E |U = {(x, t, ξ) : ξ ∈ U }. (1.6.50)

Proof First, we apply the results in Sect. 1.4 to the operator P and the globally
hyperbolic spaces Q and Q̃ for each ξ ∈ U to conclude that, for fixed ξ ∈ U ,
the solutions exist, are uniquely determined, and are smooth in (x, t). Arguing then
as in the proof of [16, Theorem 5.4], where we considered solutions of hyperbolic
problems in the fibers of E , where the solutions and the data were depending on
the parameter x ∈ S0, we can prove, by considering the problems in Q̃, so that P
is normally hyperbolic, that the solutions are also smooth in ξ. Moreover, for each
ξ ∈ U , the solution u(ξ) satisfies the known support properties of solutions in Q̃. �
Equations (1.6.39) or (1.6.38) can be looked at as being gravitational wave equations
and some of the solutions u = u(x, ξ) can be considered to be gravitons. Note that
ξ = (ξA) are coordinates for the metrics in the fibers, and the pair (x, ξ) represents
the metric σi j (x, ξ) in S0.

If S0 is compact, then we shall construct variational solutions of Eq. (1.6.38) with
finite energy whichmay be considered to provide a spectral resolution of the problem
for fixed ξ.
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Let us start with the following well-known lemma:

Lemma 1.6.5 Let S0 be compact equipped with the metric σi j = σi j (ξ). Then the
eigenvalue problem

− (n − 1)Δv − n

2
Rv = μv (1.6.51)

has countably many solutions (vi ,μi ) such that

μ0 < μ1 ≤ μ2 ≤ · · · , (1.6.52)

lim
i

μi = ∞, (1.6.53)

and
∫

S0

v̄iv j = δi j , (1.6.54)

where we now consider complex-valued functions. The eigenfunctions are a basis
for L2(S0, C) and are smooth.

Now, we argue similarly as in [13, Sect. 6.7]: Choose any eigenfunction v = vi

with positive eigenvalue μ = μi and then we look at solutions u of (1.6.38) of the
form

u(x, t) = w(t)v(x). (1.6.55)

Inserting u in the equation, we deduce

1

32

n2

n − 1
ẅ + μt2−

4
n w + nt2Λw = 0, (1.6.56)

or equivalently,

− 1

32

n2

n − 1
ẅ − μt2−

4
n w − nt2Λw = 0. (1.6.57)

This equation can be considered to be an implicit eigenvalue problemwith eigenvalue
Λ.

To solve (1.6.57), we first solve

− 1

32

n2

n − 1
ẅ + nt2w = λμt2−

4
n w, (1.6.58)

where λ is the eigenvalue. Let I = R
∗+ and H be the embedded subspace of the

Sobolev space H 1,2
0 (I )

H ↪→ H 1,2
0 (I, C) (1.6.59)

defined as the completion of C∞
c (I, C) under the norm of the scalar product
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〈w, w̃〉1 =
∫

I
{w̄′w̃′ + t2w̄w̃}, (1.6.60)

where a prime or a dot denotes differentiation with respect to t . Moreover, let B, K
be the symmetric forms

B(w, w̃) =
∫

I
{ 1

32

n2

n − 1
w̄′w̃′ + nt2w̄w̃} (1.6.61)

and

K (w, w̃) =
∫

I
μt2−

4
n w̄w̃, (1.6.62)

then the eigenvalue equation (1.6.58) is equivalent to

B(w,ϕ) = λK (w,ϕ) ∀ϕ ∈ H (1.6.63)

as one easily checks.

Lemma 1.6.6 The quadratic form K (w) = K (w,w) is compact relative to the
quadratic form B, i.e. if wk ∈ H converges weakly to w ∈ H

wk ⇁ w in H, (1.6.64)

then
K (wk) → K (w). (1.6.65)

Proof The proof is essentially the same as the proof of [13, Lemma 6.8] and will be
omitted. �

Hence, the eigenvalue problem (1.6.63) has countably many solutions (w̃i ,λi )

such that
0 < λ0 < λ1 < · · · , (1.6.66)

lim λi = ∞ (1.6.67)

and
K (w̃i , w̃ j ) = δi j . (1.6.68)

For a proof of this well-known result, except the strict inequalities in (1.6.66), see
e.g. [15, Theorem 1.6.3, p. 37]. Each eigenvalue has multiplicity one since we have
a linear ODE of order two and all solutions satisfy the boundary condition

w̃i (0) = 0. (1.6.69)

The kernel is two-dimensional, and the condition (1.6.69) defines a one-dimensional
subspace. Note, that we considered only real-valued solutions to apply this argument.
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Finally, the functions

wi (t) = w̃i (λ
− n

4(n−1)

i t) (1.6.70)

then satisfy (1.6.57) with eigenvalue

Λi = −λ
− n

n−1
i (1.6.71)

and
ui = wiv (1.6.72)

is a solution of the wave equation (1.6.38) with finite energy

‖ui‖2 =
∫

Q
{|u̇|2 + (1 + t2)σi j ūi u j + μt2−

4
n |u|2} < ∞. (1.6.73)

Note that the actual energy is defined by a weaker norm

∫

Q
{|u̇|2 + t2−

4
n σi j ūi u j + μt2−

4
n |u|2} (1.6.74)

which is of course bounded too.
Let us summarize these results:

Theorem 1.6.7 Assume n ≥ 2 and S0 to be compact and let (v,μ) be a solution
of the eigenvalue problem (1.6.51) with μ > 0, then there exist countably many
solutions (wi ,Λi ) of the implicit eigenvalue problem (1.6.57) such that

Λi < Λi+1 < · · · < 0, (1.6.75)

lim
i

Λi = 0, (1.6.76)

and such that the functions
ui = wiv (1.6.77)

are solutions of the wave equations (1.6.38). The transformed eigenfunctions

w̃i (t) = wi (λ
n

4(n−1)

i t), (1.6.78)

where
λi = (−Λi )

− n−1
n (1.6.79)

form a basis of the Hilbert space H and also of L2(R∗+, C).

Remark 1.6.8 Let σi j be a smooth and complete Riemannian metric in S0, then σi j

is in general only a section of E but not an element. However, the metric χi j in
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(1.4.1) on page 17, which we used to define ϕ in order to replace the density
√

g,
can certainly be assumed to belong to E , and hence to the subbundle E1, because
we can easily define a covering of local trivializations where χ is always part of the
generating local frames. Since χ is chosen arbitrarily, we may just as well assume
that

χi j = σi j . (1.6.80)

Hence, the hyperbolic equations (1.6.38) or (1.6.39), which are supposed to describe
amodel for quantum gravity, can be applied to any given smooth and completemetric
σi j , or more precisely, to any complete Riemannian manifold (S0,σi j ).

Let us formulate this result in case of Eq. (1.6.38) as a theorem:

Theorem 1.6.9 Let (S0,σi j ) be a given connected, smooth and complete
n-dimensional Riemannian manifold and let

Q = S0 × R
∗
+ (1.6.81)

be the corresponding globally hyperbolic spacetime equipped with the Lorentzian
metric (1.6.41) or, if necessary, with (1.6.42), then the hyperbolic equation

1

32

n2

n − 1
ü − (n − 1)t2−

4
n Δu − n

2
t2−

4
n Ru + nt2Λu = 0, (1.6.82)

where the Laplacian and the scalar curvature correspond to the metric σi j , describes
a model of quantum gravity. If S0 is compact, a spectral resolution of this equation
has been proved in Theorem 1.6.7.

Remark 1.6.10 If S0 is not compact, then we shall prove in later chapters that a
spectral resolution is possible if either S0 is an asymptotically Euclidean Cauchy
hypersurface of a globally hyperbolic spacetime N , or, if N is a black hole, if S0

is the smooth limit of Cauchy hypersurfaces representing the event horizon though
with a different metric.

Remark 1.6.11 When σi j is the metric of a space of constant curvature then equation
(1.6.38), considered only for functions u which do not depend on x , is identical to
the equation obtained by quantizing the Hamilton constraint in a Friedmann universe
without matter but including a cosmological constant. The quantized Friedmann
equation is the ODE

1

16

n

n − 1
ü − Rr2−

4
n u + 2r2Λu = 0, 0 < r < ∞, (1.6.83)

cf. [13, Eq. (3.37)], though the equation there looks differently, since in that paper
we divided the Lagrangian by n(n − 1).



Chapter 2
Interaction of Gravity with Yang-Mills
and Higgs Fields

2.1 Gravity Interacting with Other Fields

The quantization of gravity interacting with Yang-Mills and Higgs fields poses no
additional greater challenges—at least in principle. The number of variables will be
increased, the combined Hamiltonian is the sum of several individual Hamiltonians,
and, since gravity is involved, we have the Hamilton constraint as a side condition.
Deriving the Einstein equations by a Hamiltonian setting requires a global time
function x0 and foliation of spacetime by its level hypersurfaces as we have seen in
the previous chapter. Thus, we consider a spacetime N = Nn+1 with metric (ḡαβ),
0 ≤ α,β ≤ n, assuming the existence of a global time function x0 which will also
define the time coordinate. Furthermore, we only consider metrics that can be split
by the time function, i.e., the metrics can be expressed in the form

ds̄2 = −w2(dx0)2 + gi j dx
idx j , (2.1.1)

where w > 0 is a smooth function and gi j (x0, x) are Riemannian metrics. Let

M(t) = {x0 = t}, t ∈ x0(N ) ≡ I, (2.1.2)

be the coordinate slices, then the gi j are the induced metrics. Moreover, let G be a
compact, semi-simple, connected Lie group with Lie algebra g, and letE2

E2 = (N , g,π,Ad(G)) (2.1.3)

be the corresponding adjoint bundle with base space N . Then we consider the func-
tional

J =
∫
N
(R̄ − 2Λ) +

∫
N
(α1LYM + α2LH ), (2.1.4)
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where the αi , i = 1, 2, are positive coupling constants, R̄ the scalar curvature, Λ a
cosmological constant, LYM the energy of a connection in E2 and LH the energy of a
Higgs field with values in g. The integration over N is to be understood symbolically,
since we shall always integrate over an open precompact subset Ω̃ ⊂ N .

In [17] we already considered a canonical quantization of the above action and
proved that it will be sufficient to only consider connections Aa

μ satisfying the Hamil-
ton gauge

Aa
0 = 0, (2.1.5)

thereby eliminating the Gauß constraint, such that the only remaining constraint is
the Hamilton constraint, cf. [17, Theorem2.3].

Using the ADM partition (2.1.2) of N , cf. [1] and Sect. 1.3 on page 7, such that

N = I × S0, (2.1.6)

where S0 is the Cauchy hypersurface M(0) and applying canonical quantization we
obtained a Hamilton operatorH which was a normally hyperbolic operator in a fiber
bundle E with base space S0 and fibers

F(x) × (g ⊗ T 0,1
x (S0)) × g, x ∈ S0, (2.1.7)

where F(x) is the space of Riemannian metrics. We quantized the action by looking
at the Wheeler–DeWitt equation in this bundle. The fibers of E are equipped with a
Lorentzian metric such that they are globally hyperbolic and the transformed Hamil-
tonian H, which is now a hyperbolic operator, is a normally hyperbolic operator
acting only in the fibers.

The Wheeler-DeWitt equation has the form

Hu = 0, (2.1.8)

with u ∈ C∞(E, C) andwedefinedwith the help of theGreen’s operator a symplectic
vector space and a corresponding Weyl system.

TheWheeler-DeWitt equation seems to be the obvious quantization of the Hamil-
ton condition. However, H acts only in the fibers and not in the base space which
is due to the fact that the derivatives are only ordinary covariant derivatives and not
functional derivatives, though they are supposed to be functional derivatives, but this
property is not really invoked when a functional derivative is applied to u, since the
result is the same as applying a partial derivative.

Therefore, we shall use the same approach as in Sect. 1.6 on page 40 by dis-
carding the Wheeler-DeWitt equation and, instead, express the Hamilton condition
differently by looking at the evolution equation of the mean curvature of the folia-
tion hypersurfaces M(t) and implementing the Hamilton condition on the right-hand
side of this evolution equation. The left-hand side, a time derivative, we shall express
with the help of the Poisson brackets. After canonical quantization the Poisson brack-
ets become a commutator and now we can employ the fact that the derivatives are
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functional derivatives, since we have to differentiate the scalar curvature of a metric.
As a result we obtain an elliptic differential operator in the base space, the main part
of which is the Laplacian of the metric.

On the right-hand side of the evolution equation the interesting term is H 2, the
square of the mean curvature. It will be transformed to a second time derivative
and will be the only remaining derivative with respect to a fiber variable, since the
differentiations with respect to the other variables cancel each other.

The resulting quantized equation is then a wave equation

1

32

n2

n − 1
ü − (n − 1)t2−

4
n Δu − n

2
t2−

4
n Ru + α1

n

8
t2−

4
n Fi j F

i j u

+ α2
n

4
t2−

4
n γabσ

i jΦa
i Φb

j u + α2
n

2
mt2−

4
n V (Φ)u + nt2Λu = 0, (2.1.9)

in a globally hyperbolic spacetime

Q = (0,∞) × S0 (2.1.10)

describing the interaction of a given complete Riemannian metric σi j in S0 with
a given Yang-Mills and Higgs field; V is the potential of the Higgs field and m a
positive constant. The existence of the time variable, and its range, is due to the
Lorentzian metric in the fibers of E .

Remark 2.1.1 For the results and arguments in this chapter it is completely irrelevant
that the values of the Higgs field Φ lie in a Lie algebra, i.e., Φ could also be just
an arbitrary scalar field, or we could consider a Higgs field as well as an another
arbitrary scalar field. Hence, let us stipulate that the Higgs field could also be just an
arbitrary scalar field. It will later be used to produce aMass gap simply by interacting
with the gravitation ignoring the Yang-Mills field.

If S0 is compact we also prove a spectral resolution of Equation (2.1.9) by first
considering a stationary version of the hyperbolic equation, namely, the elliptic eigen-
value equation

− (n − 1)Δv − n

2
Rv + α1

n

8
Fi j F

i jv

+ α2
n

4
γabσ

i jΦa
i Φb

j v + α2
n

2
mV (Φ)v = μv.

(2.1.11)

It has countably many solutions (vi ,μi ) such that

μ0 < μ1 ≤ μ2 ≤ · · · , (2.1.12)

lim μi = ∞. (2.1.13)

Let v be an eigenfunction with eigenvalue μ > 0, then we look at solutions of (2.1.9)
of the form

u(x, t) = w(t)v(x). (2.1.14)
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u is then a solution of (2.1.9) provided w satisfies the implicit eigenvalue equation

− 1

32

n2

n − 1
ẅ − μt2−

4
n w − nt2Λw = 0, (2.1.15)

where Λ is the eigenvalue.
This eigenvalue problemwe also considered in the previous chapter andwe proved

that it has countably many solutions (wi ,Λi ) with finite energy, i.e.,

∫ ∞

0
{|ẇi |2 + (1 + t2 + μt2−

4
n )|wi |2} < ∞, (2.1.16)

cf. Theorem 1.6.7 on page 49.

2.2 The Yang-Mills Functional

Let N = Nn+1 be a globally hyperbolic spacetime with metric (ḡαβ), G a compact,
semi-simple, connected Lie group, g its Lie algebra and E2 = (N , g,π,Ad(G)) the
corresponding adjoint bundle with base space N . The Yang-Mills functional is then
defined by

JYM =
∫
N

−1

4
FμλF

μλ =
∫
N

−1

4
γabḡ

μρ2 ḡλρ1Fa
μρ1

Fb
ρ2λ

, (2.2.1)

where γab is the Cartan-Killing metric in g,

Fa
μλ = Aa

λ,μ − Aa
μ,λ + f abc A

b
μA

c
λ (2.2.2)

is the curvature of a connection
A = (Aa

μ) (2.2.3)

in E2 and fc
fc = ( f acb) (2.2.4)

are the Structural constants of g. The integration over N is to be understood symbol-
ically since we shall always integrate over an open precompact subset Ω̃ of N .

Definition 2.2.1 The adjoint bundle E2 is vector bundle; let E∗
2 be the dual bundle,

then we denote by

T r,s(E2) = E2 ⊗ · · · ⊗ E2︸ ︷︷ ︸
r

⊗ E∗
2 ⊗ · · · ⊗ E∗

2︸ ︷︷ ︸
s

(2.2.5)

the corresponding tensor bundle and by
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Γ (T r,s(E2)), (2.2.6)

or more precisely,
Γ (N , T r,s(E2)), (2.2.7)

the sections of the bundle, where N is the base space. Especially we have

T 1,0(E2) = E2. (2.2.8)

Thus, we have
Fa

μλ ∈ Γ (T 1,0(E2) ⊗ T 0,2(N )). (2.2.9)

When we fix a connection Ā in E2, then a general connection A can be written in
the form

Aa
μ = Āa

μ + Ãa
μ, (2.2.10)

where Ãa
μ is a tensor

Ãa
μ ∈ Γ (T 1,0(E2) ⊗ T 0,1(N )). (2.2.11)

To be absolutely precise a connection in E2 is of the form

fc A
c
μ, (2.2.12)

where fc is defined in (2.2.4); Aa
μ is merely a coordinate representation.

Definition 2.2.2 A connection A of the form (2.2.10) is sometimes also denoted by
( Āa

μ, Ã
a
μ).

Since we assume that there exists a globally defined time function x0 in N we
may consider globally defined tensors ( Ãa

μ) satisfying

Ãa
0 = 0. (2.2.13)

These tensors can be written in the form ( Ãa
i ) and they can be viewed as maps

( Ãa
i ) : N → g ⊗ T 0,1(S0), (2.2.14)

where S0 is a Cauchy hypersurface of N , e.g., a coordinate slice

S0 = {x0 = const}. (2.2.15)

It is well-known that the Yang-Mills Lagrangian is singular and requires a local
gauge fixing when applying canonical quantization. We impose a local gauge fixing
by stipulating that the connection Ā satisfies
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Āa
0 = 0. (2.2.16)

Hence, all connections in (2.2.10) will obey this condition since we also stipulate
that the tensor fields Ãa

μ have vanishing temporal components as in (2.2.13). The
gauge (2.2.16) is known as the Hamilton gauge, cf. [9, p. 82]. However, this gauge
fixing leads to the so-called Gauß constraint, since the first variation in the class of
these connections will not formally yield the full Yang-Mills equations.

In [17, Theorem2.3], we proved that the Gauß constraint does not exist and that it
suffices to consider connections of the form (2.2.10) satisfying (2.2.13) and (2.2.16)
in the Yang-Mills functional JYM :

Theorem 2.2.3 Let Ω̃ � N be open and precompact such that there exists a local
trivialization of E2 in Ω̃ . Let A = ( Āa

μ, Ã
a
μ) be a connection satisfying (2.2.13)

and (2.2.16) in Ω̃ , and suppose that the first variation of JYM vanishes at A with
respect to compact variations of Ãa

μ all satisfying (2.2.13). Then A is a Yang-Mills
connection, i.e., the Yang-Mills equation

Faμ
λ ;μ = 0 (2.2.17)

is valid in Ω̃ .

Proof Let ηa
μ be an arbitrary tensor field with compact support in Ω̃ satisfying

ηa
0 = 0 (2.2.18)

and define the connections

A(ε) = ( Āa
μ, Ã

a
μ + εηa

μ). (2.2.19)

Differentiating the functional

JYM(ε) =
∫

Ω̃

−1

4
Fμλ(ε)F

μλ(ε) (2.2.20)

with respect to ε and evaluating in ε = 0 yields

d JYM

dε
= −

∫
Ω̃

γabF
aμληb

λ;μ =
∫

Ω̃

γabF
aμλ

;μη
b
λ. (2.2.21)

Assuming that the first variation of the functional vanishes we deduce

Faiμ
;μ = 0 (2.2.22)

which is equivalent to
Fa μ

i ;μ = 0 (2.2.23)
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since we only consider spacetime metrics (ḡαβ) that splits, i.e.,

ds̄2 = −w2(dx0)2 + gi j (x
0, x)dxidx j (2.2.24)

in view of the result in Theorem1.3.2 on page 9. Similarly, the conditions

Fa0μ
;μ = 0 (2.2.25)

and
Fa μ

0 ;μ = 0 (2.2.26)

are equivalent.
To prove that A also satisfies

Fa0μ
;μ = 0 (2.2.27)

in Ω̃ , we argue by contradiction supposing there exists (t0, x0) ∈ Ω̃ such that

Fa0μ
;μ(t0, x0) 
= 0. (2.2.28)

Define
ξa = Fa0μ

;μḡ00 (2.2.29)

so that
γabξ

a Fb0μ
;μ < 0 (2.2.30)

in (t0, x0). Choosing a cut-off function ϕ = ϕ(t, x) satisfying ϕ(t0, x0) = 1 we then
infer

γabξ̃
a Fb0μ

;μ ≤ 0 (2.2.31)

in N and strictly negative in (t0, x0), where

ξ̃a = ξaϕ. (2.2.32)

Next we consider the gauge transformation ω = ω(t, x) where ω is the flow

ω̇ = −ωε fcξ̃
c,

ω(t0, x) = id,
(2.2.33)

which is well defined in a neighbourhood of suppϕ. After the gauge transformation
the connections A(ε) in (2.2.19) look like

ω fc A
c
μ(ε)ω

−1 − ωμω
−1 (2.2.34)

and the component μ = 0 is equal to
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− ω̇ω−1 = εω fcξ̃
cω−1. (2.2.35)

Since the Yang-Mills functional is gauge invariant its first variation still vanishes
after the gauge transformation and we deduce from (2.2.21) and (2.2.22)

0 =
∫

Ω̃

γabF
a0μ

;μξ̃
b (2.2.36)

contradicting (2.2.31). �
Remark 2.2.4 Gauge fixing is an appropriate method for reducing the number of
independent variables, but in the context of canonical quantization it is only legitimate
if it is also used before deriving the Euler-Lagrange equation and if in addition it is
proved that the correct Euler-Lagrange equation is still valid.

Let (Bρk (xk))k∈N be a covering of S0 by small open balls such that each ball lies
in a coordinate chart of S0. Then the cylinders

Uk = I × Bρk (xk) (2.2.37)

are a covering of N such that each Uk is contractible, hence each bundle π−1(Uk) is
trivial and the connection Ā can be expressed in coordinates in each Uk

Ā = ( Āa
μ) = fa A

a
μdx

μ. (2.2.38)

We shall prove:

Lemma 2.2.5 In each cylinder Uk there exists a gauge transformation ω = ω(t, x)
such that

Āa
0(t, x) = 0 ∀ (t, x) ∈ Uk (2.2.39)

after applying the gauge transformation.

Proof For fixed k we consider the flow

ω̇ = ω fc Ā
c
0,

ω(0, x) = id, x ∈ Bρk (xk).
(2.2.40)

For fixed x ∈ Bρk (xk) the integral curve exists on a maximal interval Jx . If we can
show Jx = I , then the lemma is proved.

The claim is obvious, since the integral curve cannot develop singularities, for let
〈·, ·〉 be the negative of the Killing metric, then

〈ω̇, ω̇〉 = − tr(ωA0ωA0)

= − tr(A0A0) = γab A
a
0A

b
0

(2.2.41)

from which the result immediately follows. �
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Lemma 2.2.6 Let Uk, Ul be overlapping cylinders and let ω = ω(t, x) be a gauge
transformation relating the respective representations of the connection Ā in the
overlap Uk ∩ Ul where both representations use the Hamilton gauge, then ω does
not depend on t, i.e.,

ω̇ = 0. (2.2.42)

Proof Let ( ˆ̄Aa
μ) resp. ( Āa

μ) be the representations of Ā in Uk resp. Ul such that

ˆ̄Aa
0 = Āa

0 = 0, (2.2.43)

then ˆ̄A0 = ω Ā0ω
−1 − ω̇ω−1, (2.2.44)

hence
ω̇ = 0 in Uk ∩Ul . (2.2.45)

�

Let E0 be the adjoint bundle

E0 = (S0, g,π,Ad(G)) (2.2.46)

with base space S0, where the gauge transformations only depend on the spatial
variables x = (xi ). For fixed t Aa

i,0 are elements of T 1,0(E0) ⊗ T 0,1(S0)

Aa
i,0 ∈ T 1,0(E0) ⊗ T 0,1(S0), (2.2.47)

but the vector potentials Aa
i (t, ·) are connections in E0 for fixed t and therefore cannot

be used as independent variables, since the variables should be the components
of a tensor. However, in view of the results in Lemma2.2.5 and Lemma2.2.6 the
difference

Ãa
i (t, ·) = Aa

i (t, ·) − Āa
i (0, ·) ∈ T 1,0(E0) ⊗ T 0,1(S0). (2.2.48)

Hence, we shall define Ãa
i to be the independent variables such that

Aa
i = Āa

i (0, ·) + Ãa
i (2.2.49)

and we infer
Aa
i,0 = Ãa

i,0. (2.2.50)

In the Hamilton gauge we therefore have

Fa
0i = Ãa

i,0 (2.2.51)
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and hence we conclude

− 1

4
FμλF

μλ = 1

2
w−2gi jγab Ã

a
i,0 Ã

b
j,0 − 1

4
Fi j F

i j , (2.2.52)

where we used (2.1.1).
Writing the density √

g = √
det gi j (2.2.53)

in the form √
g = ϕ

√
det χi j , (2.2.54)

whereχ is afixedRiemannianmetric in S0,χi j = χi j (x), such that 0 < ϕ = ϕ(x, gi j )
is a function, we obtain as Lagrangian function

LYM = 1

2
γabg

i j Ãa
i,0 Ã

b
j,0w

−1ϕ − 1

4
Fi j F

i jwϕ. (2.2.55)

In order to prove a spectral resolution of the combined Hamilton operator after
quantizationwe need tomodify theYang-Mills Lagrangian slightly.We shall call this
modification process renormalization though the renormalization is different from
the usual renormalization in quantum field theory.

Remark 2.2.7 The renormalization is necessary since theYang-Mills energydepends
quadratically on the inverse of themetric, and hence shows awrong scaling behaviour
with respect to the metric. The appropriate scaling behaviour would be linear.

Definition 2.2.8 When we only consider metrics ḡαβ that can be split by a given
time function x0, such that the Yang-Mills Lagrangian is expressed as in (2.2.55),
then we define the renormalized Lagrangian by

LYMmod = 1

2
γabg

i j Ãa
i,0 Ã

b
j,0w

−1ϕpϕ − 1

4
Fi j F

i jwϕpϕ, (2.2.56)

where p ∈ R is real. We shall choose

p = 2

n
. (2.2.57)

An equivalent description is, that we have replaced

F2 = FαβF
αβ (2.2.58)

by
F2ϕp (2.2.59)
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though this always requires that the metric is split by a time function otherwise the
definition of ϕ makes no sense.

The Ãa
i (t, ·) can be looked at to be mappings from S0 to T 1,0(E0) ⊗ T 0,1(S0)

Ãa
i (t, ·) : S0 → T 1,0(E0) ⊗ T 0,1(S0). (2.2.60)

The fibers of T 1,0(E0) ⊗ T 0.1(S0) are the tensor products

g ⊗ T 0,1
x (S0), x ∈ S0, (2.2.61)

which are vector spaces equipped with metric

γab ⊗ gi j . (2.2.62)

For our purposes it is more convenient to consider the fibers to be Riemannian
manifolds endowedwith the abovemetric. Let (ζ p), 1 ≤ p ≤ n1n, wheren1 = dim g,
be local coordinates and

(ζ p) → Ãa
i (ζ

p) ≡ Ã(ζ) (2.2.63)

be a local embedding, then the metric has the coefficients

Gpq = 〈 Ã p, Ãq〉 = γabg
i j Ãa

i,p Ã
b
j,q . (2.2.64)

Hence, the Lagrangian LYMmod in (2.2.56) can be expressed in the form

LYMmod = 1

2
Gpq ζ̇

p ζ̇qw−1ϕ1+ 2
n − 1

4
Fi j F

i jwϕ1+ 2
n (2.2.65)

and we deduce

π̃p = ∂LYMmod

∂ζ̇ p
= Gpq ζ̇

qw−1ϕ1+ 2
n (2.2.66)

yielding the Hamilton function

ĤY Mmod = πp ζ̇
p − LYMmod

= 1

2
Gpq(ζ̇

pw−1ϕ1+ 2
n )(ζ̇qw−1ϕ1+ 2

n )wϕ−(1+ 2
n ) + 1

4
Fi j F

i jwϕ1+ 2
n

= 1

2
Gpq π̃pπ̃qwϕ−(1+ 2

n ) + 1

4
Fi j F

i jwϕ1+ 2
n

≡ HYMmodw.

(2.2.67)

Thus, the effective Hamiltonian that will enter the Hamilton constraint equation is
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HYMmod = 1

2
ϕ−(1+ 2

n )Gpq π̃pπ̃q + 1

4
Fi j F

i jϕ1+ 2
n . (2.2.68)

If the Yang-Mills Lagrangian is multiplied by a coupling constant α1, then the effec-
tive Hamiltonian isHYMmod

HYMmod = α−1
1

1

2
ϕ−(1+ 2

n )Gpq π̃pπ̃q + α1
1

4
Fi j F

i jϕ1+ 2
n . (2.2.69)

2.3 The Higgs Functional

Let Φ be a scalar field, a map from N to E2,

Φ : N → E2, (2.3.1)

i.e., Φ is a section of E2. The Higgs Lagrangian is defined by

LH = −1

2
ḡαβγabΦ

a
αΦb

β − mV (Φ), (2.3.2)

whereV ≥ 0 is a smooth potential andm > 0 a constant.Given a global time function
with corresponding foliation of N we also consider a renormalized potential, namely,
we replace V by

Vϕq , q = −2

n
, (2.3.3)

such that

LHmod = −1

2
ḡαβγabΦ

a
αΦb

β − mV (Φ)ϕq . (2.3.4)

Let us note that V does not depend on the metric and hence has also the wrong
scaling behaviour.

We assume for simplicity that in a local coordinate systemΦ has real coefficients.
The covariant derivatives of Φ are defined by a connection A = (Aa

μ) in E2

Φa
μ = Φa

,μ + f acb A
c
μΦ

b. (2.3.5)

As in the preceding section we work in a local trivialization of E2 using the Hamilton
gauge, i.e.,

Aa
0 = 0, (2.3.6)

hence, we conclude
Φa

0 = Φa
,0. (2.3.7)
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Moreover, let
Φ̄ : S0 → E2 (2.3.8)

be an arbitrary but fixed smooth section of E2 depending only on x ∈ S0 and let

Φ̃ : N → E2 (2.3.9)

be an arbitrary smooth section, then we define

Φ = Φ̄ + Φ̃ (2.3.10)

to be the argument that enters in the Higgs Lagrangian but stipulate that Φ̃ will the
variable.

Expressing the density g as in (2.2.54) on page 60we obtain the LagrangianLHmod

LHmod = 1

2
γabΦ̃

a
,0Φ̃

b
,0w

−1ϕ − 1

2
gi jγabΦ

a
i Φb

j wϕ − mV (Φ)wϕ(1+q) (2.3.11)

which we have to use for the Legendre transformation. Before applying the Legendre
transformation we again consider the vector space g to be a Riemannian manifold
with metric γab. The representation of Φ̃ in the form (Φ̃a) can be looked at, in a
local trivialization, to be the representation of the local coordinates (�a) such that
the metric γab now depends on x .

Let us define

pa = ∂LHmod

∂�̇a
, �̇a = �a

,0, (2.3.12)

then we obtain the Hamiltonian

ĤHmod = pa�̇
a − LHmod

= 1

2
ϕ−1γab pa pb + 1

2
gi jγabΦ

a
i Φb

j wϕ + mV (Φ)wϕ(1+q)

≡ HHmodw.

(2.3.13)

Thus, the Hamiltonian which will enter the Hamilton constraint isHHmod

HHmod = 1

2
ϕ−1γab pa pb + 1

2
gi jγabΦ

a
i Φb

j ϕ + mV (Φ)ϕ(1+q). (2.3.14)

If the Higgs Lagrangian is multiplied by a coupling constant α2, then

HHmod = α−1
2

1

2
ϕ−1γab pa pb + α2

1

2
gi jγabΦ

a
i Φb

j ϕ + α2mV (Φ)ϕ(1+q). (2.3.15)
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2.4 The Hamilton Condition

Considering the foliation given by the time function t the Einstein-Hilbert functional
with cosmological constant Λ can be expressed in the form

JG =
∫ b

a

∫
Ω

{1
4
Gi j,kl ġi j ġklw

−2 + (R − 2Λ)}wϕ
√

χ, (2.4.1)

where we already replaced the density
√

g by ϕ
√

χ, cf. (1.4.3) on page 18. The
metric Gi j,kl is defined by

Gi j,kl = 1

2
(gikg jl + gilg jk) − gi jgkl (2.4.2)

and its inverse is given by

Gi j,kl = 1

2
{gikg jk + gilg jk} − 1

n − 1
gi jgkl . (2.4.3)

R is the scalar curvature of the metric gi j .
The corresponding Hamiltonian HG has the form

HG = {ϕ−1Gi j,klπ
i jπkl − (R − 2Λ)ϕ}w, (2.4.4)

cf. (1.4.4) on page 18. Hence, the Hamiltonian of the combined Lagrangian is

H = HG + HYMmod + HHmod , (2.4.5)

where coupling constants are already integrated in theHamiltonians and theHamilton
equations

ġi j = δH
δπi j

, (2.4.6)

π̇i j = − δH
δgi j

(2.4.7)

are equivalent to the Tangential Einstein equations

Gi j + Λgi j − Ti j = 0, (2.4.8)

where Tαβ is the stress-energy tensor comprised of the modified Yang-Mills and
Higgs Lagrangians.

The normal component of the Einstein equations

Gαβνανβ − Λ − Tαβνανβ = 0 (2.4.9)
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cannot be derived from the Hamilton equations and this equation has to be stipulated
as an extra condition, the so-called Hamilton condition, cf. (1.3.51) on page 13.

In Theorem 1.3.2 on page 9 we proved that any metric (ḡαβ) which splits accord-
ing to (2.1.1) on page51 satisfying (2.4.8) and (2.4.9) also solves the full Einstein
equations, i.e., it also satisfies the Einstein equations for the mixed components

G0 j + Λg0 j − T0 j = 0. (2.4.10)

The Hamilton condition is equivalent to the equation

H = 0 (2.4.11)

and after quantization, when the quantized Hamiltonian, still denoted byH, is a dif-
ferential operator in a fiber bundle, the quantum equivalent of Eq. (2.4.11) is usually
considered to be

Hu = 0, (2.4.12)

i.e., the elements of the kernel ofH are supposed to be the physical interesting solu-
tions. The Eq. (2.4.12) is known as the Wheeler–DeWitt equation. In [16, 17] we
used this approach and solved the Wheeler-DeWitt equation in a fiber bundle E .
The Hamilton operator is then a hyperbolic operator acting only in the fibers of the
bundle as a differential operator and not in the base space S0, which is unsatisfac-
tory. Therefore we shall express the Hamilton condition differently employing our
approach in Sect. 1.4 on page 17, or, more precisely, in Sect. 1.6 on page 40, since we
believe that the wave equation model is more appropriate to express the quantization
of the Hamilton condition.

The foliation M(t) is also the solution set of the geometric flow

ẋ = −wν (2.4.13)

with initial hypersurface
M0 = S0, (2.4.14)

where ν is the past directed normal, cf. (1.6.5) on page 40. Let hi j be the second
fundamental form of M(t), then πi j and hi j are related by the equation

hi j = −ϕ−1Gi j,klπ
kl, (2.4.15)

cf. (1.4.6) on page 18, and the second Hamilton equation

π̇i j = − δH
δgi j

(2.4.16)

is equivalent to the evolution equation of the hi j if the tangential Einstein equations
(2.4.8) are supposed to be satisfied. In Sect. 1.6 on page 40 we used the evolution
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equation of the mean curvature
H = gi j hi j (2.4.17)

to express the Hamilton condition, i.e., we modified this equation such that it was
equivalent to the Hamilton condition and we shall use this approach again in the
present situation.

We recall that
πi j = (Hgi j − hi j )ϕ, (2.4.18)

and hence
(n − 1)Hϕ = gi jπ

i j . (2.4.19)

We shall modify the evolution equation

(ϕ− 1
2 gi jπ

i j )′ = −1

4
ϕ− 1

2 gkl ġklgi jπ
i j + ϕ− 1

2 ġi jπ
i j + ϕ− 1

2 gi j π̇
i j

= n − 1

2
H 2ϕ

1
2 w − 2ϕ− 1

2 hi jπ
i jw + ϕ− 1

2 gi j π̇
i j ,

(2.4.20)

where we used that

hi j = −1

2
ġi jw

−1, (2.4.21)

and where we emphasize that the symbol H represents the mean curvature and H
the Hamilton function. The Hamilton function is the sum of three Hamiltonians

H = H0 + H1 + H2, (2.4.22)

where H0 is the gravitational, H1 the renormalized Yang-Mills and H2 the renormal-
ized Higgs Hamiltonian. Thus, we infer

gi j π̇
i j = −gi j

δH
δgi j

= −gi j
δ(H0 + H1 + H2)

δgi j
(2.4.23)

and we deduce further

−gi j
δH0

δgi j
= (

n

2
− 2)ϕ−1Gi j,klπ

i jπklw + n

2
(R − 2Λ)ϕw

− 1

2
Rϕw − (n − 1)Δ̃wϕ,

(2.4.24)

where the scalar curvature and the Laplacian are defined by the metric gi j ; for a proof
see the proof of Theorem1.3.4 on page 14.

Writing

H1 = α−1
1

1

2
Gpq π̃pπ̃qϕ

−(1+ 2
n )w + C1 (2.4.25)
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and

H2 = α−1
2

1

2
γab pa pbϕ

−1w + C2 (2.4.26)

we infer

− gi j
δH1

δgi j
= n

2
α−1
1

1

2
Gpq π̃pπ̃qϕ

−(1+ 2
n )w − gi j

δC1

δgi j
(2.4.27)

and

− gi j
δH2

δgi j
= n

2
α−1
2

1

2
γab pa pbϕ

−1w − gi j
δC2

δgi j
. (2.4.28)

Hence, we conclude

(ϕ− 1
2 gi jπ

i j )′ = 1

2(n − 1)
gi jπ

i jgklπ
klϕ

1
2 w

+ n

2
ϕ−1Gi j,klπ

i jπklϕ− 1
2 w + n

2
(R − 2Λ)ϕ

1
2 w

− 1

2
Rϕ

1
2 w − (n − 1)Δ̃wϕ

1
2

+ n

2
{α−1

1

1

2
Gpq π̃pπ̃qϕ

−(1+ 2
n ) + α−1

2

1

2
gab pa pbϕ

−1}ϕ− 1
2 w

− gi j {δC1

δgi j
+ δC2

δgi j
}ϕ− 1

2 .

(2.4.29)
On the right-hand side of this evolution equation we now implement the Hamilton
condition by replacing

ϕ−1Gi j,klπ
i jπklw (2.4.30)

by
(R − 2Λ)ϕw − H1 − H2. (2.4.31)

Expressing the time derivative on the left-hand side of (2.4.29) with the help of the
Poisson brackets, we finally obtain

{ϕ− 1
2 gi jπ

i j ,H} = 1

2(n − 1)
gi jπ

i jgklπ
klϕ

1
2 w

+ n

2
(R − 2Λ)ϕ

1
2 w − n

2
(C1 + C2)ϕ

− 1
2

+ n

2
(R − 2Λ)ϕ

1
2 w − 1

2
Rϕ

1
2 w − (n − 1)Δ̃wϕ

1
2

− gi j {δC1

δgi j
+ δC2

δgi j
}ϕ− 1

2 .

(2.4.32)

which is equivalent to the Hamilton condition if the Hamilton equations are valid.
Thus, we have proved:
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Theorem 2.4.1 Let N = Nn+1 be a globally hyperbolic spacetime and let themetric
ḡαβ be expressed as in (2.1.1) on page 51. Then, the metric satisfies the full Einstein
equations if and only if the metric is a solution of the Hamilton equations and of the
Eq. (2.4.32).

2.5 The Quantization

For the quantization we use a similar model as in Sect. 1.4 on page 40. First, we
switch to the gauge w = 1. Previously, we considered a bundle with base space
S0 and fibers F(x), x ∈ S0, the elements of which were the Riemannian metrics
(gi j (x)). The fibers were equipped with the Lorentzian metric

(ϕ−1Gi j,kl) (2.5.1)

which, in a suitable coordinate system

(t, ξA), t = ϕ
1
2 , (2.5.2)

has the form

ds2 = −16(n − 1)

n
dt2 + 4(n − 1)

n
t2GABdξAdξB, (2.5.3)

where GAB is independent of t and the coordinates (t, ξA) are independent of x , cf.
(1.4.97) on page 28.

In the present situation we consider a bundle E with base space S0 and the fibers
over x ∈ S0 are

F(x) × (g ⊗ T 01,
x (S0)) × g, (2.5.4)

where the additional components are due to the Yang-Mills fields ( Ãa
i ) and the Higgs

field (Φ̃a). Let us emphasize that the elements of the fibers are tensors and that a fixed
connection Ā = ( Āa

i (x)) and fixed Higgs field Φ̄a are used to define the connections

Aa
i = Āa

i + Ãa
i (2.5.5)

resp. the Higgs fields
Φa = Φ̄a + Φ̃a (2.5.6)

the terms in the Hamiltonian will depend on. After the quantization is finished and
we have obtained the final equation governing the interaction of a Riemannianmetric
with Yang-Mills andHiggs fields, we shall choose Ãa

i = 0 and Φ̃a = 0 such that only
the arbitrary sections Āa

i and Φ̄a are involved and not any elements of the bundle.
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The fibers in (2.5.4) are equipped with the metric

ds2 = −16(n − 1)

n
dt2 + 4(n − 1)

n
t2GABdξAdξB

+ t2α1G̃ pqdζ pdζq + t2α2γabd�ad�b,

(2.5.7)

where the metrics G̃ pq and γab are independent of t . The metric Gpq in (2.2.69) on
page 62 is related with G̃ pq by

Gpq = t−
4
n G̃ pq . (2.5.8)

Here, we used that a metric
gi j (x) ∈ F(x) (2.5.9)

can be expressed in the form
gi j = t

4
n σi j , (2.5.10)

where σi j is independent of t satisfying

det σi j = det χi j , (2.5.11)

cf. (1.4.61) and (1.4.64) on page 25.
Let us abbreviate the fiber metric in (2.5.7) by

ds2 = ḡαβdξαξβ, 0 ≤ α,β ≤ n2, (2.5.12)

such that
ξ0 = t, (2.5.13)

and let R̄αβ be the corresponding Ricci tensor, then

R̄0β = 0 ∀β (2.5.14)

as can be easily derived by introducing a conformal time

τ = log t (2.5.15)

such that
ḡαβ = e2ψgαβ, (2.5.16)

where the coefficients gαβ are independent of τ ,

g00 = −1, (2.5.17)
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and
ψ = τ + c, c = const (2.5.18)

and using the well-known formula

R̄αβ = Rαβ − (n2 − 1)[ψαβ − ψαψβ] − gαβ[Δψ + (n2 − 1)‖Dψ‖2] (2.5.19)

connecting the Ricci tensors of conformal metrics. Norms and derivatives on the
right-hand side are all with respect to the metric gαβ . The index 0 now refers to the
variable τ .

We can now quantize the Hamiltonian setting using the original variables
(gi j ,π

kl , . . .). We consider the bundle E equipped with the metric (2.5.7) in the
fibers and with the Riemannian metric χ in S0. Furthermore, let

C∞
c (E) (2.5.20)

be the space of real valued smooth functions with compact support in E .
In the quantization process, where we choose � = 1, the variables gi j , πi j , etc.

are then replaced by operators ĝi j , π̂i j , etc. acting in C∞
c (E) and satisfying the

commutation relations
[ĝi j , π̂kl] = iδkli j , (2.5.21)

for the gravitational variables,
[ζ̂ p, ˆ̃πq ] = iδ p

q (2.5.22)

for the Yang-Mills variables, and

[θ̂a, p̂b] = iδab (2.5.23)

for the Higgs variables, while all the other commutators vanish. These operators are
realized by defining ĝi j to be the multiplication operator

ĝi j u = gi j u (2.5.24)

and π̂i j to be the functional derivative

π̂i j = 1

i

δ

δgi j
, (2.5.25)

i.e., if u ∈ C∞
c (E), then

δu

δgi j
(2.5.26)

is the Euler-Lagrange operator of the functional
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∫
S0

u
√

χ ≡
∫
S0

u. (2.5.27)

Hence, if u only depends on (x, gi j ) and not on derivatives of the metric, then

δu

δgi j
= ∂u

∂gi j
. (2.5.28)

The same definitions and reasonings are also valid for the other variables. There-
fore, the transformed Hamiltonian Ĥ can be looked at as the hyperbolic differential
operator

Ĥ = −Δ + C0 + C1 + C2, (2.5.29)

where Δ is the Laplacian of the metric in (2.5.7) acting on functions u ∈ C∞
c (E)

and the symbols Ci , i = 0, 1, 2, represent the lower order terms of the respective
Hamiltonians H0, H1 and H2.

Following Dirac the Poisson brackets on the left-hand side of (2.4.32) on page
67 are replaced by 1

i times the commutators of the transformed quantities in the
quantization process, since � = 1. Dropping the hats in the following to improve the
readability the left-hand side of Eq. (2.4.32) is transformed to

i[H,ϕ− 1
2 gi jπ

i j ] = [H,ϕ− 1
2 gi j

δ

δgi j
]. (2.5.30)

Using the relation in (1.6.24) on page 43

ϕ− 1
2 gi j

δ

δgi j
= n

4

∂

∂t
(2.5.31)

when applied to functions u, we conclude

[−Δ,
n

4

∂

∂t
]u = 0, (2.5.32)

in view of (2.5.14), and

[C0+C1+C2,ϕ
− 1

2 gi j
δ

δgi j
]u = −(n−1)ϕ− 1

2 Δ̃uϕ−ϕ− 1
2 (

2∑
k=0

δ

δgi j
Ck)u, (2.5.33)

cf. (1.6.26) on page 43, where Δ̃ is the Laplace operator with respect to the metric
gi j . Here, we evaluate the Eq. (2.5.33) at an arbitrary point

(x, gi j , Ã
a
k , Φ̃

b) ≡ (x, t, ζ A) (2.5.34)



72 2 Interaction of Gravity with Yang-Mills and Higgs Fields

in E , where we used the abbreviation

(ζα) = (ζ0, ζ A) ≡ (t, ζ A) (2.5.35)

to denote the fiber coordinates in a local trivialization. The spatial fiber coordinates
(ζ A) are the coordinates for the fibers of the subbundle

E1 = {t = 1} (2.5.36)

which is a Cauchy hypersurface, since the fibers of E are globally hyperbolic, cf.
[17, Theorem 4.1].

Remark 2.5.1 If we consider u to depend on the left-hand side of (2.5.34), then Δ̃u
has to be evaluated by applying the chain rule. However, if we consider u to depend
on (x, t, ζ A), which are independent variables, then Δ̃u is the Laplacian of

u(·, t, ζ A). (2.5.37)

We shall adopt the latter view. Indeed, after having derived the quantized version of
(2.4.32) on page 67 we shall consider u to depend on (x, t) and only implicitly on a
fixed ζ A, i.e., on a given ( Ãa

i ) and (Φ̃a), especially since we shall then specify

Ãa
i = 0 ∧ Φ̃a = 0. (2.5.38)

Let us now transform the right-hand side of (2.4.32) on page 67 by having in mind
that w = 1 and by multiplying all terms with ϕ

1
2 before applying them to a function

u. Later, when we compare the left and right-hand sides, we of course multiply the
left-hand side by the same factor ϕ

1
2 .

The only non-trivial term on the right-hand side of (2.4.32) is the first one with
the second derivatives. We arrange the covariant derivatives such that we obtain

− 1

32

n2

n − 1
ü, (2.5.39)

where the derivatives are ordinary partial derivatives with respect to t , cf. the argu-
ments in (1.6.27)–(1.6.32) on page 44. The other terms are trivial and we infer that
the right-hand side is transformed to

− 1

32

n2

n − 1
ü − n

2
(C0 + C1 + C2)u − (gi j

δ

δgi j
(C0 + C1 + C2))u. (2.5.40)

Now, multiplying (2.5.33) by ϕ
1
2 and observing that it equals (2.5.40), we finally

obtain the hyperbolic equation
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1

32

n2

n − 1
ü − (n − 1)ϕΔ̃u − n

2
(R − 2Λ)ϕu + α1

n

8
Fi j F

i jϕ1+ 2
n

+ α2
n

4
γabg

i jΦa
i Φb

i ϕu + α2
n

2
mV (Φ)ϕ1− 2

n u = 0,
(2.5.41)

where
(gi j , Ã

a
k , Φ̃

b) (2.5.42)

are arbitrary but fixed elements of the bundle.
Citing (2.5.10) and (2.5.11) we have

gi j (x, t) = t
4
n σi j (x), (2.5.43)

where
det σi j = det χi j , (2.5.44)

such that
(σi j , Ã

a
k , Φ̃

b) (2.5.45)

belong to the subbundle E1. Observing that

Δ̃u = t−
4
n Δ̃σi j u, (2.5.46)

and
R = t−

4
n Rσi j , (2.5.47)

where Rσi j is the scalar curvature of the metric σi j , we can express (2.5.41) in the
form

1

32

n2

n − 1
ü − (n − 1)t2−

4
n Δu − n

2
t2−

4
n Ru + α1

n

8
t2−

4
n Fi j F

i j u

+ α2
n

4
t2−

4
n γabσ

i jΦa
i Φb

j u + α2
n

2
mt2−

4
n V (Φ)u + nt2Λu = 0,

(2.5.48)

where we dropped the tilde from Δ̃u and where the Laplacian, the scalar curvature
and the raising and lowering of indices are defined with respect to the metric σi j .

In Remark1.6.8 on page 49 we have proved that we may choose σi j = χi j , and
since χi j has been an arbitrary Riemannian metric on S0, we can therefore prove:

Theorem 2.5.2 Let (S0,σi j ) be a connected, complete, and smooth n-dimensional
Riemann manifold and let E0 = (S0, g,π,Ad(G)) be the adjoint bundle defined in
(2.2.46) on page 59, and let

A = (Aa
i ) (2.5.49)

be an arbitrary smooth connection in E0, i.e., an arbitrary smooth section, and let
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Φ = (Φa) (2.5.50)

be an arbitrary smooth Higgs field, then the hyperbolic equation (2.5.48) in

Q = R
∗
+ × S0 (2.5.51)

describes the quantized version of the interaction of (S0,σi j ) with these bosonic
fields.

Proof We only have to prove that we may choose the connection (Aa
i ) and the Higgs

field (Φa) as arbitrary smooth sections. This follows immediately by evaluating
(2.5.48) at the bundle elements

Ãa
i = 0 ∧ Φ̃a = 0, (2.5.52)

then the connection Aa
i and the Higgs field Φa coincide with Āa

i resp. Φ̄a which are
arbitrary smooth sections. �

Remark 2.5.3 If we define in Q the Lorentz metric

ds̄2 = −32
n − 1

n2
dt2 + 1

n − 1
σi j dx

idx j , (2.5.53)

then Q is globally hyperbolic and the operator in (2.5.48) is symmetric. If we equip
Q with the metric

ds̄2 = −32
n − 1

n2
dt2 + 1

n − 1
t
4
n −2σi j dx

idx j , (2.5.54)

then Q is also globally hyperbolic, the operator in (2.5.48) normally hyperbolic but
not symmetric, and Q has a Big bang singularity in t = 0 if n ≥ 3.

Proof Since σi j is complete it suffices to prove the big bang assertion. Let

M(t) = {x0 = t} (2.5.55)

be the Cauchy hypersurfaces and hi j their second fundamental form with respect to
the past directed normal, then

hi j = − 1

2(n − 1)
(t

4
n −2)′σi j = p

1

2(n − 1)
t−(p+1)σi j , (2.5.56)

where

p = 2 − 4

n
. (2.5.57)

Hence the M(t) are all umbilical. Let H be the mean curvature, then
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H = np

2
t−1. (2.5.58)

Moreover, let R̃ be the scalar curvature of the M(t) and R the scalar curvature of
σi j , then

R̃ = (n − 1)t p R (2.5.59)

and we deduce
lim
t→0

R̃ = 0 (2.5.60)

and
lim
t→0

H 2 = ∞. (2.5.61)

Hence, some sectional curvatures of the ambient metric must also get unbounded in
view of the Gauß equation and the fact that the M(t) are umbilical. �

2.6 The Spectral Resolution

In case S0 is compact we can prove a spectral resolution for the Eq. (2.5.48) on page
73, where Λ will act as an implicit eigenvalue. The proof is similar as in Sect. 1.6 on
page 40. First, let us consider an elliptic eigenvalue problem which can be looked at
to be the stationary version of Eq. (2.5.48).

Lemma 2.6.1 Let S0 be compact equipped with the metric σi j . Then, the eigenvalue
problem

− (n − 1)Δv − n

2
Rv + α1

n

8
Fi j F

i jv

+ α2
n

4
γabσ

i jΦa
i Φb

j v + α2
n

2
mV (Φ)v = μv

(2.6.1)

has countably many solutions (vi ,μi ) such that

μ0 < μ1 ≤ μ2 ≤ · · · , (2.6.2)

lim μi = ∞ (2.6.3)

and ∫
S0

v̄iv j = δi j , (2.6.4)

where now we consider complex valued functions. The solutions are smooth in S0

and form a basis in L2(S0, C).

This result is well-known, see also Lemma(1.6.5) on page 47. For clarification
let us recall R is the scalar curvature of σi j , and the other coefficients depend on a
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given smooth Yang-Mills field and a Higgs field. There is no sign condition on the
potential V , but later, when establishing assumptions guaranteeing that

μ0 > 0, (2.6.5)

we shall require that
V ≥ 0, (2.6.6)

or even
V > 0 a.e., (2.6.7)

i.e., V is strictly positive except on a Lebesgue null set. The constant m is always
supposed to be non-negative.

To prove a spectral resolution of the hyperbolic equation (2.5.48) we choose an
eigenfunction v = vi with positive eigenvalue μ = μi and look at solutions of
(2.5.48) of the form

u(x, t) = w(t)v(x). (2.6.8)

u is then a solution of (2.5.48) provided w satisfies the implicit eigenvalue equation

− 1

32

n2

n − 1
ẅ − μt2−

4
n w − nt2Λw = 0, (2.6.9)

where Λ is the eigenvalue.
This eigenvalue problem we also considered in the previous chapter and proved

that it has countably many solutions (wi ,Λi ) with finite energy, i.e.,

∫ ∞

0
{|ẇi |2 + (1 + t2 + μt2−

4
n )|wi |2} < ∞, (2.6.10)

cf. Theorem 1.6.7 on page 49.

Remark 2.6.2 A different, but similar, approach for non-compact S0 will be used in
the next chapter under the assumption that (S0,σi j ) is asymptotically Euclidean.

Finally, let us consider under which assumptions the lowest eigenvalue μ0 of the
eigenvalue problem (2.6.1) is strictly positive. This property can also be called a
mass gap. We prove the existence of a mass gap in two cases.

In the first case we assume that V satisfies the condition (2.6.7).

Theorem 2.6.3 Let S0 be compact and let V satisfy (2.6.7), then there exists m0

such that for all m ≥ m0 the first eigenvalue μ0 of Eq. (2.6.1) is strictly positive with
an a priori bound from below depending on the data.

The theorem immediately follows from a well-known compactness lemma:

Lemma 2.6.4 Under the assumptions of the previous theorem there exists for any
ε > 0 a constant cε such that
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∫
S0

|u|2 ≤ ε

∫
S0

|Du|2 + cε

∫
S0

V |u|2 ∀ u ∈ C1(S0). (2.6.11)

Proof We prove the estimate (2.6.11) in the Sobolev space H 1,2(S0) instead of
C1(S0), since this is the appropriate function space, and argue by contradiction.

If the estimate (2.6.11)would be false, then therewould exist ε > 0 and a sequence
of functions

uk ∈ H 1,2(S0) (2.6.12)

such that ∫
S0

|uk |2 > ε

∫
S0

|Duk |2 + k
∫
S0

V |uk |2. (2.6.13)

Without loss of generality we may assume

∫
S0

|uk |2 = 1. (2.6.14)

Hence, the uk are bounded in H 1,2(S0) and a subsequence, not relabeled, will weakly
converge in H 1,2(S0) to a function u such that

uk → u in L2(S0), (2.6.15)

since the embedding from H 1,2(S0) into L2(S0) is compact, and we would deduce

∫
S0

|u|2 = 1 (2.6.16)

and also ∫
S0

V |u|2 = 0, (2.6.17)

a contradiction. �

In the second case, we only assume V ≥ 0 such that we may ignore the con-
tribution of the Higgs field to the quadratic form defined by the elliptic operator in
Eq. (2.6.1) completely, since its contribution is non-negative, and only look at the
smaller operator

− (n − 1)Δv − n

2
Rv + α1

n

8
Fi j F

i jv. (2.6.18)

If we can prove that the eigenvalues of this operator are strictly positive, then the
eigenvalues of Eq. (2.6.1) are also strictly positive.

Theorem 2.6.5 Let S0 be compact, R ≤ 0, then the smallest eigenvalue of the oper-
ator (2.6.18) is strictly positive provided either R or Fi j Fi j do not vanish everywhere.
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Proof Under the assumptions the eigenvalues are always non-negative and the spec-
tral resolution described in Lemma 2.6.1 is valid. Therefore, assume that μ0 = 0 and
let u be a corresponding eigenfunction, then

0 =
∫
S0

|Du|2 − n

2

∫
S0

R|u|2 + α1
n

8

∫
S0

Fi j F
i j |u|2. (2.6.19)

Hence, each of the integrals will vanish and we conclude that

u = const (2.6.20)

and
− R + Fi j F

i j = 0, (2.6.21)

contradicting the assumptions. �



Chapter 3
The Quantum Development of an
Asymptotically Euclidean Cauchy
Hypersurface

3.1 Spectral Resolution of a Hyperbolic Equation

In the preceding chapters, we obtained as a result of the canonical quantization of
gravity a quantized version of the Hamilton constraint which is the wave equation

1

32

n2

n − 1
ü − (n − 1)t2−

4
n Δu − n

2
t2−

4
n Ru + α1

n

8
t2−

4
n Fi j F

i j u

+ α2
n

4
t2−

4
n γabσ

i jΦa
i Φb

j u + α2
n

2
mt2−

4
n V (Φ)u + nt2Λu = 0

(3.1.1)

in a globally hyperbolic spacetime

Q = (0,∞) × S0, (3.1.2)

where S0 = (S0, gi j ) is a Cauchy hypersurface of the globally hyperbolic spacetime
that had been quantized. This hyperbolic equation is sometimes considered to be
the result of a first quantization. The next step would be the second quantization.
If the result of the first quantization would have been a self-adjoint operator H
acting in a Hilbert spaceH, then for the second quantization one would consider the
corresponding Fock space and the extension of H to that Fock space.

When the first quantization leads to a hyperbolic equation, then one usually tries
to construct a Weyl system and to apply the techniques of algebraic quantum field
theory. We used the latter approach when we looked at the Wheeler–DeWitt equa-
tion, cf. [16, 17], or, the more general hyperbolic equation (1.4.101 on page 28, cf.
Sect. 1.5 on page 35. But when we considered our preferred model, namely the wave
equation above, to be the result of a first quantization, we tried, at least for compact
S0, to find solutions of the wave equation which are products of temporal and spa-
tial eigenfunctions or eigendistributions of self-adjoint operators associated with the
hyperbolic operator. We, tentatively, called this approach a spectral resolution of the
wave equation.
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Now, we want to formalize this approach such that unbounded S0 can also be
allowed. For simplicity, we still assume the time interval I to be (0,∞) but, of
course, I could be an arbitrary open interval.

Definition 3.1.1 Let (S0, gi j ) be a complete n-dimensional Riemannian manifold
and

Du = 0 (3.1.3)

a second-order hyperbolic differential equation in

Q = (0,∞) × S0. (3.1.4)

Suppose that there exist temporal and spatial self-adjoint operators H0 resp. H1 such
that the hyperbolic equation is equivalent to

H0u − H1u = 0, (3.1.5)

where u = u(t, x), and that one of the operators has a pure point spectrum with
eigenvalues λi while, for the other operator, it is possible to find corresponding
eigendistributions for each of the eigenvalues λi . Assuming, e.g., that H0 has a pure
point spectrum with corresponding mutually orthogonal eigenfunctions wi and H1

has smooth eigendistributions vi j satisfying

H1vi j = λivi j ∀ j (3.1.6)

then
ui j = wivi j (3.1.7)

would be solutions of the hyperbolic equation. We call the triple (H0, H1, ui j ) a
spectral resolution of the hyperbolic equation (3.1.3).

Weyl already used this approach to analyse the radiation of a black body, cf. [43,
Kap. 6], though in this case the spatial Hamiltonian H1 had a pure point spectrum
and the temporal Hamiltonian H0, which was just the classical harmonic oscillator,

H0w = −ẅ, (3.1.8)

had only a continuous spectrum.
In case of the wave equation (3.1.1), the temporal operator H0 is given by

H0w = ϕ−1
0 (− 1

32

n2

n − 1
ẅ + nt2|Λ|w), (3.1.9)

where Λ < 0 is fixed and
ϕ0(t) = t2−

4
n . (3.1.10)
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H0 is self-adjoint in L2(R∗+,ϕ0dt) with a pure positive point spectrum

0 < λ0 < λ1 < λ2 < · · · (3.1.11)

and there exists a basis ofmutually orthogonal eigenfunctionswi . The spatial operator
H1 is defined as the closure of the elliptic operator

Av = − (n − 1)Δv − n

2
Rv + α1

n

8
Fi j F

i jv

+ α2
n

4
γabσ

i jΦa
i Φb

j v + α2
n

2
mV (Φ)v.

(3.1.12)

In order to obtain a spectral resolution for the hyperbolic equation,we thenmust prove
that for each λi there exist corresponding eigendistributions vi j satisfying (3.1.6).

In this chapter, we shall prove that this is indeed the case if S0 is asymptoti-
cally Euclidean and the coefficients of A satisfy some natural assumptions. If the
coefficients of A are smooth and bounded in any

Cm(S0), m ∈ N, (3.1.13)

then A is essentially self-adjoint in L2(S0, C), and if S0 is asymptotically Euclidean,
i.e. if it satisfies the very mild conditions in Assumption 3.3.1 on page 93, then the
Schwartz space S of rapidly decreasing functions can also be defined in S0,

S = S (S0), (3.1.14)

such that
S ⊂ L2(S0) ⊂ S ′ (3.1.15)

is a Gelfand triple and the eigenvalue problem inS ′

A f = λ f (3.1.16)

has a solution for any λ ∈ σ(A), cf. Theorem 3.2.5 on page 87. Let

(Eλ)λ∈σ(A) (3.1.17)

be the set of eigendistributions inS ′ satisfying

A f (λ) = λ f (λ), f (λ) ∈ Eλ, (3.1.18)

then the f (λ) are actually smooth functions in S0 with polynomial growth, cf. [20,
Theorem 3] and Sect. 7.1 on page 187. Moreover, due to a result of Donnelly [8], we
know that

[0,∞) ⊂ σess(A), (3.1.19)
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and hence, any temporal eigenvalue λi of H0 is also a spatial eigenvalue of A inS ′

A f (λi ) = λi f (λi ). (3.1.20)

Since the eigenspaces Eλi are separable, we deduce that for each i there is an at most
countable basis of eigendistributions in Eλi

vi j ≡ f j (λi ), 1 ≤ j ≤ n(i) ≤ ∞, (3.1.21)

satisfying
Avi j = λivi j , (3.1.22)

vi j ∈ C∞(S0) ∩ S ′(S0). (3.1.23)

The functions
ui j = wivi j (3.1.24)

are then smooth solutions of the wave equations. They are considered to describe the
quantum development of the Cauchy hypersurface S0.

Let us summarize this result as a theorem:

Theorem 3.1.2 Let A andS0 satisfy the conditions in (3.1.13) andAssumption 3.3.1,
and let wi resp. vi j be the countably many solutions of the temporal resp. spatial
eigenvalue problems, then

ui j = wivi j (3.1.25)

are smooth solutions of the wave equation (3.1.1). They are considered to describe
the quantum development of the Cauchy hypersurface S0.

3.2 Existence of a Complete Set of Eigendistributions

Let H be a separable Hilbert space, S a complete nuclear space and

j : S ↪→ H (3.2.1)

an embedding such that j (S) is dense in H . The triple

S ⊂ H ⊂ S ′ (3.2.2)

is then called a Gelfand triple and H a rigged Hilbert space. Moreover, we require
that the semi-norms ‖·‖p defining the topology of S are a countable family. In view
of the Assumption (3.2.1) at least one of the semi-norms is already a norm, since
there exist a constant c and a semi-norm ‖·‖p such that
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‖ j (ϕ)‖ ≤ c‖ϕ‖p ∀ϕ ∈ S, (3.2.3)

and hence, ‖·‖p is a norm since j is injective. But then there exists an equivalent
sequence of norms generating the topology of S. Since S is nuclear, we may also
assume that the norms are derived from a scalar product, cf. [44, Theorem 2, p. 292].

Let Sp be the completion of S with respect to ‖·‖p, then

S =
∞⋂

p=1

Sp (3.2.4)

and

S ′ =
∞⋃

p=1

S ′
p. (3.2.5)

A nuclear space S having these properties is called a nuclear countably Hilbert space
or a nuclear Fréchet–Hilbert space.

Let A be a self-adjoint operator in H with spectrum

Λ = σ(A). (3.2.6)

Identifying S with j (S), we assume

A(S) ⊂ S (3.2.7)

and we want to prove that for any λ ∈ Λ there exists

0 = f (λ) ∈ S ′ (3.2.8)

satisfying
〈 f (λ), Aϕ〉 = λ〈 f (λ),ϕ〉 ∀ϕ ∈ S. (3.2.9)

f (λ) is then called a generalized eigenvector, or an eigendistribution, if S ′ is a
space of distributions. The crucial point is that we need to prove the existence of a
generalized eigenvector for any λ ∈ Λ.

Definition 3.2.1 We define

Eλ = { f ∈ S ′ : A f = λ f } (3.2.10)

to be the generalized eigenspace of A with eigenvalue λ ∈ Λ provided

Eλ = {0}. (3.2.11)

If (3.2.11) is valid for all λ ∈ Λ, then we call
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(Eλ)λ∈Λ (3.2.12)

a complete system of generalized eigenvectors of A in S ′.

Lemma 3.2.2 IfS is separable, then eachEλ = {0} is also separable in the inherited
strong topology of S ′.

Proof The Hilbert spaces Sp are all separable by assumption, so are their duals S ′
p.

Let Bp be a countable dense subset of S ′
p and set

B =
∞⋃

p=1

Bp, (3.2.13)

Then,B is dense in S ′ in the strong topology. Indeed, consider f ∈ S ′ and a bounded
subset B ⊂ S, then there exists p such that f ∈ S ′

p, in view of (3.2.5), and for any
g ∈ Bp we obtain

sup
ϕ∈B

|〈 f − g,ϕ〉| ≤ ‖ f − g‖−p sup
ϕ∈B

‖ϕ‖p ≤ cB‖ f − g‖−p (3.2.14)

proving the claim. �

Let E be the spectral measure of A mapping Borel sets of Λ to projections in H ,
then we can find an at most countable family of mutually orthogonal unit vectors

vi ∈ H, 1 ≤ i ≤ m ≤ ∞, (3.2.15)

and mutually orthogonal subspaces

Hi ∈ H (3.2.16)

which are generated by the vectors

E(Ω)vi , Ω ∈ B(Λ), (3.2.17)

where Ω is an arbitrary Borel set in Λ, such that

H =
m⊕

i=1

Hi . (3.2.18)

Each subspace Hi is isomorphic to the function space

Ĥi = L2(Λ, C,μi ) ≡ L2(Λ,μi ), (3.2.19)

where μi is the positive Borel measure
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μi = 〈Evi , vi 〉. (3.2.20)

We have
μi (Λ) = 1 (3.2.21)

and there exists a unitary map U from Hi onto Ĥi such that

〈u, v〉 =
∫

Λ

¯̂u(λ)v̂(λ)dμi ∀ u, v ∈ Hi (3.2.22)

where we have set
û = Uu ∀ u ∈ Hi . (3.2.23)

Hence, there exists a unitary surjective operator, also denoted by U ,

U : H → Ĥ =
m⊕

i=1

Ĥi (3.2.24)

such that u = (ui ) is mapped to

û = Uu = (Uui ) = (ûi ) (3.2.25)

and
ûi = ûi (λ) ∈ L2(Λ,μi ). (3.2.26)

Moreover, if u ∈ D(A), then

Âu = ( Âu
i
(λ)) = (λûi ) = λû. (3.2.27)

For a proof of these well-known results, see e.g. [11, Chap. I, Appendix, p. 127].

Remark 3.2.3 We define the positive measure

μ =
m∑

i=1

2−iμi (3.2.28)

in Λ, and we shall always have this measure in mind when referring to null sets
in Λ. Moreover, applying the Radon–Nikodym theorem, we conclude that there are
nonnegative Borel functions, which we express in the form h2i , 0 ≤ hi , such that

h2i ∈ L1(Λ,μ) (3.2.29)

and
dμi = h2i dμ. (3.2.30)
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The map
v ∈ L2(Λ,μi ) → hiv ∈ L2(Λ,μ) (3.2.31)

is a unitary embedding.

Lemma 3.2.4 The functions hi satisfy the following relations

m∑

i=1

2−2i h2i < ∞ μ a.e. (3.2.32)

and
m∑

i=1

2−2i h2i = 0 μ a.e. (3.2.33)

Replacing the values of hi on the exceptional null sets by 2−i , the two previous
relations are valid everywhere in Λ.

Proof (i) We first prove that, for a fixed i , hi cannot vanish on a Borel set G with
positive μi measure, μi (G) > 0. We argue by contradiction assuming that hi would
vanish on a Borel set G with μi (G) > 0. Let v ∈ H be arbitrary and let vi be the
component belonging to Hi , then

∫

G
|v̂i |2dμi =

∫

Λ

χG |v̂i |2dμi

=
∫

Λ

χGh
2
i |v̂i |2dμ = 0,

(3.2.34)

and we deduce
v̂i = 0 μi a.e. in G ∀ v ∈ H, (3.2.35)

a contradiction, since the v̂i generate L2(Λ,μi ).

(ii) Now, let G ⊂ Λ be an arbitrary Borel set satisfying μ(G) > 0 and define
ψ̂ = (ψ̂i ) by setting

ψ̂i = χG2
−i , (3.2.36)

then we obtain

‖ψ̂‖2 =
m∑

i=1

∫

Λ

χG2
−2i dμi

=
m∑

i=1

∫

Λ

χG2
−2i h2i dμ < ∞

(3.2.37)

concluding
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m∑

i=1

2−2i h2i < ∞ μ a.e. (3.2.38)

as well as
m∑

i=1

2−2i h2i = 0 μ a.e., (3.2.39)

where the last conclusion is due to the result proved in (i), since for any Borel set G
with μ(G) > 0 there must exist an i such that μi (G) > 0. �

Now we can prove:

Theorem 3.2.5 Let H be a separable rigged Hilbert space as above assuming that
the nuclear spaceS is a Fréchet–Hilbert space, and let A be a self-adjoint operator in
H satisfying (3.2.7). Then, there exists a complete system of generalized eigenvectors
(Eλ)λ∈Λ. If S is separable, then each eigenspace Eλ is separable.

Proof Since S is nuclear, there exists a norm ‖·‖p such that the embedding

j : Sp ↪→ H (3.2.40)

is nuclear; i.e. we can write

j (ϕ) =
∞∑

k=1

λk〈 fk,ϕ〉uk ∀ϕ ∈ S, (3.2.41)

where

0 ≤ λk ∧
∞∑

k=1

λk < ∞, (3.2.42)

fk ∈ S ′
p ∧ ‖ fk‖ = 1, (3.2.43)

and uk ∈ H is an orthonormal sequence. We may, and shall, also assume

uk ∈ D(A), (3.2.44)

since D(A) is dense in H : Let
vk ∈ D(A) (3.2.45)

be a sequence of linearly independent vectors generating a dense subspace in H ,
then we can define an orthonormal basis (ṽk) in H which spans the same subspace.
Hence, there exists a unitary map T such that

ṽk = Tuk ∀ k ∈ N. (3.2.46)
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Instead of the embedding j , we can then consider the embedding

T ◦ j (3.2.47)

proving our claim. Thus, we shall assume (3.2.44) which is convenient but not nec-
essary.

From the assumption that j (S) is dense in H we immediately draw the following
conclusions:

The (uk) are complete inH, (3.2.48)

0 < λk ∀ k, (3.2.49)

and
for all k there existsϕ ∈ S such that 〈 fk,ϕ〉 = 0. (3.2.50)

Let U be the unitary operator in (3.2.24), then we define

ϕ̂ = U ◦ j (ϕ) =
∞∑

k=1

λk〈 fk,ϕ〉ûk (3.2.51)

such that
ûk = (ûik(λ))1≤i≤m (3.2.52)

ûik ∈ L2(Λ,μi ). (3.2.53)

Applying the embedding in (3.2.31), we can also express ûk in the form

ûk = (hi û
i
k(λ))1≤i≤m (3.2.54)

hi û
i
k ∈ L2(Λ,μ). (3.2.55)

Similarly, we have
ϕ̂ = (hi ϕ̂

i ) (3.2.56)

and
Âϕ = (λhi ϕ̂

i ), (3.2.57)

in view of (3.2.27). Here, we identify ϕ and jϕ, i.e.

Aϕ ≡ A( jϕ). (3.2.58)

We want to prove that
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Â( jϕ) =
∞∑

k=1

λk〈 fk,ϕ〉̂Auk

= λ

∞∑

k=1

λk〈 fk,ϕ〉ûk .
(3.2.59)

Indeed, for any bounded Borel set Ω ⊂ Λ

AE(Ω) (3.2.60)

is a self-adjoint bounded operator in H such that

‖AE(Ω)‖ ≤ sup
λ∈Ω

|λ|. (3.2.61)

Hence, we deduce

AE(Ω)( jϕ) =
∞∑

k=1

λk〈 fk,ϕ〉AE(Ω)uk (3.2.62)

and
̂AE(Ω)uk = λχΩ ûk (3.2.63)

and we infer

χΩ Â( jϕ) = χΩλ

∞∑

k=1

λk〈 fk,ϕ〉ûk

= χΩλϕ̂.

(3.2.64)

Since Ω ⊂ Λ is an arbitrary bounded Borel set, we conclude

Â( jϕ) = λ

∞∑

k=1

λk〈 fk,ϕ〉ûk

= λϕ̂.

(3.2.65)

The right-hand side of the second equation is square integrable and therefore the
right-hand side of the first equation too.

Let us set
ϕ̂(λ) = (hi ϕ̂

i (λ)). (3.2.66)

hi ϕ̂i is an equivalence class, and to define hi ϕ̂i (λ) as a complex number for a fixed
λ ∈ Λ requires to pick a representative of the equivalence class. It is well known that
for a given representative hi ϕ̂i (λ) is well defined for almost every λ ∈ Λ, i.e. apart
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from a null set. We shall show that ϕ̂(λ) can be well defined for any λ ∈ Λ and any
ϕ ∈ S. The choices we shall have to make will be independent of ϕ.

Firstly, let us define the product
hi û

i
k (3.2.67)

unambiguously. In view of Lemma 3.2.4, hi is everywhere finite; i.e., we only have
to consider the case when hi = 0 and |ûik | = ∞. In this case, we stipulate that

hi û
i
k = 0. (3.2.68)

This definition insures that the integrals, e.g.

∫

Λ

|hi ûik |2dμ (3.2.69)

will give the correct values, because of Lebesgue’s monotone convergence theorem:
approximate |ûik | by

min(|ûik |, r), r ∈ N. (3.2.70)

Secondly, we observe that

1 = ‖ûk‖2 =
m∑

i=1

∫

Λ

|hi ûik(λ)|2, (3.2.71)

and hence
m∑

i=1

|hi ûik(λ)|2 < ∞ a.e. in Λ. (3.2.72)

Thirdly, we have
∞∑

k=1

m∑

i=1

|hi ûik(λ)|2 = 0 a.e. in Λ. (3.2.73)

Indeed, suppose there were a Borel set

G ⊂ Λ (3.2.74)

such that
0 < μ(G) =

∑

i

2−iμi (G) (3.2.75)

and ∞∑

k=1

m∑

i=1

|hi ûik(λ)|2 = 0 in G, (3.2.76)
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then there would exist j such that

μ j (G) > 0 (3.2.77)

and we would deduce

0 =
∞∑

k=1

∫

G
|h j û

j
k |2dμ =

∞∑

k=1

∫

G
|û j

k |2dμ j , (3.2.78)

contradicting the fact that the (û j
k ) are a basis for L

2(Λ,μ j ).
Fourthly, we have

∑

k

∑

i

∫

Λ

λk |hi ûik(λ)|2dμ =
∑

k

λk‖ûk‖2 =
∑

k

λk < ∞, (3.2.79)

and hence we deduce

∑

k

∑

i

λk |hi ûik(λ)|2 < ∞ a.e. in Λ. (3.2.80)

Now, for any (i, k) we choose a particular representative of hi ûik by first picking the
representative of hi we defined in Lemma 3.2.4 and a representative of ûik satisfying
the relations in (3.2.72), (3.2.73) and (3.2.80) and then defining the values of these
particular representatives in the exceptional null sets occurring in the just mentioned
relations by

hi = 2−i ∧ ûik = 2−i2−k . (3.2.81)

Then, hi ûik(λ) is well defined for any λ ∈ Λ and the relations in (3.2.72), (3.2.73)
and (3.2.80) are valid for any λ ∈ Λ.

Moreover, the series

hi ϕ̂
i (λ) =

∑

k

λk〈 fk,ϕ〉hi ûik(λ) (3.2.82)

converges absolutely, since

∑

k

λk |〈 fk,ϕ〉||hi ûik(λ)| ≤ ‖ϕ‖p

∑

k

λk |hi ûik(λ)|

≤ ‖ϕ‖p(
∑

k

λk)
1
2 (

∑

k

λk |hi ûik(λ)|2) 1
2 < ∞,

(3.2.83)

in view of (3.2.80).
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Definition 3.2.6 Let us define the sequence space

l2 = { (aik) :
∑

k

∑

i

|aik |2 < ∞} (3.2.84)

with scalar product
〈(aik), (bik)〉 =

∑

k

(
∑

i

āikb
i
k). (3.2.85)

Thus, we have
(λk〈 fk,ϕ〉hi ûik(λ)) ∈ l2, (3.2.86)

since
λ2
k < λk (3.2.87)

for k large. By a slight abuse of language, we shall also call this sequence ϕ̂(λ),

ϕ̂(λ) = (λk〈 fk,ϕ〉hi ûik(λ)). (3.2.88)

We are now ready to complete the proof of the theorem. Let λ ∈ Λ be arbitrary,
then there exists a pair (i0, k0) such that

hi0 û
i0
k0

(λ) = 0, (3.2.89)

in view of (3.2.73), which is now valid for any λ ∈ Λ. Define

f (λ) = (hi0 û
i0
k0

(λ)) ∈ l2 (3.2.90)

to be the sequence with just one non-trivial term. We may consider

f (λ) ∈ S ′
p ⊂ S ′ (3.2.91)

by defining
〈 f (λ),ϕ〉 = 〈 f (λ), ϕ̂(λ)〉 ∀ϕ ∈ S, (3.2.92)

where the right-hand side is the scalar product in l2. Indeed, we obtain

|〈 f (λ),ϕ〉| = λk0 |〈 fk0 ,ϕ〉||hi0 ûi0k0(λ)|2
≤ λk0 |hi0 ûi0k0(λ)|2‖ϕ‖p ∀ϕ ∈ S

(3.2.93)

yielding
f (λ) ∈ S ′

p. (3.2.94)

Furthermore,
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f (λ) = 0, (3.2.95)

since there exists ϕ ∈ S such that

〈 fk0 ,ϕ〉 = 0, (3.2.96)

in view of (3.2.50).
f (λ) is also a generalized eigenvector of A with eigenvalue λ, since

〈 f (λ), Aϕ〉 = 〈 f (λ), Âϕ(λ)〉 = 〈 f (λ),λϕ̂(λ)〉 = λ〈 f (λ),ϕ〉 (3.2.97)

because of (3.2.57) and (3.2.59). The final conclusions are derived from Lemma
3.2.2. �

3.3 Properties of σ(A) in the Asymptotically
Euclidean Case

Let A be the elliptic operator

− (n − 1)Δv − n

2
Rv + α1

n

8
Fi j F

i jv

+ α2
n

4
γabg

i jΦa
i Φb

j v + α2
n

2
mV (Φ)v.

(3.3.1)

We want to prove that
[0,∞) ⊂ σ(A), (3.3.2)

in order to be able to quantize the wave equation (3.1.1) on page 79. Using the results
in [8], we shall show that (3.3.2) or even the stronger result

[0,∞) ⊂ σess(A), (3.3.3)

where σess(A) is the essential spectrum, is valid provided the following assumptions
are satisfied:

Assumption 3.3.1 We assume there exists a compact K ⊂ S0 and a coordinate
system (xi ) covering S0\K such that S0\K is diffeomorphic with an exterior region

Ω ⊂ R
n (3.3.4)

and
x = (xi ) ∈ Ω. (3.3.5)

The metric (gi j ) then has to satisfy
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lim|x |→∞ gi j (x) = δi j , (3.3.6)

lim|x |→∞ gi j,k(x) = 0, (3.3.7)

where a comma indicates partial differentiation, and there is a constant c such that

cr ≤ |x | ≤ c−1r ∀ x ∈ Ω, (3.3.8)

where r is the geometric distance to a base point p ∈ K .
Furthermore, we require that the lower-order terms of A vanish at infinity, i.e.

lim|x |→∞{|R| + |Fi j Fi j | + |γabgi jΦa
i Φb

i | + |V (Φ)|} = 0. (3.3.9)

Let us refer the lower-order terms with the symbol V = V (x) such that

A = (n − 1){−Δ + V }, (3.3.10)

then we shall prove

Theorem 3.3.2 The operator A in (3.3.10) has the property

[0,∞) ⊂ σess(A). (3.3.11)

Proof We first prove the result for the operator (−Δ + V ). Let us define a positive
function

b ∈ C∞(S0), (3.3.12)

such that
b(x) = |x | ∀ x /∈ BR(p), (3.3.13)

where BR(p) is a large geodesic ball containing the compact set K . In view of the
assumptions (3.3.6), (3.3.7) and (3.3.8), b satisfies the conditions (i), (i i) and (i i i)
in [8, Properties 2.1]. Moreover, the assumption (3.3.9), which implies

lim|x |→∞|V | = 0, (3.3.14)

insures that the condition (iv) in [8, Theorem 2.4] can be applied yielding

[0,∞) = σess(−Δ + V ). (3.3.15)

However, since only the inclusion

[0,∞) ⊂ σess(−Δ + V ). (3.3.16)
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is provedwhile the reverse inclusion ismerely referred to, andwe could not look at the
given references, we shall only use (3.3.16). This relation is proved by constructing,
for each ε > 0 and λ > 0, an infinite-dimensional subspace Gε of C2

c (S0) such that

∫

M
|(−Δ + V − λ2)v|2 ≤ ε2

∫

M
|v|2 ∀ v ∈ Gε. (3.3.17)

Multiplying this inequality by (n − 1)2, we infer that (3.3.16) is also valid when the
operator (−Δ + V ) is replaced by

A = (n − 1)(−Δ + V ) (3.3.18)

proving the theorem. �

3.4 The Quantization of the Wave Equation

The quantization of the hyperbolic equation (3.1.1) on page 79 will be achieved by
splitting the equation into two equations: A temporal eigenvalue equation, an ODE,
and a spatial elliptic eigenvalue equation.

Let us first consider the temporal eigenvalue equation

− 1

32

n2

n − 1
ẅ + n|Λ|t2w = λt2−

4
n w, (3.4.1)

where
Λ < 0 (3.4.2)

is a cosmological constant.
The eigenvalue problem (3.4.1) can be solved by considering the generalized

eigenvalue problem for the bilinear forms

B(w, w̃) =
∫

R
∗+
{ 1

32

n2

n − 1
w̄′w̃′ + n|Λ|t2w̄w̃} (3.4.3)

and

K (w, w̃) =
∫

R
∗+
t2−

4
n w̄w̃ (3.4.4)

in the Sobolev space H which is the completion of

C∞
c (R∗

+, C) (3.4.5)

in the norm defined by the first bilinear form.
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We then look at the generalized eigenvalue problem

B(w,ϕ) = λK (w,ϕ) ∀ϕ ∈ H (3.4.6)

which is equivalent to (3.4.1).

Theorem 3.4.1 The eigenvalue problem (3.4.6) has countably many solutions
(wi ,λi ) such that

0 < λ0 < λ1 < λ2 < · · · , (3.4.7)

lim λi = ∞, (3.4.8)

and
K (wi , w j ) = δi j . (3.4.9)

The wi are complete inH as well as in L2(R∗+).

Proof The quadratic form K is compact with respect to the quadratic form B as one
can easily prove, cf. [13, Lemma 6.8], and hence a proof of the result, except for
the strict inequalities in (3.4.7), can be found in [15, Theorem 1.6.3, p. 37]. Each
eigenvalue has multiplicity one since we have a linear ODE of order two and all
solutions satisfy the boundary condition

wi (0) = 0. (3.4.10)

The kernel is two-dimensional, and the condition (3.4.10) defines a one-dimen-
sional subspace. Note that we considered only real-valued solutions to apply this
argument. �

Remark 3.4.2 In [15, Theorem 1.6.3, p. 37], we gave a proof of the more general
problem of solving abstract eigenvalue problems in a Hilbert space by variational
methods which can be applied to eigenvalue problems for elliptic linear operators in
Euclidean space orRiemannianmanifolds aswell as to ordinary differential operators
as above.

The elliptic eigenvalue equation has the form

Av = λv, (3.4.11)

where A is the elliptic operator in (3.3.1) on page 93 and v ∈ C∞(S0). A is a self-
adjoint operator in L2(S0, C). Let

S = S (S0) (3.4.12)

be the Schwartz space of rapidly decreasing smooth functions, thenS is a separable
nuclear Fréchet–Hilbert space and
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S ⊂ L2(S0, C) ⊂ S ′ (3.4.13)

a Gelfand triple. Applying the results of Theorem 3.2.5 on page 87, we infer that
there exists a complete system of eigendistributions

(Eλ)λ∈σ(A)) (3.4.14)

inS ′, i.e.
A f (λ) = λ f (λ) ∀ f (λ) ∈ Eλ. (3.4.15)

These eigendistributions are actually smooth functions inS0 with polynomial growth
as we proved in [20, Theorem 3]; see also Sect. 7.1 on page 187, where a proof is pre-
sented for the convenience of the reader. Assuming, furthermore, that the conditions
in Assumption 3.3.1 on page 93 are satisfied, we conclude that

[0,∞) ⊂ σess(A), (3.4.16)

in view of Theorem 3.3.2 on page 93; i.e., the equation (3.4.11) is valid for all
λ ∈ R+, and we conclude further that each temporal eigenvalue λi of the equation
(3.4.1) can also be looked at as a spatial eigenvalue of the equation (3.4.11). Since the
eigenspaces Eλi are separable, we deduce that for each i there is an at most countable
basis of eigendistributions in Eλi

vi j ≡ f j (λi ), 1 ≤ j ≤ n(i) ≤ ∞, (3.4.17)

satisfying
Avi j = λivi j , (3.4.18)

vi j ∈ C∞(S0) ∩ S ′(S0). (3.4.19)

The functions
ui j = wivi j (3.4.20)

are then smooth solutions of the wave equation. They are considered to describe the
quantum development of the Cauchy hypersurface S0.

Let us summarize this result as a theorem:

Theorem 3.4.3 Let S0 satisfy the conditions in Assumption 3.3.1 and letwi resp. vi j
be the countably many solutions of the temporal resp. spatial eigenvalue problems,
then

ui j = wivi j (3.4.21)

are smooth solutions of the wave equation. They describe the quantum development
of the Cauchy hypersurface S0.



Chapter 4
The Quantization of a
Schwarzschild-AdS Black Hole

4.1 The Quantum Model

In the previous chapter, we looked at the quantummodel for the interaction of gravity
with Yang–Mills and Higgs fields and proved a spectral resolution of the underly-
ing hyperbolic equation provided the Cauchy hypersurface S0 was asymptotically
Euclidean. In this chapter, we shall consider a Schwarzschild-AdS black hole N of
dimension n + 1, n ≥ 3. Picking a Cauchy hypersurface S0 with induced metric gi j
in N , then its quantum development would be governed by the hyperbolic equation

1

32

n2

n − 1
ü − (n − 1)t2−

4
n Δu − n

2
t2−

4
n Ru + nt2Λu = 0 (4.1.1)

defined in the spacetime
Q = (0,∞) × S0. (4.1.2)

The Laplacian is the Laplacian with respect to gi j , R is the scalar curvature of the
metric, 0 < t is the time coordinate defined by the derivation process of the equation
and Λ < 0 a cosmological constant.

We shall especially choose a Cauchy hypersurface in the black hole region of the
form

{r = const < r0}, (4.1.3)

where r0 is the radius of the event horizon. It turns out that the induced metric of the
Cauchy hypersurface can be expressed in the form

ds2 = dτ 2 + r2σi j dx
idx j , (4.1.4)

where
− ∞ < τ < ∞, (4.1.5)
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r = const and σi j is the metric of a spaceform M = Mn−1 with curvature κ̃,

κ̃ ∈ {−1, 0, 1}. (4.1.6)

The metric in (4.1.4) is free of any coordinate singularity; hence, we can let r tend
to r0 such that S0 represents the event horizon at least topologically. Furthermore,
the Laplacian of the metric in (4.1.4) comprises a harmonic oscillator with respect
to τ which enables us to write the stationary eigenfunctions v j in the form

v j (τ , x) = ζ(τ )ϕ j (x), (4.1.7)

where ϕ j is an eigenfunction of the Laplacian of M and ζ a harmonic oscillator the
frequency of which are still to be determined.

The temporal eigenvalue problem is described by the equation

− 1

32

n2

n − 1
ẅ + n|Λ|t2w = λt2−

4
n w (4.1.8)

with a fixed Λ < 0, where we choose Λ to be the cosmological constant of the AdS
spacetime.

In view of Theorem 3.4.1 on page 96, the eigenvalue problem (4.1.8) has a com-
plete sequence (wi ,λi ) of eigenfunctions with finite energies λi such that

0 < λ0 < λ1 < · · · (4.1.9)

and by choosing the frequencies of ζ appropriately we can arrange that the stationary
eigenvalues μ j of v j agree with the temporal eigenvalues λi . If this is the case, then
the eigenfunctions

u = wiv j (4.1.10)

will be a solution of the wave equation. More precisely, we shall prove:

Theorem 4.1.1 Let (ϕ j , μ̃ j ) resp. (wi ,λi ) be eigenfunctions of

− Δ̃ = −ΔM (4.1.11)

resp. the temporal eigenfunctions and set

μ̂ j = (n − 1)r−2
0 μ̃ j − n

2
(n − 1)(n − 2)r−2

0 κ̃. (4.1.12)

Let λi0 be the smallest eigenvalue of the (λi ) with the property

λi0 ≥ μ̂ j , (4.1.13)
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then, for any i ≥ i0, there exists

ω = ωi j ≥ 0 (4.1.14)

and corresponding ζi j satisfying

− ζ̈i j = r−2
0 ω2

i jζi j (4.1.15)

such that
λi = μi j = (n − 1)r−2

0 ω2
i j + μ̂ j ∀ i ≥ i0. (4.1.16)

The functions
ui j = wiζi jϕ j (4.1.17)

are then solutions of the wave equation with bounded energies satisfying

lim
t→0

ui j (t) = lim
t→∞ ui j (t) = 0 (4.1.18)

and
ui j ∈ C∞(R∗

+ × S0) ∩ C2,α(R̄
∗
+ × S0) (4.1.19)

for some
2

3
≤ α < 1. (4.1.20)

Moreover, we have
ωi j > 0 ∀ i > i0. (4.1.21)

If
λi0 = μ̂ j , (4.1.22)

then we define
ζi0 j ≡ 1. (4.1.23)

In case j = 0 and κ̃ �= −1 we always have

μ̂0 ≤ 0 (4.1.24)

and
ϕ0 = const �= 0 (4.1.25)

and hence
ωi0 > 0 ∀ i ≥ 0. (4.1.26)
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Remark 4.1.2 (i) The event horizon corresponds to the Cauchy hypersurface {t = 1}
in Q and the open black hole region to the region

(0, 1) × S0, (4.1.27)

while the open exterior of the black hole region is represented by

(1,∞) × S0. (4.1.28)

The black hole singularity corresponds to {t = 0} which is also a curvature singu-
larity in the quantum spacetime provided we equip Q with a metric such that the
hyperbolic operator is normally hyperbolic, cf. Remark 2.5.3 on page 74. Moreover,
in the quantum spacetime, the Cauchy hypersurface S0 can be crossed by causal
curves in both directions; i.e., the information paradox does not occur.

(ii) The stationary eigenfunctions can be looked at as being radiation because they
comprise the harmonic oscillator, while we consider the temporal eigenfunctions to
be gravitational waves.

As it iswell known, theSchwarzschild black hole ormore specifically the extended
Schwarzschild space has already been analyzed by Hawking [30] and Hartle and
Hawking [29], see also the book by Wald [42], using quantum field theory, but not
quantum gravity, to prove that the black hole emits radiation.

4.2 The Quantization

The metric in the interior of the black hole can be expressed in the form

ds̄2 = −h̃−1dr2 + h̃dt2 + r2σi j dx
idx j , (4.2.1)

where (σi j ) is the metric of an (n−1)-dimensional space form M and h̃(r) is defined
by

h̃ = mr−(n−2) + 2
n(n−1)Λr2 − κ̃, (4.2.2)

where m > 0 is the mass of the black hole (or a constant multiple of it), Λ < 0 a
cosmological constant, and κ̃ ∈ {−1, 0, 1} is the curvature of M = Mn−1, n ≥ 3.
We also stipulate that M is compact in the cases κ̃ �= 1. If κ̃ = 1, we shall assume

M = S
n−1 (4.2.3)
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which is of course the important case. By assuming M to be compact, we can use
eigenfunctions instead of eigendistributions when we consider spatial eigenvalue
problems.

The radial variable r ranges between

0 < r ≤ r0, (4.2.4)

where r0 is the radius of the unique event horizon.
The interior region of the black hole is a globally hyperbolic (n+1)-dimensional

spacetime and the hypersurfaces

Sr = {r = const < r0} (4.2.5)

are Cauchy hypersurfaces with induced metric

ds2 = h̃dt2 + r2σi j dx
idx j , (4.2.6)

where
− ∞ < t < ∞. (4.2.7)

Note that r = const and hence

0 < h̃ = const. (4.2.8)

The coordinate transformation
τ = h̃

1
2 t (4.2.9)

yields
ds2 = dτ 2 + r2σi j dx

idx j , (4.2.10)

where τ ∈ R. Since we have removed the coordinate singularity, we can now let
r converge to r0 such the resulting manifold S0 represents the event horizon topo-
logically but with different metric. However, by a slight abuse of language, we shall
call S0 to be a Cauchy hypersurface though it is only the geometric limit of Cauchy
hypersurfaces.

However, S0 is a genuine Cauchy hypersurface in the quantum model which is
defined by the equation (4.1.1) on page 99.

Let us now look at the stationary eigenvalue equation

− (n − 1)Δv − n

2
Rv = μv (4.2.11)

in S0, where
−(n − 1)Δv = −(n − 1)v̈ − (n − 1)r−2

0 Δ̃v. (4.2.12)
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Using separation of variables, let us write

v(τ , x) = ζ(τ )ϕ(x) (4.2.13)

to conclude that the left-hand side of (4.2.11) can be expressed in the form

− (n − 1)ζ̈ϕ + ζ{−(n − 1)r−2
0 Δ̃ϕ − n

2
(n − 1)(n − 2)r−2

0 κ̃ϕ}, (4.2.14)

since the scalar curvature R of the metric (4.2.10) is

R = (n − 1)(n − 2)r−2
0 κ̃. (4.2.15)

Hence, the eigenvalue problem (4.2.11) can be solved by setting

v = ζϕ j , (4.2.16)

where ϕ j , j ∈ N, is an eigenfunction of −Δ̃ such that

− Δ̃ϕ j = μ̃ jϕ j , (4.2.17)

0 = μ̃0 < μ̃1 ≤ μ̃2 ≤ · · · (4.2.18)

and ζ is an eigenfunction of the harmonic oscillator. The eigenvalue of the harmonic
oscillator can be arbitrarily positive or zero. We define it at the moment as

r−2
0 ω2 (4.2.19)

where ω ≥ 0 will be determined later. For ω > 0, we shall consider the real eigen-
function

ζ = sin r−1
0 ωτ (4.2.20)

which represents the ground state in the interval

I0 = (0,
π

r−1
0 ω

) (4.2.21)

with vanishing boundary values. ζ is a solution of the variational problem

∫
I0
|ϑ̇|2

∫
I0
|ϑ|2 → min ∀ 0 �= ϑ ∈ H 1,2

0 (I0) (4.2.22)

in the Sobolev space H 1,2
0 (I0).
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Multiplying ζ by a constant, we may assume

∫

I0

|ζ|2 = 1. (4.2.23)

Obviously,
S0 = R × M (4.2.24)

and though ζ is defined in R and is even an eigenfunction, it has infinite norm in
L2(R). However, when we consider a finite disjoint union of N open intervals I j

Ω =
N⋃

j=1

I j , (4.2.25)

where

I j =
(

k j
π

r−1
0 ω

, (k j + 1)
π

r−1
0 ω

)

, k j ∈ Z, (4.2.26)

then
ζN = N− 1

2 ζ (4.2.27)

is a unit eigenfunction in Ω with vanishing boundary values having the same energy
as ζ in I0. Hence, it suffices to consider ζ only in I0 since this configuration can
immediately be generalized to arbitrarily large bounded open intervals

Ω ⊂ R. (4.2.28)

We then can state:

Lemma 4.2.1 There exists a complete sequence of unit eigenfunctions ϕ j of −Δ̃

with eigenvalues μ̃ j such that the functions

v j = ζϕ j , (4.2.29)

where ζ is a constant multiple of the function in (4.2.20) with unit L2(I0) norm, are
solutions of the eigenvalue problem (4.2.11) with eigenvalue

μ j = (n − 1)r−2
0 ω2 + (n − 1)r−2

0 μ̃ j − n

2
(n − 1)(n − 2)r−2

0 κ̃. (4.2.30)

The eigenfunctions v j are mutually orthogonal in L2(I0 × M,C). The eigenvector

v0 = ζϕ0, ϕ0 = const, (4.2.31)

is a ground state with spatial energy
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(n − 1)
∫

I0×M
|Dv0|2 = (n − 1)

∫

I0

|ζ̇|2|ϕ0|2 = (n − 1)r−2
0 ω2|ϕ0|2. (4.2.32)

The energy of the stationary Hamiltonian, i.e., the operator on the left-hand side of
(4.2.11), evaluated at an eigenfunction v j is equal to the eigenvalue μ j in (4.2.30).

To solve the wave equation (4.1.1) on page 99, let us first consider the following
eigenvalue problem

− 1

32

n2

n − 1
ẅ + n|Λ|t2w = λt2−

4
n w (4.2.33)

in the Sobolev space
H 1,2

0 (R∗
+). (4.2.34)

Here,
Λ < 0 (4.2.35)

can in principle be an arbitrary negative parameter, but in the case of an AdS black
hole, it seems reasonable to choose the cosmological constant of the AdS spacetime.
However, if the cosmological constant is equal to zero, i.e., if we consider a pure
Schwarzschild spacetime, then we have either to pick an arbitrary negative constant,
if we still want to consider an explicit eigenvalue problem, or we have to consider
an implicit eigenvalue problem, where Λ plays the role of an eigenvalue, cf. [18,
Theorem 6.7], [19, eq. (7.9)] or Theorem 1.6.7 on page 49. Since our stationary
Hamiltonian comprises a harmonic oscillator, the frequency of which is still at our
disposal, we would consider an explicit eigenvalue problem with a fixed negative Λ,
e.g.,

Λ = −1 (4.2.36)

if we wanted to quantize a Schwarzschild black hole.
The eigenvalue problem (4.2.33) has already been solved in the previous chapter,

cf. Theorem 3.4.1 on page 96. Let us summarize the results: define the Hilbert space
H to be the completion of

C∞
c (R∗

+,C) (4.2.37)

with respect to the bilinear form

B(w, w̃) =
∫

R
∗+

{
1

32

n2

n − 1
w̄′w̃′ + n|Λ|t2w̄w̃

}

, (4.2.38)

then we have proved:

Theorem 4.2.2 The eigenvalue problem (4.2.33) has countably many solutions
(wi ,λi ) such that

0 < λ0 < λ1 < λ2 < · · · , (4.2.39)
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lim λi = ∞, (4.2.40)

and ∫

R
∗+
w̄iw j = δi j . (4.2.41)

The wi are complete inH as well as in L2(R∗+).

We are now ready to define the solutions of the wave equation (4.1.1).

Theorem 4.2.3 Let (ϕ j , μ̃ j ) resp. (wi ,λi ) be eigenfunctions of

− Δ̃ = −ΔM (4.2.42)

resp. the temporal eigenfunctions and set

μ̂ j = (n − 1)r−2
0 μ̃ j − n

2
(n − 1)(n − 2)r−2

0 κ̃. (4.2.43)

Let λi0 be the smallest eigenvalue of the (λi ) with the property

λi0 ≥ μ̂ j , (4.2.44)

then, for any i ≥ i0, there exists

ω = ωi j ≥ 0 (4.2.45)

and corresponding ζi j satisfying

− ζ̈i j = r−2
0 ω2

i jζi j (4.2.46)

such that
λi = μi j = (n − 1)r−2

0 ω2
i j + μ̂ j ∀ i ≥ i0. (4.2.47)

The functions
ui j = wiζi jϕ j (4.2.48)

are then solutions of the wave equation with bounded energies satisfying

lim
t→0

ui j (t) = lim
t→∞ ui j (t) = 0 (4.2.49)

and
ui j ∈ C∞(R∗

+ × S0) ∩ C2,α(R̄
∗
+ × S0) (4.2.50)

for some
2

3
≤ α < 1. (4.2.51)
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Moreover, we have
ωi j > 0 ∀ i > i0. (4.2.52)

If
λi0 = μ̂ j , (4.2.53)

then we define
ζi0 j ≡ 1. (4.2.54)

In case j = 0 and κ̃ �= −1 we always have

μ̂0 ≤ 0 (4.2.55)

and
ϕ0 = const �= 0 (4.2.56)

and hence
ωi0 > 0 ∀ i ≥ 0. (4.2.57)

Proof The proof is obvious.

�
Remark 4.2.4 (i) By construction, the temporal and spatial energies of the solutions
of the wave equation have to be equal.

(ii) The stationary solutions comprising a harmonic oscillator can be looked at a
being radiation while we consider the temporal solutions to be gravitational waves.

(iii) If one wants to replace the bounded Interval I0 by R, then the eigenfunctions
ζi j have to be replaced by eigendistributions. An appropriate choice would be

ζi j = eir
−1
0 ωi j τ . (4.2.58)

The hyperbolic operator defined by the wave equation (4.1.1) on page 99 can be
defined in the spacetime

Q = R
∗
+ × S0 (4.2.59)

which can be equipped with the Lorentzian metrics

ds̄2 = −32(n − 1)

n2
dt2 + gi j dx

idx j (4.2.60)

as well as with the metric

ds̃2 = −32(n − 1)

n2
dt2 + 1

n − 1
t
4
n −2gi j dx

idx j , (4.2.61)
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where gi j is themetric defined onS0 and the indices now have the range 1 ≤ i, j ≤ n.
In both metrics, Q is globally hyperbolic provided S0 is complete, which is the case
for the metric defined in (4.2.10). The hyperbolic operator is symmetric in the first
metric but not normally hyperbolic while it is normally hyperbolic but not symmetric
in the second metric. Normally hyperbolic means that the main part of the operator
is identical to the Laplacian of the spacetime metric.

Hence, if we want to describe quantum gravity not only by an equation but also
by the metric of a spacetime, then the metric in (4.2.61) has to be chosen. In this
metric, Q has a curvature singularity in t = 0, cf. Remark 2.5.3 on page 74. The
Cauchy hypersurface S0 then corresponds to the hypersurface

{t = 1} (4.2.62)

which also follows from the derivation of the quantum model where we consider
a fiber bundle E with base space S0 and the elements of the fibers were Riemann
metrics of the form

gi j (t, x) = t
4
n σi j (x) (4.2.63)

where σi j were metrics defined in S0 and t is the time coordinate that we use in Q,
i.e.,

gi j (1, x) = σi j (x). (4.2.64)

In the present situation, we used the symbol gi j to denote the metric on S0 since σi j

is supposed to be the metric of the spaceform M .
Thus, the event horizon is characterized by the Cauchy hypersurface

{t = 1} (4.2.65)

and obviously, we shall assume that the black hole singularity

{r = 0} (4.2.66)

corresponds to the curvature singularity

{t = 0} (4.2.67)

of Q; i.e., the open black hole region is described in the quantum model by

(0, 1) × S0 (4.2.68)

and the open exterior region by

(1,∞) × S0. (4.2.69)
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Stipulating that the time orientation in the quantum model should be the same as
in the AdS spacetime we conclude that the curvature singularity t = 0 is a future
singularity; i.e., the present time function is not future directed. To obtain a future
directed coordinate system, we have to choose t negative, i.e.,

Q = (−∞, 0) × S0. (4.2.70)

In the metric (4.2.61), we then have to replace

t
4
n −2 (4.2.71)

by
|t | 4

n −2 (4.2.72)

and similarly in the wave equation, which is then invariant with respect to the reflec-
tion

t → −t. (4.2.73)

As a final remark in this section, let us state:

Remark 4.2.5 In the quantum model of the black hole, the event horizon is a regular
Cauchy hypersurface and can be crossed in both directions by causal curves; hence,
no information paradox can occur.

4.3 Transition from the Black Hole to the White Hole

We shall choose the time variable t negative to have a future-oriented coordinate
system. The quantum model of the white hole will then be described by a positive
t variable and the transition from black to white hole would be future oriented.
Obviously, we only have to consider the temporal eigenvalue equation (4.2.33) on
page 106 to define a transition, where of course (4.2.72) on page 110 and its inverse
relation have to be observed.

Since the coefficients of the ODE in (4.2.33) are at least Hölder continuous in R,
a solution w defined on the negative axis has a natural extension toR since we know
that w(0) = 0. Denote the fully extended function by w too, then

w ∈ C2,α(R), (4.3.1)

where we now, without loss of generality, only consider a real solution.

Theorem 4.3.1 Anaturally extended solutionw of the temporal eigenvalue equation
(4.2.33) is antisymmetric in t ,

w(−t) = −w(t) (4.3.2)
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and the restriction of w to the positive axis is also a variational solution as defined
in Theorem 3.4.1 on page 96.

Proof It suffices to prove (4.3.2). Let t > 0 and define

w̃(t) = −w(−t), (4.3.3)

then w̃ solves the ODE in R
∗+ and

w̃(0) = w(0) = 0 (4.3.4)

as well as
˙̃w(0) = ẇ(0), (4.3.5)

hence, we deduce
w̃(t) = w(t) ∀ t > 0 (4.3.6)

because the solutions of a second-order ODE are uniquely determined by the initial
values of the function and its derivative. �

Remark 4.3.2 This transition result is also valid in the general case when the curva-
ture singularity in t = 0 does not necessarily correspond to the singularity of a black
or white hole. The quantum evolution of any Cauchy hypersurface S0 in a globally
hyperbolic spacetime will always have a curvature singularity either in the past or in
the future of S0 and the evolution can be extended past this singularity. Note also that
the quantum Lorentzian distance to that past or future singularity is always finite.



Chapter 5
The Quantization of a Kerr-AdS
Black Hole

5.1 Rotating Black Holes

In the previous chapter, we looked at the quantum development of a Schwarzschild-
AdS spacetime and derived a spectral resolution of the underlying wave equation

1

32

n2

n − 1
ü − (n − 1)t2−

4
n Δu − n

2
t2−

4
n Ru + nt2Λu = 0 (5.1.1)

defined in the spacetime
Q = (0,∞) × S0, (5.1.2)

where S0 = (S0, gi j ) is a Cauchy hypersurface. In the present chapter, we want to
show that similar arguments can also be used to quantize a Kerr-AdS spacetime with
a rotating black hole.

We consider an odd-dimensional Kerr-AdS spacetime N , dim N = 2m + 1,
m ≥ 2, where all rotational parameters are equal

ai = a ∀ 1 ≤ i ≤ m, (5.1.3)

and where we also set
n = 2m. (5.1.4)

Replacing the r coordinate in a generalized Boyer-Lindquist coordinate system by

ρ = r2 (5.1.5)

we shall prove that in the new coordinate system the metric is smooth in the interval

− a2 < ρ < ∞ (5.1.6)
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and that the extended spacetime N has a timelike curvature singularity in ρ = −a2,
cf. Lemma 5.3.5 on page 129.

For the quantization, we first assume that there is a non-empty interior black hole
region B which is bounded by two horizons

B = {r1 < r < r2} (5.1.7)

where the outer horizon is the event horizon. Picking a Cauchy hypersurface in B of
the form

{r = const}, (5.1.8)

we shall prove that the induced metric of the Cauchy hypersurface can be expressed
in the form

ds2 = dτ 2 + σi j dx
idx j , (5.1.9)

where
− ∞ < τ < ∞, (5.1.10)

r = const and σi j is a smooth Riemannian metric on S
2m−1 depending on r, a and

the cosmological constant Λ < 0. The metric in (5.1.9) is free of any coordinate
singularity; hence,we can let r tend to r2 such that theCauchy hypersurfaces converge
to aRiemannianmanifoldS0 which represents the event horizon at least topologically.
Furthermore, the Laplacian of the metric in (5.1.9) comprises a harmonic oscillator
with respect to τ which enables us to write the stationary eigenfunctions v j in the
form

v j (τ , x) = ζ(τ )ϕ j (x), (5.1.11)

where ϕ j is an eigenfunction of the elliptic operator

− (n − 1)Δ̃ − n

2
R, (5.1.12)

where
Δ̃ = ΔM , (5.1.13)

M = (S2m−1,σi j ), and ζ an eigenfunction of the harmonic oscillator the frequency
of which is still to be determined.

Due to the presence of the harmonic oscillator, we can now consider an explicit
temporal eigenvalue problem; i.e., we consider the eigenvalue problem

− 1

32

n2

n − 1
ẅ + n|Λ|t2w = λt2−

4
n w (5.1.14)

with a fixed Λ < 0, where we choose Λ to be the cosmological constant of the
Kerr-AdS spacetime.
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The eigenvalue problem (5.1.14) has a complete sequence (wi ,λi ) of eigenfunc-
tions with finite energies λi such that

0 < λ0 < λ1 < · · · (5.1.15)

and by choosing the frequencies of ζ appropriately we can arrange that the stationary
eigenvalues μ j of v j agree with the temporal eigenvalues λi . If this is the case, then
the eigenfunctions

u = wiv j (5.1.16)

will be a solution of the wave equation. More precisely, we shall prove:

Theorem 5.1.1 Let (ϕ j , μ̃ j ) resp. (wi ,λi ) be eigenfunctions of the elliptic operator
in (5.1.12) resp. the temporal eigenfunctions and, for a given index j , let λi0 be the
smallest eigenvalue of the (λi ) with the property

λi0 ≥ μ̃ j , (5.1.17)

then, for any i ≥ i0, there exists

ω = ωi j ≥ 0 (5.1.18)

and corresponding ζi j satisfying

− ζ̈i j = ω2
i jζi j (5.1.19)

such that
λi = μi j = (ω − 1)ω2

i j + μ̃ j ∀ i ≥ i0. (5.1.20)

The functions
ui j = wiζi jϕ j (5.1.21)

are then solutions of the wave equation with bounded energies satisfying

lim
t→0

ui j (t) = lim
t→∞ ui j (t) = 0 (5.1.22)

and
ui j ∈ C∞(R∗

+ × S0) ∩ C2,α(R̄
∗
+ × S0) (5.1.23)

for some
2

3
≤ α < 1. (5.1.24)

Moreover, we have
ωi j > 0 ∀ i > i0. (5.1.25)
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If
λi0 = μ̃ j , (5.1.26)

then we define
ζi0 j ≡ 1. (5.1.27)

Remark 5.1.2 (i) The event horizon corresponds to the Cauchy hypersurface {t = 1}
in Q and the open set

{−a2 < ρ < ρ2} (5.1.28)

in N , where
ρ2 = r22 , (5.1.29)

to the region
(0, 1) × S0, (5.1.30)

while the part
{ρ2 < ρ < ∞} (5.1.31)

is represented by
(1,∞) × S0. (5.1.32)

The timelike black hole singularity corresponds to {t = 0} which is a spacelike
curvature singularity in the quantum spacetime provided we equip Q with a metric
such that the hyperbolic operator is normally hyperbolic, cf. Remark 2.5.3 on page
74. Moreover, in the quantum spacetime, the Cauchy hypersurface S0 can be crossed
by causal curves in both directions; i.e., the information paradox does not occur.

(ii) The stationary eigenfunctions can be looked at as being radiation because they
comprise the harmonic oscillator, while we consider the temporal eigenfunctions to
be gravitational waves.

The metric describing a rotating black hole in a four-dimensional vacuum space-
time was first discovered by Kerr [34]. Carter [4] generalized the Kerr solution by
describing a rotating black hole in a four-dimensional de Sitter or anti-de Sitter back-
ground. Higher dimensional solutions for a rotating black hole were given by Myers
and Perry [39] in even-dimensional Ricci flat spacetimes and by Hawking, Hunter
and Taylor [31] in five-dimensional spacetimes satisfying the Einstein equations with
cosmological constant.

A general solution in all dimension was given in [25] by Gibbons et al., and we
shall use their metric in odd dimensions, with all rotational parameters supposed to
be equal, to define our spacetime N , though we shall maximally extend it.
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5.1.1 Notations

Weapply the summation convention and label coordinateswith contravariant indices,
e.g., μi . However, for better readability, we shall usually write

μ2
i (5.1.33)

instead of
(μi )2. (5.1.34)

5.2 Preparations

We consider odd-dimensional Kerr-AdS spacetimes N , dim N = 2m + 1, m ≥ 2,
assuming that all rotational parameters are equal

ai = a �= 0, ∀ 1 ≤ i ≤ m. (5.2.1)

The Kerr-Schild form of the metric can then be expressed as

ds̄2 = − 1 + l2r2

1 − a2l2
dt2 + r2dr2

(1 + l2r2)(r2 + a2)

+ r2 + a2

1 − a2l2

m∑

i=1

(dμ2
i + μ2

i dϕ2
i )

+ 2m0

U

( 1

1 − a2l2
(dt − a

m∑

i=1

μ2
i dϕi ) + r2dr

(1 + l2r2)(r2 + a2)

)2
,

(5.2.2)

where

l2 = − 1

m(2m − 1)
Λ (5.2.3)

and Λ < 0 is the cosmological constant such that the Einstein equations

Gαβ + Λḡαβ = 0 (5.2.4)

are satisfied in N , m0 is the mass of the black hole,

U = (r2 + a2)m−1, (5.2.5)

m∑

i=1

(dμ2
i + μ2

i dϕ2
i ) (5.2.6)
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is the standardmetric of S2m−1, where theϕi are the azimuthal coordinates, the values
of which have to be identified modulo 2π, and the μi are the latitudinal coordinates
subject to the side condition

m∑

i=1

μ2
i = 1. (5.2.7)

The μi also satisfy
0 ≤ μi ≤ 1 ∀ 1 ≤ i ≤ m. (5.2.8)

The coordinates (t, r) are defined in

− ∞ < t < ∞ (5.2.9)

and
0 < r < ∞ (5.2.10)

respectively, cf. [25, Sect. 2 and Appendix B].
The horizons are hypersurfaces {r = const}, where ρ = r2 satisfies the equation

(1 + l2ρ)(ρ + a2)m − 2m0ρ = 0. (5.2.11)

Let
Φ = Φ(ρ) (5.2.12)

be the polynomial on the left-hand side of (5.2.11), then Φ is strictly convex in R+
and we have

Φ(0) > 0 (5.2.13)

and
lim

ρ→∞ Φ(ρ) = ∞, (5.2.14)

from which we deduce that the Eq. (5.2.11) is satisfied if and only if

inf
R+

Φ ≤ 0, (5.2.15)

and in case
inf
R+

Φ < 0 (5.2.16)

we have exactly two solutions otherwise only one. If there are two solutions ri ,
i = 1, 2, such that

0 < r1 < r2, (5.2.17)

then the outer horizon is called event horizon and the black hole has an interior region
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B = {r1 < r < r2} (5.2.18)

in which the variable r is a time coordinate. If there is only one solution r0, then B
is empty and the black hole is called extremal.

We shall first quantize a black hole with B �= ∅; the quantization of an extremal
black hole is then achieved by approximation.

Thus, let us consider a non-extremal black hole and let S ⊂ B be a spacelike
coordinate slice

S = S(r) = {r = const}, (5.2.19)

where r also denotes the constant value.
In view of (5.2.2), the induced metric can be expressed as

ds2S = (2m0

U

1

(1 − a2l2)2
− 1 + l2r2

1 − a2l2
)
dt2 − 2m0

U

2a

(1 − a2l2)2
μ2
i dtdϕi

+ (2m0

U

a2

(1 − a2l2)2
μ2
i μ

2
j + r2 + a2

1 − a2l2
μ2
i δi j

)
dϕi dϕ j

+ r2 + a2

1 − a2l2

m∑

i=1

dμ2
i ,

(5.2.20)

from which we deduce

gt t = 2m0

U

1

(1 − a2l2)2
− 1 + l2r2

1 − a2l2
, (5.2.21)

gtϕi = gϕi t = −2m0

U

a

(1 − a2l2)2
μ2
i , (5.2.22)

and

gϕiϕ j = 2m0

U

a2

(1 − a2l2)2
μ2
i μ

2
j + r2 + a2

1 − a2l2
μ2
i δi j . (5.2.23)

The other components of themetric are either 0 or are represented by the line element

r2 + a2

1 − a2l2

m∑

i=1

dμ2
i , (5.2.24)

note the constraint (5.2.7).
To eliminate the gtϕi , we shall introduce new coordinates. First, let us make the

simple change by defining t ′ through

ct ′ = t, (5.2.25)
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where c �= 0 is a constant which will be specified later, and dropping the prime in
the sequel, resulting in a replacement of the components in (5.2.21) and (5.2.22) by

gt t = c2
(2m0

U

1

(1 − a2l2)2
− 1 + l2r2

1 − a2l2
)

(5.2.26)

respectively,

gtϕi = gϕi t = −c
2m0

U

a

(1 − a2l2)2
μ2
i . (5.2.27)

Next, we define new coordinates (t̃, ϕ̃i ) by

αt̃ = t (5.2.28)

and
ϕ̃i = ϕi − aγt, (5.2.29)

where α, γ are non-vanishing constants to specified later, such that

ϕi = ϕ̃i + aαγ t̃ . (5.2.30)

In the new coordinates, the only interesting new components are

gt̃ t̃ = gt t
∂t

∂ t̃

∂t

∂ t̃
+ 2gtϕi

∂t

∂ t̃

∂ϕi

∂ t̃
+ gϕiϕ j

∂ϕi

∂ t̃

∂ϕ j

∂ t̃

= α2
(
gt t + 2aγ

∑

i

gtϕi + a2γ2
∑

i, j

gϕiϕ j

) (5.2.31)

and

gt̃ϕ̃i = gtϕ j
∂t

∂ t̃

∂ϕ j

∂ϕ̃i
+ gϕkϕl

∂ϕk

∂ t̃

∂ϕl

∂ϕ̃i

= α
(
gtϕi + aγ

∑

k

gϕkϕi

)
.

(5.2.32)

We therefore deduce, in view of (5.2.23), (5.2.26) and (5.2.27),

gt̃ t̃ = α2(2m0

U

1

(1 − a2l2)2
(c − a2γ)2 + r2 + a2

1 − a2l2
a2γ2 − 1 + l2r2

1 − a2l2
c2

)
(5.2.33)

and

gt̃ϕ̃i = α
(2m0

U

a

(1 − a2l2)2
(a2γ − c) + r2 + a2

1 − a2l2
aγ

)
μ2
i . (5.2.34)

Choosing now



5.2 Preparations 121

c = (
a2 + U

2m0
(r2 + a2)(1 − a2l2)

)
γ (5.2.35)

we conclude
gt̃ϕ̃i = 0. (5.2.36)

Combining then (5.2.35) and (5.2.33) by setting γ = 1, we obtain

gt̃ t̃ = α2
( U

2m0
(r2 + a2)2 + r2 + a2

1 − a2l2
a2

− 1 + l2r2

1 − a2l2
(a2 + U

2m0
(r2 + a2)(1 − a2l2))2

)
.

(5.2.37)

Define

β = U

2m0
(r2 + a2) − r2

1 + l2r2
, (5.2.38)

then
β < 0 in B, (5.2.39)

since the function Φ in (5.2.12) is negative in B. Writing

a2 + U

2m0
(r2 + a2)(1 − a2l2) = a2 + r2

1 + l2r2
(1 − a2l2)

+ β(1 − a2l2)

= r2 + a2

1 + l2r2
+ β(1 − a2l2),

(5.2.40)

we infer
gt̃ t̃ = α2(−β(r2 + a2) − β2(1 + l2r2)(1 − a2l2)). (5.2.41)

The term in the brackets vanishes on the event horizon and is strictly positive in B,
in view of (5.2.39) and the identity

(r2 + a2) + β(1 + l2r2)(1 − a2l2)

= (r2 + a2) + (r2 + a2)m

2m0
(1 + l2r2)(1 − a2l2) − r2(1 − a2l2)

= a2(1 + l2) + (r2 + a2)m

2m0
(1 + l2r2)(1 − a2l2) > 0.

(5.2.42)

Hence, for any r satisfying
r1 < r < r2 (5.2.43)

we can choose α > 0 such that



122 5 The Quantization of a Kerr-AdS Black Hole

gt̃ t̃ = 1. (5.2.44)

Writing (τ ,ϕi ) instead of (t̃, ϕ̃i ), we can then state

Lemma 5.2.1 For any hypersurface

S = S(r) ⊂ B (5.2.45)

the induced metric can be expressed in the form

ds2S = dτ 2 + (2m0

U

a2

(1 − a2l2)2
μ2
i μ

2
j + r2 + a2

1 − a2l2
μ2
i δi j

)
dϕi dϕ j

+ r2 + a2

1 − a2l2

m∑

i=1

dμ2
i

≡ dτ 2 + σi j dx
idx j ,

(5.2.46)

where
σi j = σi j (r, a, l) (5.2.47)

is a smooth Riemannian metric on S2m−1 and τ ranges in R, while in case

S = S(r) ⊂ N \B̄, (5.2.48)

the induced metric is Lorentzian of the form

ds2S = −dτ 2 + (2m0

U

a2

(1 − a2l2)2
μ2
i μ

2
j + r2 + a2

1 − a2l2
μ2
i δi j

)
dϕi dϕ j

+ r2 + a2

1 − a2l2

m∑

i=1

dμ2
i

≡ −dτ 2 + σi j dx
idx j .

(5.2.49)

If r < r2 tends to r2, then the hypersurfaces S(r) converge topologically to the event
horizon and the induced metrics to the Riemannian metric

ds2S = dτ 2 + r22 + a2

1 − a2l2
(
δi j dμi dμ j + μ2

i δi j dϕi dϕ j
)

+ a2
(1 + l2r22 )(r

2
2 + a2)

r22 (1 − a2l2)2
μ2
i μ

2
j dϕi dϕ j .

(5.2.50)

Proof We only have to prove the case (5.2.48). However, the proof of this case is
identical to the proof when (5.2.45) is valid by observing that then the term β in
(5.2.41) is strictly positive. ��
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5.3 The Quantization

We are now in a position to argue very similar as in the previous chapter. For the
convenience of the reader, we shall repeat some of the arguments so that the results
can be understood directly without having to look up the details.

The interior of the black hole is a globally hyperbolic spacetime and the slices
S(r) with

r1 < r < r2 (5.3.1)

areCauchy hypersurfaces. Let r tend to r2 and letS0 be the resulting limit Riemannian
manifold; i.e., topologically, it is the event horizon but equipped with the metric in
(5.2.50) which we shall write in the form

ds2 = dτ 2 + σi j dx
idx j (5.3.2)

as in (5.2.46) on page 122. By a slight abuse of language, we shall also call S0 to be a
Cauchy hypersurface though it is only the geometric limit of Cauchy hypersurfaces.
However,S0 is a genuineCauchyhypersurface in the quantummodelwhich is defined
by the Eq. (5.1.1) on page 113.

Let us now look at the stationary eigenvalue equation, where we recall that n =
2m,

− (n − 1)Δv − n

2
Rv = μv (5.3.3)

in S0, where
− (n − 1)Δv = −(n − 1)v̈ − (n − 1)Δ̃v (5.3.4)

and Δ̃ is the Laplacian in the Riemannian manifold

M = (Sn−1,σi j ); (5.3.5)

moreover the scalar curvature R is also the scalar curvature with respect to σi j in
view of (5.3.2). Using separation of variables, let us write

v(τ , x) = ζ(τ )ϕ(x) (5.3.6)

to conclude that the left-hand side of (5.3.3) can be expressed in the form

− (n − 1)ζ̈ϕ + ζ{−(n − 1)Δ̃ϕ − n

2
Rϕ}. (5.3.7)

Hence, the eigenvalue problem (5.3.3) can be solved by setting

v = ζϕ j , (5.3.8)
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where ϕ j , j ∈ N, is an eigenfunction of the elliptic operator

− (n − 1)Δ̃ − n

2
R (5.3.9)

such that
− (n − 1)Δ̃ϕ j − n

2
Rϕ j = μ̃ jϕ j , (5.3.10)

μ̃0 < μ̃1 ≤ μ̃2 ≤ · · · (5.3.11)

and ζ is an eigenfunction of the harmonic oscillator. The eigenvalue of the harmonic
oscillator can be arbitrarily positive or zero. We define it at the moment as

ω2 (5.3.12)

where ω ≥ 0 will be determined later. For ω > 0, we shall consider the real eigen-
function

ζ = sinωτ (5.3.13)

which represents the ground state in the interval

I0 = (0,
π

ω
) (5.3.14)

with vanishing boundary values. ζ is a solution of the variational problem

∫
I0
|ϑ̇|2

∫
I0
|ϑ|2 → min ∀ 0 �= ϑ ∈ H 1,2

0 (I0) (5.3.15)

in the Sobolev space H 1,2
0 (I0).

Multiplying ζ by a constant, we may assume

∫

I0

|ζ|2 = 1. (5.3.16)

Obviously,
S0 = R × M (5.3.17)

and though ζ is defined in R and is even an eigenfunction it has infinite norm in
L2(R). However, when we consider a finite disjoint union of N open intervals I j

Ω =
N⋃

j=1

I j , (5.3.18)
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where
I j = (k j

π

ω
, (k j + 1)

π

ω
), k j ∈ Z, (5.3.19)

then
ζN = N− 1

2 ζ (5.3.20)

is a unit eigenfunction in Ω with vanishing boundary values having the same energy
as ζ in I0. Hence, it suffices to consider ζ only in I0 since this configuration can
immediately be generalized to arbitrary large bounded open intervals

Ω ⊂ R. (5.3.21)

We then can state:

Lemma 5.3.1 There exists a complete sequence of unit eigenfunctions of the oper-
ator in (5.3.9) with eigenvalues μ̃ j such that the functions

v j = ζϕ j , (5.3.22)

where ζ is a constant multiple of the function in (5.3.13) with unit L2(I0) norm, are
solutions of the eigenvalue problem (5.3.3) with eigenvalue

μ j = (n − 1)ω2 + μ̃ j . (5.3.23)

The eigenfunctions v j are mutually orthogonal in L2(I0 × M,C).

To solve the wave Eq. (5.1.1) on page 113, let us first consider the following
eigenvalue problem

− 1

32

n2

n − 1
ẅ + n|Λ|t2w = λt2−

4
n w (5.3.24)

in the Sobolev space
H 1,2

0 (R∗
+). (5.3.25)

Here,
Λ < 0 (5.3.26)

can in principle be an arbitrary negative parameter, but in the case of a Kerr-AdS
black hole, it seems reasonable to choose the cosmological constant of the Kerr-AdS
spacetime.

The eigenvalue problem (5.3.24) can be solved by considering the generalized
eigenvalue problem for the bilinear forms

B(w, w̃) =
∫

R
∗+
{ 1

32

n2

n − 1
w̄′w̃′ + n|Λ|t2w̄w̃} (5.3.27)
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and

K (w, w̃) =
∫

R
∗+
t2−

4
n w̄w̃ (5.3.28)

in the Sobolev space H which is the completion of

C∞
c (R∗

+,C) (5.3.29)

in the norm defined by the first bilinear form.
We then look at the generalized eigenvalue problem

B(w,ϕ) = λK (w,ϕ) ∀ϕ ∈ H (5.3.30)

which is equivalent to (5.3.24).

Theorem 5.3.2 The eigenvalue problem (5.3.30) has countably many solutions
(wi ,λi ) such that

0 < λ0 < λ1 < λ2 < · · · , (5.3.31)

lim λi = ∞, (5.3.32)

and
K (wi , w j ) = δi j . (5.3.33)

The wi are complete inH as well as in L2(R∗+).

The above theorem is a mere restatement of Theorem 3.4.1 on page 96.
Combining the temporal und spatial eigenfunctions, we are now ready to define

the solutions of the wave Eq. (5.1.1).

Theorem 5.3.3 Let (ϕ j , μ̃ j ) resp. (wi ,λi ) be eigenfunctions of the elliptic operator
in (5.3.9) resp. the temporal eigenfunctions and let λi0 be the smallest eigenvalue of
the (λi ) with the property

λi0 ≥ μ̃ j , (5.3.34)

then, for any i ≥ i0, there exists

ω = ωi j ≥ 0 (5.3.35)

and corresponding ζi j satisfying

− ζ̈i j = ω2
i jζi j (5.3.36)

such that
λi = μi j = (n − 1)ω2

i j + μ̃ j ∀ i ≥ i0. (5.3.37)

The functions



5.3 The Quantization 127

ui j = wiζi jϕ j (5.3.38)

are then solutions of the wave equation with bounded energies satisfying

lim
t→0

ui j (t) = lim
t→∞ ui j (t) = 0 (5.3.39)

and
ui j ∈ C∞(R∗

+ × S0) ∩ C2,α(R̄
∗
+ × S0) (5.3.40)

for some
2

3
≤ α < 1. (5.3.41)

Moreover, we have
ωi j > 0 ∀ i > i0. (5.3.42)

If
λi0 = μ̃ j , (5.3.43)

then we define
ζi0 j ≡ 1. (5.3.44)

Proof The proof is obvious. ��
Remark 5.3.4 (i) By construction, the temporal and spatial energies of the solutions
of the wave equation have to be equal.
(ii) The stationary solutions comprising a harmonic oscillator can be looked at a
being radiation while we consider the temporal solutions to be gravitational waves.
(iii) If one wants to replace the bounded Interval I0 byR, then the eigenfunctions ζi j
have to be replaced by eigendistributions. An appropriate choice would be

ζi j = eiωi j τ . (5.3.45)

The hyperbolic operator defined by the wave Eq. (5.1.1) on page 113 can be
defined in the spacetime

Q = R
∗
+ × S0 (5.3.46)

which can be equipped with the Lorentzian metric

ds̄2 = −32(n − 1)

n2
dt2 + gi j dx

idx j (5.3.47)

as well as with the metric

ds̃2 = −32(n − 1)

n2
dt2 + 1

n − 1
t
4
n −2gi j dx

idx j , (5.3.48)
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where gi j is themetric defined onS0 and the indices now have the range 1 ≤ i, j ≤ n.
In both metrics, Q is globally hyperbolic provided S0 is complete, which is the case
for the metric defined in (5.3.2). The hyperbolic operator is symmetric in the first
metric but not normally hyperbolic while it is normally hyperbolic but not symmetric
in the second metric. Normally hyperbolic means that the main part of the operator
is identical to the Laplacian of the spacetime metric.

Hence, if we want to describe quantum gravity not only by an equation but also by
the metric of a spacetime then the metric in (5.3.48) has to be chosen. In this metric,
Q has a curvature singularity in t = 0, cf. Remark 2.5.3 on page 74. The Cauchy
hypersurface S0 then corresponds to the hypersurface

{t = 1} (5.3.49)

which also follows from the derivation of the quantum model where we consider
a fiber bundle E with base space S0 and the elements of the fibers were Riemann
metrics of the form

gi j (t, x) = t
4
n σi j (x) (5.3.50)

where σi j were metrics defined in S0 and t is the time coordinate that we use in Q,
i.e.,

gi j (1, x) = σi j (x). (5.3.51)

In the present situation, we used the symbol gi j to denote the metric on S0 since σi j

is supposed to be a metric on S
2m−1.

Thus, the event horizon is characterized by the Cauchy hypersurface

{t = 1}. (5.3.52)

If a = 0, i.e., in case we consider a Schwarzschild-AdS black hole, then we shall
obviously assume that the black hole singularity

{r = 0} (5.3.53)

corresponds to the curvature singularity

{t = 0} (5.3.54)

of Q; i.e., the open black hole region is described in the quantum model by

(0, 1) × S0 (5.3.55)

and the open exterior region by

(1,∞) × S0. (5.3.56)
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If a �= 0, then there is no curvature singularity in r = 0, only a coordinate
singularity in our present coordinate system. Indeed, if we choose generalized Boyer-
Lindquist coordinates, cf. [25, Eq. (3.1)], the metric has the form

ds̄2 = − 1 + l2r2

1 − a2l2
dτ 2 + Ur2dr2

(1 + l2r2)(r2 + a2)U − 2m0r2

+ r2 + a2

1 − a2l2

m∑

i=1

(dμ2
i + μ2

i (dϕi + l2dτ )2)

+ 2m0

U

(
dτ − a

1 − a2l2

m∑

i=1

μ2
i dϕi

)2
.

(5.3.57)

Then, defining
ρ = r2, (5.3.58)

such that
dρ = 2rdr (5.3.59)

we obtain new coordinates in which the metric is smooth up to ρ = 0; indeed, the
metric is even smooth in the interval

− a2 < ρ < ∞. (5.3.60)

In ρ = −a2, there is curvature singularity:

Lemma 5.3.5 The extended spacetime N has a timelike curvature singularity in
ρ = −a2.

Proof The fact that the curvature singularity is timelike follows immediately from
(5.2.49) on page 122, where we proved that outside the black hole region the hyper-
surfaces

{ρ = const} (5.3.61)

are timelike.
To prove the existence of a curvature singularity, we first consider the casem ≥ 3.

Looking at the metric in (5.3.57), we observe that the components with respect to
the coordinates μi form a diagonal matrix without any cross terms with the other
coordinates, namely

ρ + a2

1 − a2l2

m∑

i=1

dμ2
i , (5.3.62)

where the μi are subject to the side condition

m∑

i=1

μ2
i = 1, (5.3.63)
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i.e., (5.3.62) represents the metric of a sphere of radius

√
ρ + a2

1 − a2l2
(5.3.64)

embedded in R
m and the corresponding sectional curvatures in N are defined inde-

pendently of the other components of the metric in N and they obviously become
unbounded when ρ tends to −a2, since the sectional curvature σp in a point p ∈ N
of a plane spanned by two linearly independent vectors in

Tp(S
m−1) ↪→ Tp(N ) (5.3.65)

is equal to
1 − a2l2

ρ + a2
. (5.3.66)

Secondly, in case m = 2, we used the package GREAT [33] in Mathematica to
compute the squared Riemannian curvature tensor in dimension 5 and obtained

R̄αβγδ R̄
αβγδ = 96m2

0

(
3a2 − ρ

) (
a2 − 3ρ

)
(
ρ + a2

)6 + 40l4 (5.3.67)

completing the proof of the lemma. ��
Since the curvature singularity is timelike and not spacelike as the singularity of a

Schwarzschild-AdS spacetime or the singularity in our quantum spacetime, equipped
with the metric in (5.3.48), it is easily avoidable. Despite this difference, we stipulate
that the region in (5.3.56) corresponds to

{ρ2 < ρ < ∞}, (5.3.68)

where
r22 = ρ2, (5.3.69)

and the region in (5.3.55) to
{−a2 < ρ < ρ2}. (5.3.70)

Remark 5.3.6 The time coordinate τ in a generalized Boyer-Lindquist coordinate
system is a time function in

N \B̄, (5.3.71)

where N is the extended Kerr-AdS spacetime. We proved it directly with the help of
Mathematica, if dim N = 5, by proving
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ḡαβτατβ = ḡ00 < 0. (5.3.72)

For a proof in any odd dimension, it will be sufficient to prove that the slices

{τ = const} (5.3.73)

are spacelike in the region specified in (5.3.71). Looking at the metric (5.3.57), we
immediately see, by setting dτ = 0, that the induced metric is Riemannian.

Remark 5.3.7 When we have an extremal black hole with mass m ′
0 and correspond-

ing radius r0 for the event horizon, then the function Φ = Φ(ρ) in (5.2.12), where

ρ = r2, (5.3.74)

satisfies
0 = Φ(ρ0) = inf Φ, (5.3.75)

hence
Φ ′(ρ0) = 0. (5.3.76)

From the definition of Φ, we then conclude that any black hole with mass

m0 > m ′
0, (5.3.77)

while the other parameters remain equal, will have an interior region. Hence, our
previous arguments could then be applied to yield a quantummodel depending on the
Riemannianmetric in (5.2.50) on page 122. Lettingm0 tends tom ′

0 the corresponding
radii of the event horizons will then converge to r0 leading to a quantum model for
an extremal black hole.

Remark 5.3.8 In the quantum model of the black hole, the event horizon is a regular
Cauchy hypersurface and can be crossed in both directions by causal curves; hence,
no Information paradox can occur.



Chapter 6
A Partition Function for Quantized
Globally Hyperbolic Spacetimes
with a Negative Cosmological Constant

6.1 Trace Class Operators

Consider a physical system that can be described by a separable Hilbert spaceH and
a self-adjoint operator H assuming that H has a pure point spectrum. If one wants
to apply quantum statistics to this system, then, for any β > 0, the operator

e−βH (6.1.1)

has to be of trace class in H, or, if H is extended to the corresponding symmetric
Fock space, the extended operator in (6.1.1) has to be of trace class in F+(H). In
case H is a Schrödinger operator or, more generally, a self-adjoint elliptic operator
in a bounded domain of R

n with homogenous boundary conditions, it is well known
that the operator in (6.1.1) is of trace class because of Weyl’s asymptotic behaviour
formula for the eigenvalues λ j ,

λ j ∼ Cn(
j

V
)

2
n , (6.1.2)

where Cn is the so-called Weyl constant, V the Euclidean volume of the domain and
the λ j are labelled such that

λ1 ≤ λ2 ≤ · · · (6.1.3)

We prefer to start the numbering with j = 0 instead of j = 1, though this is of
course irrelevant as far as the asymptotic formulas are concerned, but it might become
relevant if more precise estimates are considered. Hence, when citing estimates the
labelling in (6.1.3) will always be assumed.

Weyl used variational methods and properties of the Green’s function to obtain
the asymptotic estimates, cf. [43] and also [5, Kap. VI.4]. Li and Yau proved a lower
bound

λ j ≥ nCn

n + 2
(
j

V
)

2
n (6.1.4)
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assuming the eigenvalues to be positive; they used the heat kernel for this estimate,
cf. [36].

In case of unbounded domains, we do not know of any asymptotic or lower
estimates which would imply the operator in (6.1.1) to be of trace class—apart from
special cases, when the eigenvalues are explicitly known.

In this chapter, we shall consider self-adjoint elliptic differential operators defined
in R+ or R

n , n ≥ 2, and shall prove, by imposing reasonable assumptions, that the
operator in (6.1.1) is of trace class. The proof will not rely on showing either asymp-
totic or explicit lower estimates but we shall instead construct explicit majorants
from the existence of which we will infer

tr(e−βH ) < ∞. (6.1.5)

One crucial ingredient in the proof is a generalization of Maurin’s Hilbert–Schmidt-
type embedding theorem, cf. [38, Theorem 1, p. 336], to unbounded domains with
special weighted measures combined with an interpolation inequality involving the
norm of the target space of the Hilbert–Schmidt embedding.

Thesenew trace class estimates can especially be appliedwhen thephysical system
is defined by a wave equation, which is either obtained by a classical description or
is the result of a (first) quantization process. In either case, it is worthwhile to use,
if possible, a separation of variables to split a solution u of the wave equation into a
product

u(t, x) = w(t)v(x) (6.1.6)

and then finding temporal and spatial self-adjoint operators H0 resp. H1 such that one
of them has a pure point spectrum with eigenvalues λi while, for the other operator,
it is possible to find corresponding eigendistributions for each of the eigenvalues
λi . Assuming, e.g. that H0 has a pure point spectrum with corresponding mutually
orthogonal eigenfunctions wi and H1 has smooth eigendistributions vi j satisfying

H1vi j = λivi j ∀ j (6.1.7)

then
ui j = wivi j (6.1.8)

would be solutions of the wave equation.
We shall especially look at quantum systems governed by the wave equation

1

32

n2

n − 1
ü − (n − 1)t2−

4
n Δu − n

2
t2−

4
n Ru + nt2Λu = 0, (6.1.9)

defined in a quantum spacetime

N = R+ × S0, (6.1.10)
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where S0 is a n-dimensional, n ≥ 3, Cauchy hypersurface of the original spacetime,
or, in case of black holes, the smooth limit of Cauchy hypersurfaces. The Laplacian
and the scalar curvature correspond to the metric σi j in S0. The cosmological con-
stant Λ is supposed to be negative. In the previous chapters, we applied this model
to a Schwarzschild-AdS resp. Kerr-AdS black hole and to a globally hyperbolic
spacetime with an asymptotic Euclidean Cauchy hypersurface. In all three cases, we
obtained a sequence of smooth functions as solutions of the wave equation which
are a product of temporal eigenfunctions and spatial eigendistributions.

In case of the globally hyperbolic spacetime with an asymptotically Euclidean
Cauchy hypersurface, the solutions to the wave equation can be expressed in the
form

ui j = wivi j , i ∈ N, 1 ≤ j ≤ m ≤ ∞, (6.1.11)

where the wi are the eigenfunctions of a temporal Hamilton operator H0

H0wi = λiwi (6.1.12)

and the λi have multiplicity one such that

0 < λ0 < λ1 < · · · (6.1.13)

and for each fixed i , the at most countably many vi j generate an eigenspace

Eλi ⊂ S ′(S0) (6.1.14)

of a spatial Hamiltonian H1, i.e.

H1vi j = λivi j . (6.1.15)

We have
vi j ∈ C∞(S0) ∩ S ′(S0), (6.1.16)

cf. Theorem 3.1.2 on page 82. A similar spectral resolution has been proved for black
holes in the preceding two chapters.

Let us now give a more detailed summary of our results. First, for the general
trace class estimates. We consider eigenvalue problems in R

n , n ≥ 2. Let A be the
linear elliptic operator

Au = −Di (a
i j D ju) + b(x)u, (6.1.17)

where
ai j , b ∈ L∞

loc(R
n), (6.1.18)

ai j is symmetric and we assume there exists a0 > 0 such that
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a0|ξ|2 ≤ ai jξiξ j ∀ ξ ∈ R
n (6.1.19)

and that there exists R0 > 1 and positive p, c1 such that

c1|x |p ≤ b(x) ∀ |x | ≥ R0. (6.1.20)

Then, we shall prove:

Theorem 6.1.1 The operator A is essentially self-adjoint in H = L2(Rn) with a
pure point spectrum

0 < λ0 < λ1 ≤ λ2 ≤ · · · (6.1.21)

Let H be its self-adjoint extension then, for any β > 0,

e−βH (6.1.22)

is of trace class inH.

Next, let us consider a Sturm–Liouville operator A in R+ of the form

Au = −(au′)′ + bu, (6.1.23)

where a dot or a prime indicates differentiation, and corresponding eigenvalue prob-
lems

Au = λϕ0u, (6.1.24)

where the coefficients a, b and the functionϕ0 are allmeasurable and locally bounded
in R+, and b is even locally bounded in [0,∞), and they satisfy

a(t) ≥ a0 > 0 ∀ t ∈ R+, (6.1.25)

and there exist positive constants c1, c2, p, r and t0 > 1 such that

b(t) ≥ c1t
p ∀ t ≥ t0, (6.1.26)

ϕ0(t) ≤ c2t
r ∀ t ≥ t0, (6.1.27)

and
0 < r < p, (6.1.28)

where the function ϕ0 is also positive almost everywhere. Then we proved:
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Theorem 6.1.2 The eigenvalue problem

Au = λϕ0u (6.1.29)

has countably many solutions (λi , wi ) such that

λ0 < λ1 < λ2 < · · · (6.1.30)

and the wi form an ONB in
H = L2(R+, dμ), (6.1.31)

dμ = ϕ0dt. (6.1.32)

The operator
ϕ−1
0 A (6.1.33)

is essentially self-adjoint in H. Let H0 be its self-adjoint extension then, for any
β > 0,

e−βH0 (6.1.34)

is of trace class inH.

Finally, let us describe the results with respect to the wave Eq. (6.1.9). In Sect. 6.4,
we shall prove that the wave equation can be expressed in the form

ϕ0(H0u − H1u) = 0, (6.1.35)

where u = u(t, x) is a smooth function, x ∈ S0 and

ϕ0(t) = t2−
4
n . (6.1.36)

H0 is an operator which satisfies the assumptions in the previous theorem, and in
Sect. 6.5, we shall define an abstract Hilbert spaceH, where the eigendistributions of
H1 form an ONB, such that H0 and H1 have the same eigenvalues but with different
multiplicities. H1 is also essentially self-adjoint in H. Let H̃1 be the unique self-
adjoint extension of H1, namely its closure, then we shall prove that for any β > 0

e−β H̃1 (6.1.37)

is of trace class in H. In addition, H̃1 satisfies

H̃1 ≥ λ0 I, λ0 > 0. (6.1.38)

Let
H ≡ dΓ (H̃1) (6.1.39)
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be the canonical extension of H̃1 to the symmetric Fock space

F = F+(H), (6.1.40)

then
e−βH (6.1.41)

is of trace class in F because of (6.1.37) and (6.1.38), cf. [3, Prop. 5.2.27]. Hence
we can define the partition function

Z = tr(e−βH ), (6.1.42)

the density operator
ρ = Z−1e−βH (6.1.43)

and the von Neumann entropy

S = −tr(ρ log ρ) = log Z + βE, (6.1.44)

where E is the average energy and β > 0 the inverse temperature

β = T−1. (6.1.45)

Here is a summary of some of the results derived in Sect. 6.5.

Theorem 6.1.3 (i) Let β0 > 0 be arbitrary, then, for any

0 < β ≤ β0, (6.1.46)

we have
lim
Λ→0

E = ∞ (6.1.47)

as well as
lim
Λ→0

S = ∞, (6.1.48)

where the limits are uniform in β.
(ii) Let β0 > 0 be arbitrary, then, for any

β ≥ β0, (6.1.49)

we have
lim|Λ|→∞ E = 0 (6.1.50)

as well as
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lim|Λ|→∞ S = 0, (6.1.51)

where the limits are uniform in β.

The behaviour of Z with respect to Λ is described in the theorem:

Theorem 6.1.4 Let β0 > 0 be arbitrary, then, for any

0 < β ≤ β0, (6.1.52)

we have
lim
Λ→0

Z = ∞ (6.1.53)

and for any
β0 ≤ β (6.1.54)

the relation
lim|Λ|→∞ Z = 1 (6.1.55)

is valid. The convergence in both limits is uniform in β.

Remark 6.1.5 The first part of Theorem 6.1.3 reveals that the energy becomes very
large for small values of |Λ|. Since this is the energy obtained by applying quan-
tum statistics to the quantized version of a black hole or of a globally hyperbolic
spacetime—assuming its Cauchy hypersurfaces are asymptotically Euclidean—a
small negative cosmological constant might be responsible for the darkmatter, where
we equate the energy of the quantized universe with matter. As source for the dark
energy density, we consider the eigenvalue of the density operator ρ with respect to
the vacuum vector η

ρη = Z−1η, (6.1.56)

i.e. the dark energy density should be proportional to Z−1.

In Sect. 6.4, we also applied quantum statistics to the quantized version of a Fried-
mann universe and proved:

Theorem 6.1.6 The results in the last two theorems and the conjectures in the remark
above are also valid, if the quantized spacetime N = Nn+1, n ≥ 3, is a Friedmann
universe without matter but with a negative cosmological constant Λ and with van-
ishing spatial curvature. The eigenvalues of the spatial Hamiltonian H1 all have
multiplicity one.

Remark 6.1.7 Let us also mention that we use Planck units in this book, i.e.

c = G = � = KB = 1. (6.1.57)
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6.2 Trace Class Estimates in R+

Let us first consider a Sturm–Liouville operator A in R+ of the form

Au = −(au′)′ + bu, (6.2.1)

where a dot or a prime indicates differentiation, and corresponding eigenvalue prob-
lems

Au = λϕ0u, (6.2.2)

where the coefficients a, b and the functionϕ0 are allmeasurable and locally bounded
in R+, and b is even locally bounded in [0,∞), and they satisfy

a(t) ≥ a0 > 0 ∀ t ∈ R+, (6.2.3)

and there exist positive constants c1, c2, p, r and t0 > 1 such that

b(t) ≥ c1t
p ∀ t ≥ t0, (6.2.4)

ϕ0(t) ≤ c2t
r ∀ t ≥ t0, (6.2.5)

and
0 < r < p, (6.2.6)

where ϕ0 is also assumed to be positive almost everywhere (a.e.), and where the
specification

∀ t ≥ t0 (6.2.7)

means
a.e. in {t ≥ t0} (6.2.8)

when used in connection with measurable functions which are not assumed to be
continuous.

We define the bilinear forms

B(u, v) = 〈Au, v〉 =
∫
R+

{aū′v′ + būv} (6.2.9)

and

K (u, v) =
∫
R+

ϕ0ūv (6.2.10)

for
u, v ∈ C∞

c (R+, C), (6.2.11)
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and we denote the corresponding quadratic forms by B(u) resp. K (u).

Lemma 6.2.1 Define

b0(t) =
{
0, 0 ≤ t < t0,

b(t), t0 ≤ t,
(6.2.12)

and

B0(u) =
∫
R+

{a|u′|2 + b0|u|2}, (6.2.13)

then, for any ε > 0, there exists cε such that

‖u‖22 =
∫
R+

|u|2 ≤ εB0(u) + cεK (u) ∀ u ∈ C∞
c (R+). (6.2.14)

Proof This compactness lemma is well known. However, we give a short proof for
the convenience of the reader. We argue by contradiction and assume there would
exist ε > 0 and a sequence

uk ∈ C∞
c (R+) (6.2.15)

such that
‖uk‖22 > εB0(uk) + kK (uk). (6.2.16)

Without loss of generality, we may assume that

‖uk‖22 = 1. (6.2.17)

Hence the uk would be uniformly bounded in the Sobolev space

H 1,2(J ) (6.2.18)

with norm

‖u‖21,2 =
∫
J
(|u′|2 + |u|2), (6.2.19)

for any bounded interval
J � [0,∞), (6.2.20)

and we would deduce
lim
k→∞ K (uk) = 0. (6.2.21)

Moreover, by applying the Sobolev embedding theorem, we would know that a
subsequence, not relabelled, would converge strongly in any

L2(J, C) (6.2.22)
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to a function u. In view of Fatou’s lemma, we would also infer

K (u) ≤ lim K (uk) = 0 (6.2.23)

and thus
u ≡ 0. (6.2.24)

But this would lead to a contradiction, since, for any m > t0, we would have

1 =
∫ m

0
|uk |2 +

∫ ∞

m
|uk |2

≤
∫ m

0
|uk |2 + c−1

1 m−p
∫ ∞

m
b0|uk |2

≤
∫ m

0
|uk |2 + c−1

1 m−p lim sup B0(uk)

(6.2.25)

yielding

1 ≤ c−1
1 m−p lim sup B0(uk) ≤ c−1

1 m−pε−1 ∀m ≥ t0, (6.2.26)

in view of (6.2.16) and (6.2.17). �
As an immediate corollary, we obtain

Corollary 6.2.2 There exists a positive constant c0 such that

‖u‖2 ≡ ‖u‖22 ≤ B(u) + c0K (u) ∀ u ∈ C∞
c (R+) (6.2.27)

and
1

2
B0(u) ≤ B(u) + c0K (u) ∀ u ∈ C∞

c (R+). (6.2.28)

Proof Since b is bounded in I = [0, t0] we conclude, in view of (6.2.14),

B(u) ≥ B0(u) − c‖u‖22
≥ B0(u) − cεB0(u) − ccεK (u)

= (1 − cε)B0(u) − ccεK (u)

≥ ‖u‖22 − c0K (u),

(6.2.29)

if we choose

ε = 1

2c
(6.2.30)

and c0 appropriately, proving both estimates. �
In view of the Poincaré inequality on bounded intervals, we also conclude that

there exists c > 0 such that
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‖u‖21,2 ≤ cB0(u) ∀ u ∈ C∞
c (R+). (6.2.31)

Definition 6.2.3 We define the Hilbert spaceH1 as the completion ofC∞
c (R+)with

respect to the scalar product defined by the bilinear form

B + c0K , (6.2.32)

cf. Corollary 6.2.2, and we denote this scalar product by the symbol

〈·, ·〉1 (6.2.33)

and corresponding norm
‖·‖1. (6.2.34)

The Hilbert space H is defined by

H = L2(R+, dμ), (6.2.35)

where
dμ = ϕ0(t)dt. (6.2.36)

The corresponding scalar product is K and it is also characterized by the symbol

〈·, ·〉 (6.2.37)

and corresponding norm
‖·‖. (6.2.38)

Using the arguments in the proof of Lemma 6.2.1, the results of Corollary 6.2.2 and
the Assumptions (6.2.5) and (6.2.6), we immediately obtain:

Lemma 6.2.4 The embedding
j : H1 ↪→ H (6.2.39)

is compact, i.e. if uk ∈ H1 converges weakly to u

uk ⇁ u, (6.2.40)

then
j (uk) → j (u). (6.2.41)

We conclude further that the generalized eigenvalue problem

B(u, v) = λK (u, v) ∀ v ∈ H1 (6.2.42)
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can be solved by a variational process which goes back to Courant–Hilbert [5, Kap.
6]. We describe it in the following theorem:

Theorem 6.2.5 LetH be a complex, separable Hilbert space, B and K sesquilinear,
symmetric forms on H and assume there exists a positive constant c0 such that

B + c0K (6.2.43)

is an equivalent scalar product inH. K is also supposed to be a positive definite and
compact inH, i.e.

uk ⇁ u =⇒ K (uk) → K (u). (6.2.44)

Then the eigenvalue problem

B(u, v) = λK (u, v) ∀ v ∈ H1 (6.2.45)

has countably many eigenvalues with finite multiplicities. If we label the eigenvectors
such that

λ0 ≤ λ1 ≤ · · · (6.2.46)

then
lim
i→∞ λi = ∞, (6.2.47)

and
− c0 < λ0. (6.2.48)

There exists a sequence of corresponding eigenvectors ui which are complete in H
satisfying

K (ui , u j ) = δi j (6.2.49)

and
B(ui , u j ) = λi K (ui , u j ) (6.2.50)

as well as the expansion

B(u, v) =
∑
i

λi K (u, ui )K (ui , v) (6.2.51)

and
K (u, v) =

∑
i

K (u, ui )K (ui , v). (6.2.52)

The pairs (λi , ui ) are defined by the variational problems
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λi = inf{ B(u)

K (u)
: 0 �= u ∈ H, K (u, u j ) = 0 ∀ 0 ≤ j ≤ i − 1 }

= B(ui , ui ).
(6.2.53)

This theorem is well known. A proof can be found in [15, Theorem 1.6.3].
We apply this theorem to the previously defined Hilbert spaceH1 and the bilinear

(sesquilinear) forms B and K . Let (λi , wi ) be the corresponding pairs of eigenvalues
and eigenvectors, then the wi satisfy the ODE

Awi = λiϕ0wi (6.2.54)

in the weak sense. The operator
Ã = ϕ−1

0 A (6.2.55)

is symmetric in
H = L2(R+, dμ), dμ = ϕ0dt, (6.2.56)

and the wi are eigenfunctions of Ã

Ãwi = λiwi . (6.2.57)

Equation (6.2.54) is equivalent to

ϕ0 Ãwi = λiϕ0wi (6.2.58)

and Ã, with domain
D( Ã) = 〈wi : i ∈ N〉 ⊂ H, (6.2.59)

is essentially self-adjoint as will be proved later, Lemma 6.5.1 on page 174, in a more
general setting. We denote its unique self-adjoint extension by H0.

We shall now prove that
e−βH0 , β > 0, (6.2.60)

is of trace class in H.
First, we need two lemmata:

Lemma 6.2.6 The embedding

j : H1 ↪→ H0 = L2(R+, dμ̃), (6.2.61)

where
dμ̃ = (1 + t)−2dt, (6.2.62)

is Hilbert–Schmidt.
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Proof Maurin was the first to prove that the embedding

Hm,2(Ω) ↪→ L2(Ω), (6.2.63)

where
Ω ⊂ R

n (6.2.64)

is a bounded domain, is Hilbert–Schmidt provided

m >
n

2
, (6.2.65)

cf. [38, Theorem 1, p. 336]. We adapt his proof to the present situation.
Let w ∈ H1, then, assuming w is real valued,

|w(t)|2 = 2
∫ t

0
ẇw ≤ 2

∫ ∞

o
|ẇ|2 + 1

2

∫ ∞

0
|w|2

≤ c‖w‖21
(6.2.66)

for all t > 0, where ‖·‖1 is the norm inH1. To derive the last inequality in (6.2.66),
we used Corollary 6.2.2. The estimate

|w(t)| ≤ c‖w‖1 ∀ t > 0 (6.2.67)

is of course also valid for complex-valued functions from which infer that, for any
t > 0, the linear form

w → w(t), w ∈ H1, (6.2.68)

is continuous, hence it can be expressed as

w(t) = 〈ϕt , w〉, (6.2.69)

where
ϕt ∈ H1 (6.2.70)

and
‖ϕt‖1 ≤ c. (6.2.71)

Now, let
ei ∈ H1 (6.2.72)

be an ONB, then

∞∑
i=0

|ei (t)|2 =
∞∑
i=0

|〈ϕt , ei 〉|2 = ‖ϕt‖21 ≤ c2. (6.2.73)
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Integrating this inequality over R+ with respect to dμ̃, we infer

∞∑
i=0

∫ ∞

0
|ei (t)|2dμ̃ ≤ c2 (6.2.74)

completing the proof of the lemma. �

Lemma 6.2.7 Letwi be the eigenfunctions of H0, then there exist positive constants
c and γ such that

‖wi‖1 ≤ c|λi + c0|γ‖wi‖0 ∀ i ∈ N, (6.2.75)

where ‖·‖0 is the norm inH0.

Proof We have, in view of (6.2.32) and (6.2.5),

‖wi‖21 = (λi + c0)
∫ ∞

0
ϕ0(t)|wi |2

≤ (λi + c0)

{ ∫ t0

0
ϕ0(t)|wi |2 + c2

∫ ∞

t0

tr |wi |2
}
.

(6.2.76)

To estimate the second integral in the braces, we exploit the Assumptions (6.2.4) and
(6.2.6) and choose m so large that

r ≤ p − p

m
, (6.2.77)

and hence,
tr ≤ t p−

p
m ∀ t ≥ t0 > 1. (6.2.78)

Then, choosing small positive constants δ and ε, we apply Young’s inequality, with

q = p

p − pδ
= 1

1 − δ
(6.2.79)

and
q ′ = δ−1 (6.2.80)

to estimate the integral from above by

1

q
εq

∫ ∞

t0

{
t p−

p
m (1 + t)

p
m −pδ

}q |wi |2

+ 1

q ′ ε
−q ′

∫ ∞

t0

(1 + t)−(
p
m −pδ)q ′ |wi |2.

(6.2.81)

Choosing, now, δ so small such that
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(
p

m
− pδ)δ−1 > 2 (6.2.82)

the preceding integrals can be estimated from above by

1

q
εq

∫ ∞

t0

(1 + t)p|wi |2 + 1

q ′ ε
−q ′

∫ ∞

0
(1 + t)−2|wi |2 (6.2.83)

which in turn can be estimated by

1

q
εqc‖wi‖21 + 1

q ′ ε
−q ′ ‖wi‖20, (6.2.84)

in view of (6.2.27).
The first integral in the braces on the right-hand side of (6.2.76) can be estimated

by ∫ t0

0
ϕ0(t)|wi |2 ≤ 1

2
c(1 + t0)

2ε2
∫ ∞

0
|wi |2

+ 1

2
ε−2

∫ ∞

0
(1 + t)−2|wi |2

≤ c̃ε2‖wi‖21 + 1

2
ε−2‖wi‖20,

(6.2.85)

because of (6.2.27).
Choosing now ε, γ and c appropriately, the result follows. �

We are now ready to prove:

Theorem 6.2.8 Let β > 0, then the operator

e−βH0 (6.2.86)

is of trace class inH, i.e.

tr(e−βH0) =
∞∑
i=0

e−βλi = c(β) < ∞. (6.2.87)

Proof In view of Lemma 6.2.6, the embedding

j : H1 ↪→ H0 (6.2.88)

is Hilbert–Schmidt. Let
wi ∈ H (6.2.89)

be an ONB of eigenfunctions, then
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e−βλi = e−βλi ‖wi‖2 = e−βλi |λi + c0|−1‖wi‖21
≤ eβc0e−β(λi+c0)|λi + c0|−1c|λi + c0|2γ‖wi‖20,

(6.2.90)

in view of (6.2.75), but

‖wi‖20 = ‖wi‖21 ‖w̃i‖20 = (λi + c0)‖w̃i‖20, (6.2.91)

where
w̃i = wi‖wi‖−1

1 (6.2.92)

is an ONB in H1, yielding

∞∑
i=0

e−βλi ≤ cβ

∞∑
i=0

‖w̃i‖20 < ∞, (6.2.93)

since j is Hilbert–Schmidt. �

6.3 Trace Class Estimates in R
n

Let us now consider eigenvalue problems inR
n , n ≥ 2, and let A be the linear elliptic

operator
Au = −Di (a

i j D ju) + b(x)u, (6.3.1)

where
ai j , b ∈ L∞

loc(R
n), (6.3.2)

ai j is symmetric and there exists a0 > 0 such that

a0|ξ|2 ≤ ai jξiξ j ∀ ξ ∈ R
n (6.3.3)

and there exists R0 > 1 and positive p, c1 such that

c1|x |p ≤ b(x) ∀ |x | ≥ R0. (6.3.4)

Then, we look at the eigenvalue problem

Au = λu. (6.3.5)

This eigenvalue problem can be solved by similar, if not identical, arguments as in
the case of the Sturm–Liouville operator.

We define the bilinear forms
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B(u, v) =
∫
Rn

ai j Di ūD jv (6.3.6)

and

K (u, v) =
∫
Rn

ūv (6.3.7)

inC∞
c (Rn, C), and one can easily prove the analogues of Corollary 6.2.2 on page 142

and Theorem 6.2.5 on page 144, i.e. there exists c0 > 0 such that

B + c0K ≥ K , (6.3.8)

K is compact relative to B + c0K , and there exists countably many pairs (λi , ui ) of
eigenvalues with corresponding eigenfunctions satisfying the properties specified in
Theorem 6.2.5, and we shall now prove that

e−βH , β > 0, (6.3.9)

is of trace class, where
H = Ā (6.3.10)

is the unique self-adjoint extension of A. We recall that A satisfies the estimate
(6.2.28) on page 142 which can be rephrased as

A + c0 ≥ 1

2
{−Di (a

i j D j ) + b0}, (6.3.11)

where

b0(x) =
{
0, |x | ≤ R0,

b(x), |x | > R0.
(6.3.12)

The right-hand side of (6.3.11) is a strictly positive operator. Since eigenvalues,
obtainedby thevariational process described inTheorem6.2.5, also satisfy aminimax
principle, cf. e.g. [15, Theorem 1.6.4], we conclude that

μi ≤ λ̃i ∀ i ∈ N, (6.3.13)

whereμi are the ordered eigenvalues of the operator on the right-hand side of (6.3.11)
and λ̃i the ordered eigenvalues of A + c0. Hence, it suffices to prove that

∞∑
i=0

e−βμi < ∞. (6.3.14)

For reasons that will become apparent later, we shall derive trace class estimates for
the operator
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Ãu = −α0Δu + �u, (6.3.15)

where
α0 = a0

2,
(6.3.16)

�(x) = c1
2

η0|x |p0 , (6.3.17)

p0 = min(p, 1) (6.3.18)

and η0 is a cut-off function such that

η0(x) =
{
0, |x | ≤ R0,

1, |x | ≥ 2R0.
(6.3.19)

We emphasize that

� ≤ 1

2
b0 (6.3.20)

and hence, due to the inequalities (6.3.3) and (6.3.11),

A + c0 ≥ Ã. (6.3.21)

Therefore, itwill suffice to prove that Ã is a trace class operator. To simplify notations,
let us also drop the tilde and let us write A for the operator in (6.3.15), i.e.

Au = −α0Δu + �u. (6.3.22)

Furthermore, the previous definitions of the bilinear form B and the Hilbert space
H1 are also adopted while the Hilbert space H is now L2(Rn). A is essentially
self-adjoint inH with domain

D(A) = 〈ui : i ∈ N〉, (6.3.23)

where ui are a sequence of mutually orthogonal eigenfunctions of A

Aui = λi ui . (6.3.24)

Note that
0 < λ0 < λ1 ≤ λ2 ≤ · · · (6.3.25)

We shall first prove that the eigenfunctions of A are smooth with uniformly bounded
norms
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‖ui‖2m,2 =
∑

|α|≤m

∫
Rn

|Dαu|2 (6.3.26)

in the usual Sobolev spaces Hm,2(Rn).

Theorem 6.3.1 Let u ∈ Hm−1,2(Rn) ∩ H1 be a weak solution of the equation

− α0Δu + �u = f, (6.3.27)

where f ∈ Hm−2,2(Rn), m ≥ 2, and assume that

‖u‖2m−1,2 +
∑

|α|≤m−2

∫
Rn

�|Dαu|2 ≤ c‖ f ‖2m−3,2, (6.3.28)

then u ∈ Hm,2(Rn) and

‖u‖2m,2 +
∑

|α|≤m−1

∫
Rn

�|Dαu|2 ≤ c‖ f ‖2m−2,2, (6.3.29)

where the constants c depend on m,�, p0, n and α0.

Proof We shall prove the theorem by induction. First, in the lemma below we shall
prove that the theorem is valid for m = 2. Thus, let us assume that the theorem is
correct for m = q ≥ 2 and show that it is then also valid for m = q + 1.

Fix 1 ≤ k ≤ n and define
v = Dku. (6.3.30)

Differentiating (6.3.27), we obtain

− α0Δv + �v = Dk f − Dk�u ≡ f̃ . (6.3.31)

We observe that
f̃ ∈ Hq−2,2(Rn) (6.3.32)

and that
‖ f̃ ‖2q−2,2 ≤ c‖ f ‖2q−1,2, (6.3.33)

because
‖Dk�u‖2q−2,2 ≤ c{‖u‖q−2,2 +

∑
|α|≤q−2

�|Dαu|2}

≤ c{‖u‖q,2 +
∑

|α|≤q−1

∫
Rn

�|Dαu|2}

≤ c‖ f ‖2q−2,2

(6.3.34)



6.3 Trace Class Estimates in R
n 153

in view of the definition of � and (6.3.29). Applying then the induction hypothesis
for m = q, we conclude that the theorem is also valid for m = q + 1. �

Lemma 6.3.2 The preceding theorem is valid for m = 2, i.e. any weak solution
u ∈ H1 of

− α0Δu + �u = f (6.3.35)

satisfies the estimates (6.3.28) and (6.3.29), where we note that

H−1,2(Rn) = { Dig
i + g0 : g0, g

i ∈ L2(Rn) } (6.3.36)

is the dual space of H 1,2(Rn) and

L2(Rn) ↪→ H−1,2(Rn) ⊂ H′
1. (6.3.37)

Equation (6.3.35) has also a unique solution which can be found by minimizing a
functional if we consider f and u to be real valued. Of course we then also obtain a
solution for complex-valued f .

Proof First, the existence of a solution u ∈ H1 of (6.3.35) satisfying

B(u) = 〈Au, u〉 ≤ c‖ f ‖2 (6.3.38)

is obvious, since
K (v) = ‖v‖2 (6.3.39)

is compact relative to B, and for real-valued f and v and ε > 0, we have

|〈 f, v〉| ≤ 1

2
ε‖v‖2 + 1

2
ε−1‖ f ‖2

≤ 1

2
ελ−1

0 B(v) + 1

2
ε−1‖ f ‖2,

(6.3.40)

where 0 < λ0 is the smallest eigenvalue of A. It then immediately follows that the
variational problem

J (v) = B(v) − 2〈 f, v〉 → min ∀ v ∈ H1 (6.3.41)

has a unique solution u, which is also a weak solution of the corresponding Euler–
Lagrange equation, and that u satisfies (6.3.38) which is equivalent to (6.3.28) for
m = 2.

Secondly, to prove (6.3.29) for m = 2 we note that

u ∈ C∞(Rn), (6.3.42)
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in view of the interior L2-estimates, since A is uniformly elliptic with smooth coef-
ficients. Hence, choosing a cut-off function η

0 ≤ η ∈ C∞
c (Rn) (6.3.43)

such that
|Dη| ≤ 2 (6.3.44)

and 1 ≤ k ≤ n, we have
Dkuη2 ∈ H 1,2(Rn). (6.3.45)

Multiplying (6.3.35) by
− Dk(D

kuη2), (6.3.46)

wherewe use summation convention, integrating by parts and employing some trivial
estimates, we deduce

α0

2

∫
Rn

|D2u|2η2 + 1

2

∫
Rn

�|Du|2η2

≤ c{‖ f ‖2 + ‖u‖21,2 +
∫
Rn

�|u|2} ≤ c‖ f ‖2,
(6.3.47)

where we also used (6.3.38), (6.3.44) andwhere the symbol cmay represent different
constants. Since η is an arbitrary cut-off function, only subject to (6.3.44), the result
follows. �

As a corollary to Theorem 6.3.1 and Lemma 6.3.2, we obtain

Theorem 6.3.3 Let f ∈ Hm−2,2(Rn), m ≥ 2, then the equation

Au = −α0Δu + �u = f (6.3.48)

has a unique solution u ∈ Hm,2(Rn) ∩ H1 satisfying

‖u‖2m,2 +
∑

|α|≤m−1

∫
Rn

�|Dαu|2 ≤ c‖ f ‖2m−2, (6.3.49)

where c depends on m, n,�, p0 and α0.
Moreover, the eigenfunctions u satisfying

Au = λu (6.3.50)

are smooth and the Hm,2-norm can be estimated by

‖u‖2m,2 ≤ cmλm‖u‖2 ∀m ≥ 1, (6.3.51)
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where cm also depends on the smallest eigenvalue λ0 of A.

Proof It suffices to prove the last estimate, which can be deduced from (6.3.49) by
induction

‖u‖2m,2 ≤ cλ2‖u‖2m−2 ≤ cλ2λm−2‖u‖2 = cλm‖u‖2. (6.3.52)

The proof for m = 1 follows from

‖u‖21,2 ≤ c(1 + λ−1
0 )B(u) = c(1 + λ−1

0 )λ‖u‖2. (6.3.53)

�

Lemma 6.3.4 Let H2m(Rn), m ≥ 1, be the completion of C∞
c (Rn, C) with respect

to the scalar product

〈Amu, Amv〉 =
∫
Rn

Amū Amv, (6.3.54)

then
‖u‖22m,2 ≤ c‖Amu‖2 ∀ u ∈ H2m(Rn), (6.3.55)

‖Am−1u‖2 ≤ c‖Amu‖2 ∀ u ∈ H2m(Rn), (6.3.56)

and the eigenfunctions of A are complete in H2m(Rn) for any m ≥ 1. Furthermore,
if the eigenfunctions are mutually orthogonal in L2(Rn) then they are also mutually
orthogonal inH2m(Rn) and vice versa.

Proof We prove the first estimate by induction.
“(6.3.55)” The estimate is valid for m = 1, in view of Theorem 6.3.3.
Suppose the estimate is valid for q ≥ 1 and let u be test function, then

‖u‖22(q+1),2 ≤ c‖Au‖22q,2

≤ c‖Aq(Au)‖2
= c‖Aq+1u‖2,

(6.3.57)

where we used Theorem 6.3.3 in the first inequality and the induction hypothesis in
the second.

“(6.3.56)” Let m ≥ 1, then

‖Am−1u‖2 ≤ λ−1
0 〈AAm−1u, Am−1u〉 ≤ λ−1

0 ‖Amu‖ ‖Am−1u‖. (6.3.58)

It remains to prove the completeness of the eigenfunctions ui obtained in Theo-
rem 6.2.5 on page 144. They are complete in H1 but also in L2(Rn) because of the
Parseval’s identity (6.2.52).

If they were not complete in H2m(Rn) for some m, then there would exist
0 �= u ∈ H2m(Rn) such that
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0 = 〈Amu, Amui 〉 = 〈u, A2mui 〉 = λ2m
i 〈u, ui 〉 ∀ i ∈ N, (6.3.59)

hence we would infer
u = 0; (6.3.60)

a contradiction. �

The elliptic operator A with

D(A) = C∞
c (Rn) ⊂ H = L2(Rn) (6.3.61)

is essentially self-adjoint; for a proof, see Lemma 6.5.1 on page 174. Let us denote its
unique self-adjoint extension by the same symbol since the domain of the extension
isH2(R

n). We are almost ready to prove the trace class estimates for A but we need
two additional lemmata.

Lemma 6.3.5 Let H0 be the Hilbert space

H0 = L2(Rn, dμ) (6.3.62)

where
dμ = (1 + |x |)−(n+1), (6.3.63)

then the embedding
j : H2m(Rn) ↪→ H0 (6.3.64)

is Hilbert–Schmidt provided m > n
2 .

Proof As in the proof of Lemma 6.2.6 on page 145, we adapt Maurin’s original
proof for bounded subsets of R

n to the present situation. Let ϕ be a real-valued test
function

ϕ ∈ C∞
c (Rn) (6.3.65)

and S the differential operator

S = D1 ◦ D2 ◦ · · · ◦ Dn, (6.3.66)

then

ϕ2(x) =
∫ x1

−∞
· · ·

∫ xn

−∞
S(ϕ2). (6.3.67)

The integrand can be expressed in the form

S(ϕ2) =
∑

|α|+|β|=n

cαβD
αϕSβϕ (6.3.68)



6.3 Trace Class Estimates in R
n 157

withmulti-indicesα,β and constants cαβ , where some constantsmay be zero. Hence,
we deduce

|ϕ|2 ≤ c‖ϕ‖2n,2 ∀ϕ ∈ C∞
c (Rn). (6.3.69)

This estimate is of course also valid for complex-valued u ∈ H2m(Rn).
Now, let m > n

2 and let ei be an ONB in H2m(Rn) consisting of eigenfunctions
of A, then, for any x ∈ R

n , the map

u → u(x), u ∈ H2m(Rn), (6.3.70)

is continuous, because of (6.3.69) and (6.3.55), hence it can be expressed in the form

u(x) = 〈Amϕx , A
mu〉 ∀ u ∈ H2m(Rn), (6.3.71)

where
ϕx ∈ H2m(Rn) (6.3.72)

and
‖Amϕx‖ ≤ c (6.3.73)

are uniformly bounded independent of x . If we choose especially u = ei then, for
any x ∈ R

n ,

∞∑
i=0

|ei (x)|2 =
∞∑
i=0

|〈Amϕx , A
mei 〉|2 = ‖Amϕx‖2 ≤ c2. (6.3.74)

Integrating now with respect to measure in (6.3.63) completes the proof of the
lemma. �
The next lemma is analogous to Lemma 6.2.7 on page 147.

Lemma 6.3.6 Let ui be an eigenfunction of A with eigenvalue λi , then there exist
positive constants c and γ such that

‖ui‖21 = B(ui ) = λi‖ui‖2 ≤ cλγ
i ‖ui‖20, (6.3.75)

where c, γ are independent of ui and ‖·‖0 is the norm inH0.

Proof We have

B(ui ) =
∫
Rn

{α0|Dui |2 + �|ui |2} = λi‖ui‖2. (6.3.76)

Moreover, we know, in view of (6.3.17) and (6.3.19), that

�(x) ≥ 1

2
c1|x |p0 ∀ |x | ≥ 2R0 > 1, (6.3.77)
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where p0 > 0. Choosing small positive δ, ε and applying Young’s inequality with

q = p0
p0 − p0δ

= 1

1 − δ
(6.3.78)

and
q ′ = δ−1 (6.3.79)

we can estimate the L2-norm on the right-hand side of (6.3.76) from above by

1

q
εq

∫
Rn

(1 + |x |)p0 |ui |2 + 1

q ′ ε
−q ′

∫
Rn

(1 + |x |)−p0(1−δ)δ−1 |ui |2. (6.3.80)

Choosing δ so small that
p0δ

−1 > n + 2 (6.3.81)

we deduce

‖ui‖2 ≤ c
1

q
εq B(ui ) + c

1

q ′ ε
−q ′ ‖ui‖20 (6.3.82)

leading immediately to the desired estimate by choosing ε appropriately. �

Now we can prove:

Theorem 6.3.7 Let A be the elliptic differential operator

Au = −α0Δu + �u, (6.3.83)

then
e−βA, β > 0, (6.3.84)

is of trace class in L2(Rn), i.e.

∞∑
i=0

e−βλi < ∞. (6.3.85)

Proof Let (ui ) be an ONB of eigenfunctions of A in H = L2(Rn) and let m > n
2 ,

then
e−βλi = e−βλi ‖ui‖2 = e−βλi λ−1

i B(ui )

≤ e−βλi λ−1
i cλγ

i ‖ui‖20
≤ e−βλi λ−1

i cλγ
i ‖Amui‖2‖ũi‖20

= ce−βλi λ
2m+γ−1
i ‖ũi‖20,

(6.3.86)

ũi = ui
‖Amui‖ (6.3.87)
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and where we also used the estimate (6.3.75) to derive the first inequality in (6.3.86).
Hence, we infer

e−βλi ≤ cβ‖ũi‖20, (6.3.88)

where
cβ = c sup

t>0
e−βt t2m+γ−1, (6.3.89)

and we finally conclude

∞∑
i=0

e−βλi ≤ cβ

∞∑
i=0

‖ũi‖20 < ∞, (6.3.90)

because the embedding
j : H2m(Rn) ↪→ H0 (6.3.91)

is Hilbert–Schmidt, in view of Lemma 6.3.5. �

6.4 The Hamiltonians Governing Quantum Gravity

In the Chaps. [3, 4, 5], we applied our model of quantum gravity to a globally
hyperbolic spacetime with an asymptotically Euclidean Cauchy hypersurface, a
Schwarzschild-AdS and a Kerr-AdS black hole, respectively. In all three cases, the
quantized model had the same structure; namely, it consisted of special solutions to
a wave equation

1

32

n2

n − 1
ü − (n − 1)t2−

4
n Δu − n

2
t2−

4
n Ru + nt2Λu = 0, (6.4.1)

in a quantum spacetime
N = R+ × S0, (6.4.2)

where S0 is a n-dimensional, n ≥ 3, Cauchy hypersurface of the original spacetime,
or, in case of black holes, the smooth limit of Cauchy hypersurfaces. The Laplacian
and the scalar curvature correspond to the metric gi j in S0.

The special solutions are a sequence of smooth functions which are a product of
temporal and spatial eigenfunctions of elliptic operators, where the spatial eigen-
functions are eigendistributions.

In case of the globally hyperbolic spacetime with an asymptotically Euclidean
Cauchy hypersurface the solutions to the wave equation can be expressed in the form

ui j = wivi j , i ∈ N, 1 ≤ j ≤ m ≤ ∞, (6.4.3)



160 6 A Partition Function for Quantized Globally Hyperbolic …

where the wi are the eigenfunctions of a temporal Hamilton operator H0

H0wi = λiwi (6.4.4)

and the λi have multiplicity one such that

0 < λ0 < λ1 < · · · (6.4.5)

and for each fixed i , the at most countably many vi j generate an eigenspace

Eλi ⊂ S ′(S0) (6.4.6)

of a spatial Hamiltonian H1, i.e.

H1vi j = λivi j . (6.4.7)

We have
vi j ∈ C∞(S0) ∩ S ′(S0). (6.4.8)

In the two remaining cases of the black holes, the special solutions are labelled by
three indices

ui jk = wiζi jkϕ j , (6.4.9)

where thewi are the same temporal eigenfunctions as before, theϕ j are the eigenfunc-
tions of an elliptic operator A on a smooth compact Riemannian manifold (M,σi j ),
where topologically

M � S
n−1, (6.4.10)

at least in the physically interesting cases, i.e.

Aϕ j = μ̃ jϕ j , (6.4.11)

μ̃0 < μ̃1 ≤ μ̃2 ≤ · · · (6.4.12)

The ϕ j form a mutually orthogonal basis of L2(M). For a Schwarzschild-AdS black
hole, we know that

μ̃0 ≤ 0, (6.4.13)

and for a Kerr-AdS black hole, this condition can be assured by assuming that the
rotational parameter a is small enough such that the scalar curvature of σi j is pos-
itive. Let us emphasize that we considered in Chap.6 Kerr-AdS black holes of odd
dimensions

dim N = 2m + 1, m ≥ 2, (6.4.14)

and assumed that all rotational parameters ai are equal
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ai = a �= 0 ∀ 1 ≤ i ≤ m. (6.4.15)

The ζi jk are eigendistributions inS ′(R) satisfying

− ζ ′′
i jk = ω2

i jζi jk, k = 1, 2, (6.4.16)

where

ζi j1(τ ) = 1√
2π

eiωi j τ (6.4.17)

and

ζi j2(τ ) = 1√
2π

e−iωi j τ , (6.4.18)

where
ωi j ≥ 0 (6.4.19)

is defined by the relation
λi = μ̃ j + (n − 1)ω2

i j , (6.4.20)

i.e. for any i ∈ N, we look for all j satisfying

μ̃ j ≤ λi (6.4.21)

and then choose ωi j ≥ 0 satisfying (6.4.20). Let Ni be the set of integers such that
the μ̃ j satisfy (6.4.21), then the smooth functions

ζi jkϕ j (6.4.22)

are mutually orthogonal in L2(M,σi j )—for fixed i and k; note that we only have
two different eigendistributions ζi jk , if

ωi j > 0, (6.4.23)

otherwise we have only one. The eigendistributions ζi j1 and ζi j2 are also considered
to be “orthogonal” since their Fourier transforms

ζ̂i jk = δ±ωi j (6.4.24)

have disjoint supports.
Finally, the smooth functions ui jk in (6.4.9) can be considered to be mutually

orthogonal since ui jk and ui ′ j ′k ′ are mutually orthogonal in

L2(R+, dμ) ⊗ L2(M), (6.4.25)
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where
dμ = t2−

4
n dt, (6.4.26)

if
ωi j = ωi ′ j ′ ∧ k = k ′ (6.4.27)

and as tempered distributions otherwise.
The ui jk are eigendistributions for both the temporal Hamiltonian H0 as well as for

the spatial Hamiltonian H1 with the same eigenvalues λi , where now the eigenvalues
have finite multiplicities different from 1 by definition of the eigendistributions and
the ui jk also solve the wave equation, since the wave equation can be expressed as

ϕ0(H0u − H1u) = 0, (6.4.28)

where u = u(t, x) is a smooth function

x ∈ S0 = R × M (6.4.29)

and
ϕ0(t) = t2−

4
n . (6.4.30)

In Sect. 6.5 on page 173, we shall prove that we can define an abstract Hilbert space
H, where the eigendistributions ui jk resp. ui j in (6.4.3) form a basis of mutually
orthogonal unit vectors such that the Hamiltonian H1 can be defined on the dense
subspace, which is the algebraic span of the basis vectors, as an essentially self-
adjoint operator. Let H̃1 be its unique self-adjoint extension, namely its closure, then
we shall prove that for any β > 0

e−β H̃1 (6.4.31)

is of trace class in H. In addition, H̃1 satisfies

H̃1 ≥ λ0 I, λ0 > 0. (6.4.32)

The temporal eigenfunctions wi solve the equation

H0wi = λiwi , (6.4.33)

where

H0wi = ϕ−1
0 (− 1

32

n2

n − 1
ẅi + nt2|Λ|wi ), (6.4.34)

which is equivalent to

− 1

32

n2

n − 1
ẅi + nt2|Λ|wi = λiϕ0wi , (6.4.35)
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i.e. it is one of the Sturm–Liouville eigenvalue problems which we considered in
(6.2.2) on page 140, where now

Au = − 1

32

n2

n − 1
ü + nt2|Λ|u, (6.4.36)

b(t) = nt2|Λ| (6.4.37)

and
ϕ0(t) = t2−

4
n . (6.4.38)

The eigenvalues are obtained by looking at the generalized eigenvalue problem

B(u, v) = λK (u, v) ∀ v ∈ H1, (6.4.39)

where
B(u, v) = 〈Au, v〉 (6.4.40)

and

K (u, v) =
∫
R+

t2−
n
4 ūv, (6.4.41)

cf. Theorem 6.2.5 on page 144, where now

c0 = 0. (6.4.42)

Hence, the assumptions of Theorem 6.2.8 on page 148 are all satisfied and we con-
clude

Theorem 6.4.1 Let β > 0 and let H0 be the Hamiltonian in (6.4.34), then the
operator

e−βH0 (6.4.43)

is of trace class L2(R+, dμ).

There is also a spatial Hamiltonian H1, which, in the case of the black holes
considered, is a direct product of a classical harmonic oscillator in R and an elliptic
operator A on a compact, smooth Riemannian manifold M = Mn−1, n ≥ 3, with
metric σi j , where A has the form

Aϕ = −(n − 1)Δϕ − n

2
Rϕ (6.4.44)

and the Laplacian is the Laplacian in M and R the scalar curvature of the metric. A
is self-adjoint with domain

D(A) = H 2,2(M) ⊂ L2(M), (6.4.45)
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where
Hm,2(M), m ∈ M, (6.4.46)

are the usual Sobolev spaces with norm

‖ϕ‖2m,2 =
∑

|α|≤m

∫
M

|Dαϕ|2. (6.4.47)

A has a pure point spectrum with countable many eigenvalues μ̃ j with finite multi-
plicities and mutually orthogonal eigenfunctions ϕ j such that

μ̃0 < μ̃1 ≤ · · · (6.4.48)

and
lim
j

μ̃ j = ∞. (6.4.49)

We want to prove that
e−βA, β > 0, (6.4.50)

is of trace class in L2(M).
The proof of this result will follow the arguments in Sect. 6.3 very closely.

Lemma 6.4.2 Let m > n−1
2 , then the embedding

j : Hm,2(M) ↪→ L2(M) (6.4.51)

is Hilbert–Schmidt.

Proof This result is due to Maurin and its proof is identical with the proof of
Lemma 6.2.6 apart from some obvious modifications. �

We also need the lemma:

Lemma 6.4.3 Let m ∈ N, then there exists cm > 0 such that

‖ϕ‖22m,2 ≤ cm(‖Amϕ‖2 + ‖ϕ‖2) (6.4.52)

and the bilinear form
〈Amϕ, Amψ〉0 + 〈ϕ,ψ〉0 (6.4.53)

defines an equivalent scalar product in H 2m,2(M), where

〈ϕ,ψ〉0 =
∫
M

ϕ̄ψ. (6.4.54)

Proof Let
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f ∈ Hm,2(M) (6.4.55)

and
ϕ ∈ H 2,2(M) (6.4.56)

a solution of
Aϕ = f, (6.4.57)

then it is well known that
ϕ ∈ Hm+2,2(M) (6.4.58)

and there exists c̃m such that

‖ϕ‖m+2,2 ≤ c̃m(‖ f ‖m,2 + ‖ϕ‖0). (6.4.59)

The constant c̃m also depends on A and M . Using this estimate, the relation (6.4.52)
can be easily proved by induction. �

Now, we are ready to prove:

Theorem 6.4.4 Let A be the self-adjoint operator in (6.4.44), then

e−βA (6.4.60)

is of trace class in L2(M) for any β > 0.

Proof Let m > n−1
4 and equip H 2m,2(M) with the scalar product (6.4.53) such that

‖ϕ‖22m,2 = 〈Amϕ, Amϕ〉0 + 〈ϕ,ϕ〉0, (6.4.61)

then any eigenfunctions ϕi , ϕ j of A satisfy

〈ϕi ,ϕ j 〉0 = 0 =⇒ 〈ϕi ,ϕ j 〉2m,2 = 0. (6.4.62)

Let (ϕ j ) be an ONB of eigenfunctions of A in L2(M) and define

ϕ̃ j = ϕ j‖ϕ j‖−1
2m,2, (6.4.63)

then the ϕ̃ j form an ONB in H 2m,2(M) and we conclude

e−βμ̃ j = e−βμ̃ j ‖ϕ j‖20 = e−βμ̃ j ‖ϕ j‖22m,2 ‖ϕ̃ j‖20
= e−βμ̃ j (1 + |μ̃ j |2m)‖ϕ̃ j‖20 ≤ cβ‖ϕ̃ j‖20

(6.4.64)

yielding
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∞∑
j=0

e−βμ̃ j ≤ cβ

∞∑
j=0

‖ϕ̃ j‖20 < ∞ (6.4.65)

in view of Lemma 6.4.2. �

With the help of the preceding lemma, we can now prove that, in case of the black
holes, the spatial Hamiltonian H1 has the property that

e−βH1 (6.4.66)

is of trace class for all β > 0, where we still have to define an appropriate Hilbert
space.

We have
H1v = −(n − 1)v̈ − Av, (6.4.67)

where we write v as product

v(τ , x) = ζ(τ )ϕ(x) (6.4.68)

with
τ ∈ R ∧ x ∈ M = Mn−1, (6.4.69)

where A is the differential operator in (6.4.44). Let ϕ j be the eigenfunctions of A
with eigenvalues μ̃ j , then, for any eigenvalue λi , we define

Ni = { j ∈ N : μ̃ j ≤ λi } (6.4.70)

and ωi j ≥ 0 such that
(n − 1)ω2

i j + μ̃ j = λi . (6.4.71)

Note that
0 ∈ Ni ∀ i ∈ N, (6.4.72)

since
μ̃0 ≤ 0. (6.4.73)

Let
ζi jk, k = 1, 2, (6.4.74)

be the tempered distributions

ζi j1 = 1√
2π

eiωi j τ (6.4.75)

and
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ζi j2 = 1√
2π

e−iωi j τ , (6.4.76)

where this distinction only occurs for

ωi j > 0. (6.4.77)

Let ζ̂i jk be the Fourier transform of ζi jk , then

ζ̂i j1 = δωi j ∧ ζ̂i j2 = δ−ωi j (6.4.78)

such that these tempered distributions are considered to be mutually “orthogonal”.
The smooth functions

ui jk = ζi jkϕ j (6.4.79)

satisfy
H1ui jk = λi ui jk . (6.4.80)

Label the eigenvalues of H1 including their multiplicities and denote them by λ̃i .
Then ∞∑

i=0

e−βλ̃i ≤ 2
∞∑
i=0

e−βλi n(λi ) = 2
∞∑
i=0

e− β
2 λi e− β

2 λi n(λi ), (6.4.81)

where
n(λi ) = #Ni . (6.4.82)

Lemma 6.4.5 Let β0 > 0 be arbitrary, then, for any

0 < β0 ≤ β (6.4.83)

and for any i ∈ N, the estimate

e− β
2 λi n(λi ) ≤ c(β) ≤ c(β0) (6.4.84)

is valid, where c(β0) also depends on A but is independent of i ∈ N.

Proof Each Ni is the disjoint union

N ′
i ∪̇ N ′′

i , (6.4.85)

where
N ′
i = { j ∈ Ni : μ̃ j ≤ 0} (6.4.86)
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and N ′′
i is its complement. The operator A has only finitely many eigenvalues which

are non-positive, i.e.
#N ′

i ≤ n0 ∀ i ∈ N, (6.4.87)

hence
e− β

2 λi ni (λi ) ≤ n0 +
∑
j∈N ′′

i

e− β
2 λi ≤ n0 +

∑
j∈N ′′

i

e− β
2 μ̃ j

≤ n0 +
∑
j≥n0

e− β
2 μ̃ j

= n0 +
∑
j≥n0

e− β
2 μ̃ j (1 + |μ̃|2mj ) ‖ϕ̃ j‖20

≤ n0 + c(β)

∞∑
j=0

‖ϕ̃ j‖20 < ∞,

(6.4.88)

wherewe used (6.4.64). The estimate for theHilbert–Schmidt normof the embedding

j : Hm,2(M) → L2(M) (6.4.89)

depends on A, since we used the equivalent norm given in (6.4.61), and

c(β) = sup
t>0

e− β
2 t (1 + t2m). (6.4.90)

�

Corollary 6.4.6 The sum on the left-hand side of (6.4.81) is finite and hence

e−βH1 , β > 0, (6.4.91)

is of trace class provided we can define a Hilbert spaceH such that the eigendistri-
butions form a complete set of eigenvectors in H and H1 is essentially self-adjoint
inH.

Proof Thefirst claim follows immediately by combining (6.4.88) andTheorem6.2.8.
In Lemma 6.5.1 on page 174, we shall define the Hilbert spaceH and shall prove that
H1 is essentially self-adjoint in H and that the eigendistributions form a complete
set of eigenvectors inH. �

The elliptic operator A also depends on Λ, since the underlying Riemannian metric
depends on it. The estimates in the preceding lemma remain valid provided |Λ|
remains in a compact subset of R, since the operator A is then still uniformly elliptic
and smooth. However, when

|Λ| → ∞, (6.4.92)
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then the relation (6.4.52) is no longer valid and a more sophisticated analysis is
necessary to achieve a corresponding estimate. Let us treat the cases Schwarzschild-
AdS and Kerr-AdS black holes separately.

For a Schwarzschild-AdS black hole, the operator A can be written in the form

A = r−2
0 Ã, (6.4.93)

where r0 is the black hole radius and

Ãϕ = −(n − 1)Δ̃ϕ − n

2
R̃ϕ. (6.4.94)

Here, the Laplacian and the scalar curvature R̃ refer to the corresponding quantities
of S

n−1 with the standard metric, cf. (4.2.12) and (4.2.14) on page 104. The eigen-
functions of A are the eigenfunctions of Ã. Let μ j be the eigenvalues of Ã and μ̃ j

the eigenvalues of A, then
μ̃ j = r−2

0 μ j . (6.4.95)

From the definition of the black hole radius

mr−(n−2)
0 = 1 + 2

n(n − 1)
|Λ|r20 (6.4.96)

it is evident that
lim|Λ|→∞ r0 = 0 (6.4.97)

and also
lim|Λ|→∞|Λ|r20 = ∞, (6.4.98)

though the latter result is only needed when we shall treat the Kerr-AdS case.
We can now prove:

Lemma 6.4.7 Let β0 > 0 be arbitrary and |Λ0| so large that

r0 < 1 ∀ |Λ| > |Λ0|, (6.4.99)

then for any i ∈ N, any β ≥ β0 and any |Λ| > |Λ0|

e− β
2 λi n(λi ) ≤ c(β) ≤ c(β0), (6.4.100)

where c(β0) also depends on Ã but is independent of |Λ| and i ∈ N.

Proof We follow the proof of Lemma 6.4.5 but use Ã instead of A to define an
equivalent norm in Hm,2(M),

M = S
n−1. (6.4.101)
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Then, we infer, cf. (6.4.88),

e− β
2 λi ni (λi ) ≤ n0 +

∑
j∈N ′′

i

e− β
2 λi ≤ n0 +

∑
j∈N ′′

i

e− β
2 μ̃ j

≤ n0 +
∑
j≥n0

e− β
2 μ̃ j

= n0 +
∑
j≥n0

e− β
2 μ̃ j (1 + |μ|2mj ) ‖ϕ̃ j‖20

≤ n0 + c(β)

∞∑
j=0

‖ϕ̃ j‖20 < ∞.

(6.4.102)

Here, we used
μ̃ j = r−2

0 μ j > μ j > 0. (6.4.103)

�

Let us now look at Kerr-AdS black holes. In 5.2.50 on page 122, we described the
metric σi j on M = S

n−1

ds2M = r2 + a2

1 − a2l2
(
δi j dμi dμ j + μ2

i δi j dϕi dϕ j
)

+ a2
(1 + l2r2)(r2 + a2)

r2(1 − a2l2)2
μ2
i μ

2
j dϕi dϕ j .

(6.4.104)

Here
n = 2m, m ≥ 2, (6.4.105)

and the coordinates μi , 1 ≤ i ≤ m are subject to the constraint

m∑
i=1

μ2
i = 1. (6.4.106)

They are the latitudinal coordinates of S
n−1 and the ϕi , 1 ≤ i ≤ m, are the azimuthal

coordinates. The metric
δi j dμi dμ j + μ2

i δi j dϕi dϕ j (6.4.107)

is the standardmetric of S
n−1. The constant r is the radius of the event horizon, a �= 0

the rotational parameter and

l2 = − 1

m(2m − 1)
Λ. (6.4.108)
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The relation
a2l2 < 1 (6.4.109)

is assumed. We also require that a is small enough such that the scalar curvature R
of the metric σi j is positive. We can write the metric as a conformal metric

σi j = r2 + a2

1 − a2l2
σ̃i j . (6.4.110)

Let us also note that the Schwarzschild-AdS black hole is obtained by setting a = 0
and that

lim
a→0

r = r0, (6.4.111)

is the Schwarzschild black hole radius.
In order to prove the analogue of Lemma 6.4.7, we assume that, when

|Λ| → ∞, (6.4.112)

a is supposed to be so small that

lim|Λ|→∞|Λ|a2 = 0 (6.4.113)

and
lim|Λ|→∞|Λ|r2 = ∞, (6.4.114)

and we emphasize that these assumptions are always satisfied if a = 0, cf. (6.4.98).
If these are satisfied, then the operator A can be expressed in the form

A = 1 − a2l2

r2 + a2
Ã, (6.4.115)

where Ã converges uniformly in C∞(M) to the operator Ã in (6.4.94), i.e. for large
|Λ|, Ã is uniformly elliptic and smooth such that the number of non-positive eigen-
values n0( Ã) is bounded from above by the n0 of the limit operator

n0 ≥ lim sup
|Λ|→∞

n0( Ã), (6.4.116)

since n0 is upper semi-continuous as it is well known.

Lemma 6.4.8 Under the Assumptions (6.4.113) and (6.4.114) the results of Lem-
ma 6.4.7 are also valid for the Kerr-AdS black hole, i.e. there exists |Λ0| > 0 such
that for all

|Λ| > |Λ0| (6.4.117)
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and for any β satisfying
0 < β0 ≤ β, (6.4.118)

where β0 is arbitrary,

e− β
2 λi n(λi ) ≤ c(β0) (6.4.119)

uniformly in i ∈ N, |Λ| and β.

Proof The proof is identical to the proof of Lemma 6.4.7 by using the fact that the
special Hm,2(M)-norm

〈 Ãmϕ, Ãmϕ〉0 + 〈ϕ,ϕ〉0, (6.4.120)

with different m than used to express the dimension of M , is uniformly equivalent
to the standard Hm,2(M)-norm, hence the Hilbert–Schmidt norm of the embedding

j : Hm,2(M) ↪→ L2(M) (6.4.121)

is uniformly bounded. We also relied on

μ̃ j = 1 − a2l2

r2 + a2
μ j > μ j > 0 (6.4.122)

for j ∈ N ′′
i . �

Finally, let us derive the last result in this section.

Lemma 6.4.9 Let λi be the temporal eigenvalues depending on Λ and let λ̄i be the
corresponding eigenvalues for

|Λ| = 1, (6.4.123)

then
λi = λ̄i |Λ| n−1

n . (6.4.124)

Proof Let B and K be the bilinear forms defined in (6.4.40) resp. (6.4.41), where B
corresponds to the cosmological constant Λ, and let B1 be the form with respect to
the value

|Λ| = 1. (6.4.125)

Moreover, let us denote the corresponding quadratic forms by the same symbols,
then we have

B(ϕ)

K (ϕ)
= |Λ| n−1

n
B1(ϕ)

K (ϕ)
∀ 0 �= ϕ ∈ C∞

c (R+). (6.4.126)

To prove (6.4.126), we introduce a new integration variable τ on the left-hand side

t = μτ , μ > 0, (6.4.127)
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to conclude

B(ϕ)

K (ϕ)
= μ−4 n−1

n
B1(ϕ)

K (ϕ)
∀ 0 �= ϕ ∈ C∞

c (R+). (6.4.128)

provided
μ = |Λ|− 1

4 . (6.4.129)

The relation (6.4.126) immediately implies (6.4.124). �

6.5 The Partition Function

We first define the partition function for the black holes and shall later show that the
definitions and results are also applicable in case of the quantized globally hyper-
bolic spacetimeswith a negative cosmological constant and asymptoticallyEuclidean
Cauchy hypersurfaces.

We define the partition function by using the spatial Hamiltonian H1 of the quan-
tized black holes, Kerr or Schwarzschild, which is now defined in the separable
Hilbert space H generated by the eigendistributions

ui jk = wiζi jkϕ j (6.5.1)

which are smooth functions satisfying the eigenvalue equations

H1ui jk = λi ui jk (6.5.2)

as well as
H0ui jk = λi ui jk, (6.5.3)

where H0 is the temporal Hamiltonian.
In order to explain how the eigendistributions can generate a Hilbert space, let us

relabel the eigenfunctions and the eigenvalues by (ui , λ̃i ) such that

H1ui = λ̃i ui (6.5.4)

and
H0ui = λ̃i ui , (6.5.5)

i.e. the multiplicities of the eigenvalues are now included in the labelling and the
ordering is no longer strict

λ̃0 ≤ λ̃1 ≤ λ̃2 ≤ · · · . (6.5.6)
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To define the Hilbert space H, we simply declare that the eigendistributions are
mutually orthogonal unit eigenvectors, hence defining a scalar product in the complex
vector spaceH′ spanned by these eigenvectors. We define the Hilbert spaceH to be
its completion.

Lemma 6.5.1 The linear operator H1 with domain H′ is essentially self-adjoint in
H. Let H̄1 be its closure, then the only eigenvectors of H̄1 are those of H1.

Proof H1 is obviously densely defined, symmetric and bounded from below

H1 ≥ λ̃0 I > 0. (6.5.7)

Since λ̃0 > 0, the eigenvectors also span R(H1), i.e. R(H1) is dense. Let

w ∈ H (6.5.8)

be arbitrary, and let
H1vi ∈ R(H1) (6.5.9)

be a sequence converging to w, then vi is a Cauchy sequence, because

λ̃0‖vi − v j‖2 ≤ 〈H1vi − H1v j , vi − v j 〉 ≤ ‖H1vi − H1v j‖ ‖vi − v j‖, (6.5.10)

hence
R(H̄1) = H (6.5.11)

and H̄1 is the unique s.a. extension of H1.
It remains to prove that H̄1 has no additional eigenvectors. Thus, let u be an

eigenvector of H̄1 with eigenvalue λ

H̄1u = λu, (6.5.12)

and let
E(λ̃i ) ⊂ H′, i ∈ N, (6.5.13)

be the eigenspaces of H1. Let us first assume that there exists j such that

λ = λ̃ j , (6.5.14)

but
u /∈ E(λ̃ j ). (6.5.15)

Without loss of generality, we may assume

u ∈ E(λ̃ j )
⊥. (6.5.16)
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However, this leads to a contradiction, since then

u ∈ E(λ̃i )
⊥ ∀ i ∈ N, (6.5.17)

and hence
u ∈ H′⊥ (6.5.18)

which implies u = 0.
Thus, let us assume

λ �= λ̃i ∀ i ∈ N, (6.5.19)

but then (6.5.17) is again valid leading to the known contradiction. �

Remark 6.5.2 In the following, we shall write H1 instead of H̄1.

Lemma 6.5.3 For any β > 0 the operator

e−βH1 (6.5.20)

is of trace class inH. Let
F ≡ F+(H) (6.5.21)

be the symmetric Fock space generated byH and let

H = dΓ (H1) (6.5.22)

be the canonical extension of H1 toF . Then

e−βH (6.5.23)

is also of trace class inF

tr(e−βH ) =
∞∏
i=0

(1 − e−βλ̃i )−1 < ∞. (6.5.24)

Proof The first part of the lemma has already been proved in Corollary 6.4.6 on
page 168. This property can now be rephrased as

tr(e−βH1) =
∞∑
i=0

e−βλ̃i < ∞. (6.5.25)

The second assertion is well known, since

H1 ≥ λ̃0 I > 0, (6.5.26)
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and the properties (6.5.25) and (6.5.26) imply (6.5.24), cf. [3, Proposition 5.2.7] and
[32, Volume II, p. 868], where Eq. (6.5.24) is also proved. �

We then define the partition function Z by

Z = tr(e−βH ) =
∞∏
i=0

(1 − e−βλ̃i )−1 (6.5.27)

and the density operator ρ inF by

ρ = Z−1e−βH (6.5.28)

such that
trρ = 1. (6.5.29)

The von Neumann entropy S is then defined by

S = −tr(ρ log ρ)

= log Z + βZ−1tr(He−βH )

= log Z − β
∂ log Z

∂β

≡ log Z + βE,

(6.5.30)

where E is the average energy
E = tr(Hρ). (6.5.31)

E can be expressed in the form

E =
∞∑
i=0

λ̃i

eβλ̃i − 1
. (6.5.32)

Here, we also set the Boltzmann constant

KB = 1. (6.5.33)

The parameter β is supposed to be the inverse of the absolute temperature T

β = T−1. (6.5.34)

In view of Lemma 6.4.9 on page 172, we can write the eigenvalues λi in the form

λi = λ̄i |Λ| n−1
n , (6.5.35)
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where λ̄i are the eigenvalues corresponding to |Λ| = 1. Hence, Z , S and E can also
be looked at as functions depending on β and Λ, or more conveniently, on (β, τ ),
where

τ = |Λ| n−1
n , (6.5.36)

since the λ̃i can also be expressed as

λ̃i = λ j = λ̄ j |Λ| n−1
n , (6.5.37)

where j is different from i
j ≤ i, (6.5.38)

because of the multiplicities of λ̃i . Let emphasize that the multiplicities also depend
on Λ, hence it is best to simply note that

λ̃0 = λ0 = λ̄0|Λ| n−1
n (6.5.39)

and that the λ̃i are ordered. We shall never use the relation (6.5.37) explicitly in the
proofs of the subsequent theorems and lemmata referring to (6.5.35) instead.

Theorem 6.5.4 (i) Let β0 > 0 be arbitrary, then, for any

0 < β ≤ β0, (6.5.40)

we have
lim
Λ→0

E = ∞ (6.5.41)

as well as
lim
Λ→0

S = ∞, (6.5.42)

where the limits are uniform in β.
(ii) Let β0 > 0 be arbitrary, then, for any

β ≥ β0, (6.5.43)

we have
lim|Λ|→∞ E = 0 (6.5.44)

as well as
lim|Λ|→∞ S = 0, (6.5.45)

where the limits are uniform in β.
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Proof “(i)” We first observe that

E =
∞∑
i=0

λ̃i

eβλ̃i − 1
≥

∞∑
i=0

λi

eβλi − 1
(6.5.46)

Now, let m ∈ N be arbitrary, then

E ≥
m∑
i=0

λi

eβλi − 1
=

m∑
i=0

λ̄iτ

eβλ̄i τ − 1
(6.5.47)

and

lim inf
τ→0

E ≥ lim
τ→0

m∑
i=0

λ̄iτ

eβλ̄i τ − 1

= (m + 1)β−1 ≥ (m + 1)β−1
0

(6.5.48)

yielding
lim
Λ→0

E = ∞ (6.5.49)

uniformly in β.
Since Z ≥ 1, the relation (6.5.42) follows as well.

“(ii)” We estimate E from above by

E =
∞∑
i=0

λ̃i e−βλ̃i

1 − e−βλ̃i
=

∞∑
i=0

λ̃i e
− β

2 λ̃i e− β
2 λ̃i (1 − e−βλ̃i )−1

≤ (1 − e−β0λ̃0)−1c(β0)

∞∑
i=0

e− β
2 λ̃i ,

(6.5.50)

where we used (6.5.43) and

λ̃i e
− β

2 λ̃i ≤ sup
t>0

te− β
2 t = c(β) ≤ c(β0). (6.5.51)

Furthermore, we know that

∞∑
i=0

e− β
2 λ̃i ≤ c̃(β)

∞∑
i=0

e− β
4 λi

≤ c̃(β0)

∞∑
i=0

e− β0
4 λi ,

(6.5.52)

cf. Lemma 6.4.7 on page 169 and Lemma 6.4.8 on page 171, hence we obtain
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E ≤ (1 − e−β0λ̄0τ )−1c(β0)c̃(β0)

∞∑
i=0

e− β
4 λ̄i τ (6.5.53)

deducing further

lim sup
τ→∞

E ≤ c(β0)c̃(β0) lim
τ→∞

∞∑
i=0

e− β
4 λ̄i τ = 0 (6.5.54)

uniformly in β and hence
lim

τ→∞ E = 0. (6.5.55)

It remains to prove that S vanishes in the limit. We have

Z =
∞∏
i=0

(1 − e−βλ̃i )−1 =
∞∏
i=0

(1 + e−βλ̃i (1 − e−βλ̃i )−1)

≤ exp{(1 − eβ0λ̃0)−1
∞∑
i=0

e−βλ̃i },
(6.5.56)

where we used the inequality

log(1 + t) ≤ t ∀ t ≥ 0 (6.5.57)

in the last step.
Applying then the arguments preceding the inequality (6.5.54), we conclude

lim
τ→∞ Z = 1 (6.5.58)

uniformly in β. �

Remark 6.5.5 Thefirst part of the preceding theorem reveals that the energy becomes
very large for small values of |Λ|. Since this is the energy obtained by applying
quantum statistics to the quantized version of a black hole or of a globally hyperbolic
spacetime—assuming its Cauchy hypersurfaces are asymptotically Euclidean—a
small negative cosmological constant might be responsible for the darkmatter, where
we equate the energy of the quantized universe with matter. As source for the dark
energy density, we conjecture that the dark energy density should be proportional to
the eigenvalue of the density operator ρ with respect to the vacuum vector η

ρη = Z−1η, (6.5.59)

which is Z−1.

The behaviour of Z with respect to Λ is described in the theorem:
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Theorem 6.5.6 Let β0 > 0 be arbitrary, then, for any

0 < β ≤ β0, (6.5.60)

we have
lim
Λ→0

Z = ∞ (6.5.61)

and for any
β0 ≤ β (6.5.62)

the relation
lim|Λ|→∞ Z = 1 (6.5.63)

is valid. The convergence in both limits is uniform in β.

Proof “(6.5.60)” Let m ∈ N be arbitrary, then

Z ≥
∞∏
i=0

(1 − e−βλi )−1 =
∞∏
i=0

(1 − e−βλ̄i τ )−1

≥
m∏
i=0

(1 − e−β0λ̄i τ )−1

(6.5.64)

and we infer
lim
τ→0

Z = lim inf
τ→0

Z = ∞. (6.5.65)

“(6.5.63)” This limit relation has already been proved in (6.5.58). �
It is also worthwhile to study the behaviour of S, E and Z if β is varied while

keeping Λ fixed. We first observe

Lemma 6.5.7 Denoting the differentiation with respect to β by a prime we have

S′ = βE ′ < 0. (6.5.66)

Proof Differentiating the relation

S = log Z − β(log Z)′ (6.5.67)

we deduce
S′ = βE ′ (6.5.68)

while

E ′ = −
∑
i

λ̃2
i e

βλ̃i

(eβλ̃i − 1)2
< 0 (6.5.69)
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in view of (6.5.32). �

The corresponding limit relations are expressed in

Theorem 6.5.8 For fixed Λ < 0 the following relations are valid

lim
β→∞

Z = 1, (6.5.70)

lim
β→∞

βE = 0, (6.5.71)

lim
β→∞

S = 0, (6.5.72)

and
lim
β→0

Z = ∞, (6.5.73)

lim
β→0

E = ∞, (6.5.74)

as well as
lim
β→0

S = ∞. (6.5.75)

Proof “(6.5.70)” Follows immediately from the estimate (6.5.56).

“(6.5.71)” We have

βE =
m∑
i=0

βλ̃i

eβλ̃i − 1
+

∞∑
i=m

βλ̃i

eβλ̃i − 1
. (6.5.76)

Denote the second sum by R(m,β) and let β0 satisfy

β0λ̃0 ≥ 1, (6.5.77)

then
R(m,β) ≤ R(m,β0) ∀β ≥ β0. (6.5.78)

Next, let ε > 0 be arbitrary, then there exists m such that

R(m,β0) < ε (6.5.79)

and we conclude
lim sup

β→∞
βE ≤ ε (6.5.80)

proving (6.5.71).
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“(6.5.72)” Follows from (6.5.70) and (6.5.71).

The proofs of the remaining relations are either trivial or are similar to the proofs
of the corresponding results in Theorems 6.5.4 and 6.5.6. �

Let us now consider the quantized globally hyperbolic spacetimes with an asymp-
totically Euclidean Cauchy hypersurface. The eigenspaces

Eλi ⊂ S ′(S0) (6.5.81)

of H1 are separable but they are in general not finite dimensional as can be seen by
the following counterexample

H1 = −Δ (6.5.82)

in R
n . The eigenspaces

Eλi , λi > 0, (6.5.83)

contain the tempered distributions

ei〈k,x〉, k ∈ S
n−1
λi

. (6.5.84)

As a Hamel basis they generate a vector space, the dimension of which is equal to
the cardinality of S

n−1. Of course, as a Schauder basis the functions with

k ∈ D ⊂ S
n−1
λi

, (6.5.85)

where D is countable and dense, generate a dense subspace.
This example indicates that not all eigendistributions of H1 might be physically

relevant. Contrary to the cases of the black holes, where the selection of eigenvectors
and eigendistributions was a natural process, only the temporal eigenvectors are
naturally selected in the present situation and of course at least one matching spatial
eigendistribution to obtain a solution of the wave equation. Hence, we could use
H0 to define the partition function. However, we believe this choice would be too
restrictive, and we shall instead stipulate that we only pick at most

c|λi |p (6.5.86)

spatial eigendistributions in Eλi , where c and p are arbitrary but fixed constants, i.e.
we assume that

n(λi ) ≤ c|λi |p ∀ i ∈ N. (6.5.87)

With this assumption, it becomes evident that the results and conjectures of Theo-
rem 6.5.4, Remark 6.5.5 and Theorem 6.5.6 are also valid in case of globally hyper-
bolic spacetimes with asymptotically Euclidean hypersurfaces.
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6.6 The Friedmann Universes with Negative
Cosmological Constants

In Remark 1.6.11 on page 50, we observed that, if the Cauchy hypersurface S0 is a
space of constant curvature and if the wave Eq. (6.4.1) on page 159 is only considered
for functions u which do not depend on x , then this equation is identical to the
equation obtained by quantizing the Hamilton constraint in a Friedmann universe
without matter but including a cosmological constant. The equation is then the ODE

1

32

n2

n − 1
ü − n

2
Rt2−

4
n u + nt2Λu = 0, 0 < t < ∞, (6.6.1)

where R is the scalar curvature of S0. We cannot apply our previous arguments to the
solutions of this ODE. However, if we consider instead the more general Eq. (6.4.1),
where u is also allowed to depend on x , which certainly is more general and accurate,
then the previous arguments can be applied if the curvature κ̃ of S0 vanishes

κ̃ = 0. (6.6.2)

The scalar curvature, which is equal to

R = n(n − 1)κ̃, (6.6.3)

then vanishes too and
S0 = R

n. (6.6.4)

We are now in the situation which we analysed at the end of the previous section,
where now the spatial Hamiltonian is

H1 = −(n − 1)Δ (6.6.5)

and some spatial eigendistributions are shown in (6.5.84) on page 182. However,
since we consider the quantized version of a Friedmann universe, we shall look for
radially symmetric eigendistributions, i.e. we look for smooth functions v = v(x)
satisfying

v(x) = ϕ(r) (6.6.6)

such that
Δv = ϕ̈ + (n − 1)r−1ϕ̇ = −μ2ϕ in r > 0, (6.6.7)

where μ > 0. Obviously, it is sufficient to assume μ = 1, because, if ϕ is an
eigenfunction for μ = 1, then

ϕ̃(r) = ϕ(μr) (6.6.8)
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is an eigenfunction for the eigenvalue μ2. Therefore, let us choose μ = 1.
We shall express the solution ϕ with the help of a Bessel function Jν . Let ψ be a

solution of the Bessel equation

ψ̈ + r−1ψ̇ + (1 − r−2ν2)ψ = 0, (6.6.9)

where

ν = n − 2

2
, (6.6.10)

then the function
ϕ(r) = r−νψ (6.6.11)

satisfies
r ϕ̈ + (2ν + 1)ϕ̇ + rϕ = 0, (6.6.12)

which is equivalent to (6.6.7) with μ = 1. The Bessel Eq. (6.6.9) has the two inde-
pendent solutions Jν and Yν , the Bessel functions of first kind resp. of second kind.
It is well known that the functions

r−ν Jν (6.6.13)

can be expressed as a power series in the variable r2, cf. [5, Eq. (21), p. 420], i.e. the
function

v(x) = ϕ(r) = r−ν Jν (6.6.14)

is smooth in R
n , while the functions

r−νYν (6.6.15)

have a singularity in r = 0.Hence, there exists exactly one smooth radially symmetric
solution v of the eigenvalue equation

− Δv = λ2v, λ > 0, (6.6.16)

which is given by
v = (λr)−ν Jν(λr). (6.6.17)

This solution also vanishes at infinity, hence it is uniformly bounded and a tempered
distribution.

A solution of the wave Eq. (6.4.1) on page 159, in case of a quantized Friedmann
universe, is therefore given by a sequence

ui = wi (t)vi (x), i ∈ N, (6.6.18)
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where wi is a temporal eigenfunction and vi a spatial eigenfunction. The ui are also
eigenfunctions for the temporal Hamiltonian as well as for the spatial Hamiltonian.
Each eigenvalue has multiplicity one. We have therefore proved:

Theorem 6.6.1 The results in Theorem 6.5.4, Remark 6.5.5, Theorem 6.5.4, Lem-
ma 6.5.7 and Theorem 6.5.8 are also valid, if the quantized spacetime N = Nn+1,
n ≥ 3, is a Friedmann universe without matter but with a negative cosmological
constant Λ and with vanishing spatial curvature. The eigenvalues of the spatial
Hamiltonian H1 all have multiplicity one.



Chapter 7
Appendix

7.1 The Eigendistributions are Smooth Functions

We assume that the Cauchy hypersurface S0 is asymptotically Euclidean and A is an
uniformly elliptic linear differential operator with smooth coefficients such that the
coefficients are bounded in any

Cm(S0) ∀m ∈ N. (7.1.1)

Then, we can prove:

Theorem 7.1.1 The solutions f (λ) ∈ S ′ of the eigenvalue problem

A f (λ) = μ f (λ) (7.1.2)

belong to C∞(S0) and for each m ∈ N and R > 0 f (λ) can be estimated by

| f (λ)|m,BR(x0) ≤ cm R
N‖ f (λ)‖−p, (7.1.3)

where ‖·‖p is one of the defining norms inS such that the dual norm

‖ f (λ)‖−p = sup
‖ϕ‖p=1

|〈 f (λ),ϕ〉| (7.1.4)

and N depends on n, ‖·‖p, A and S0, while cm depends on m, A the eigenvalue μ
and on S0. BR(x0) is a geodesic ball of radius R for a fixed x0 ∈ K ⊂ S0, where K is
the compact set in Assumption 3.3.1 on page 93 and R is so large that K ⊂ BR(x0).

Proof First, we note that we can absorb the right-hand side of the eigenvalue equation
into the left-hand side and simply consider the equation

A f (λ) = 0. (7.1.5)
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Hence, it is well known that the distributional solutions is smooth and Eq. (7.1.5)
can be understood in the classical sense, see, e.g., [37, Theorem 3.2, p.125].

The important estimate (7.1.3) is due to the fact that f (λ) is a Tempered distri-
bution. Since f (λ) ∈ S ′, we have

|〈 f (λ),ϕ〉| ≤ c sup
x∈S0

(1 + r(x)2)k
∑

|α|≤m0

|Dαϕ(x)| ≡ c‖ϕ‖p (7.1.6)

and the dual norm
‖ f (λ)‖−p = c. (7.1.7)

To prove (7.1.3) we fix m ∈ N and assume that

| f (λ)|m,BR1 (x0)
≤ c0, (7.1.8)

for some sufficiently large radius R1 such that we only have to prove the estimate in
the domain

BR(0)\B̄R0(0), (7.1.9)

where we now consider Euclidean balls. Hence, we may consider Eq. (7.1.5) to be
a uniformly elliptic equation in an exterior region of Euclidean space with smooth
coefficients.

Let R > R0, then we first prove a priori estimates for f (λ) in small balls

Bρ(y) � B2R(0)\BR0(0), (7.1.10)

where
2ρ < ρ0 ≤ 1 (7.1.11)

and ρ0 is fixed.
Let

Hm,2
0 (Ω), m ∈ N, (7.1.12)

be the usual Sobolev spaces, where

Ω ⊂ R
n (7.1.13)

is an open set, to be defined as the completion of C∞
c (Ω) under the norm

‖ϕ‖2m,2 =
∫

Ω

∑

|α|≤m

|Dαϕ|2. (7.1.14)

Hm,2
0 (Ω) is a Hilbert space. Its dual space is denoted by
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H−m,2(Ω) (7.1.15)

and its elements are the distributions f ∈ D ′(Ω) which can be written in the form

f =
∑

|α|≤m

Dαuα, (7.1.16)

where
uα ∈ L2(Ω) (7.1.17)

and the dual norm of f is equal to

‖ f ‖−m,2 = ( ∑

|α|≤m

‖uα‖22
) 1

2 . (7.1.18)

The Sobolev imbedding theorem states that for bounded �

m >
n

2
=⇒ Hm,2

0 (Ω) ↪→ C0(Ω) (7.1.19)

such that
|u|0 ≤ c‖u‖m,2 ∀ u ∈ Hm,2

0 (Ω), (7.1.20)

where c only depends on diam�, m and n.
As a corollary, we deduce

m >
n

2
=⇒ Hm+m0,2

0 (Ω) ↪→ Cm0,0(Ω) (7.1.21)

with a corresponding estimate

|u|m0,0 ≤ c‖u‖m+m0,2, (7.1.22)

where c = c(diam�n,m,m0).
Hence, for any ball

Bρ0(y) ⊂ B2R(0) (7.1.23)

f (λ) can be considered to belong to

f (λ) ∈ H−(m0+n),2(Bρ0(y)) (7.1.24)

with norm
‖ f (λ)‖−(n+m0),2 ≤ cR2k (7.1.25)

in view of the estimate (7.1.6), where we also assume R0 > 1; the constant c depends
on n, m0, k and the constant in (7.1.6).
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From the proofs of [37, Theorem 3.1, p. 123] and [37, Theorem 3.2, p. 125], we
then deduce that for anym ∈ N there exists ρ < ρ0, ρ depending only on theLipschitz
constant of the metric σi j ,m, n and m0 such that the Cm-norm of the solution f (λ)

of Eq. (7.1.5) can be estimated by

| f (λ)|m,Bρ(y) ≤ cρR
2k, (7.1.26)

where cρ also depends on theCm-norms of the coefficients of A and on the ellipticity
constants.

Now
(4R)n2nρ−n (7.1.27)

balls
Bρ(y) ⊂ B2R(0) (7.1.28)

cover the closed ball B̄R(0); hence, we conclude

| f (λ)|m,BR(0)\K0
≤ cR2k+n, (7.1.29)

where c = c(ρ,m,m0, n, A). �
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